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Fig. 9.16 Diencephalon. A coronal section through
the sheep brain at the lev...

Fig. 9.17 Hypothalamus. Sagittal view of the
hypothalamus showing_the variou...

Fig. 9.18 Mesencephalon. Sagittal view of goat
brain showing the mesencephal...

Fig. 9.19 Brain of the horse. (A) Dorsal view of
brain stem. (B) Lateral vie...

Fig. 9.20 EEG. Various EEG wave patterns are seen
during wakefulness and var...

Fig. 9.21 Possible neurochemical model for the
control of REM sleep. During....

Fig. 9.22 Cranial nerves. Cranial nerves are shown
exiting the goat brain....



various meningeal layers...

Fig. 9.24 Cross section of the spinal cord. The
spinal cord has a central gr...

Fig. 9.25 Organization of the spinal cord. (A) A
photomicrograph of a cross ...

Fig. 9.26 The major ascending_(sensory)_and

Fig. 9.27 The meninges. There are three connective
tissue layers,_collective...

Chapter 10

Fig. 10.1 Peripheral nerve. A peripheral nerve
consists of many bundles of a...

from the periphery enter th...

Fig. 10.3 Apoptosis. In a healthy cell, Bcl-2 is found
on the outer mitochon...

Fig. 10.4 Receptive field. Meissner's corpuscles
have a smaller receptive fi...

Fig. 10.5 Response of tactile receptors to stretch.
The various tactile rece...

Fig. 10.6 Dorsal column-medial lemniscal pathway.
Mechanoreceptor signals en...

Fig. 10.7 Nociception. Damage to the skin can
cause the release of certain s...

temperature information is car...

Fig. 10.9 Referred pain. Referred pain occurs when
visceral nociception is p...




Fig. 10.10 Thermoreceptors. Thermoreceptors
change their firing_rate in resp...

Fig. 10.11 Trigeminal pathway. Pain and
temperature information from the fac...

Fig. 10.12 Pain and temperature pathways. The two

Fig. 10.13 Mechanoreceptor depolarization.
Mechanoreceptors respond to the p...

Fig. 10.14 Reflex arch. A reflex arch includes a
Sensory apparatus, a sensor...

Fig. 10.15 Monosynaptic and polysynaptic reflexes.
(1)_In monosynaptic refle...

Fig. 10.16 Somatic and visceral reflexes. (1),
Somatic reflexes involve a som...

Fig. 10.17 Muscle spindle. A muscle spindle
consists of three components: in...

Fig. 10.18 Components of stretch reflex. (1)_A
muscle spindle senses stretch...

Fig. 10.19 Response of muscle spindles to stretch.
(A)_During_the stretch of...

Fig. 10.20 Role of gamma motor neuron in muscle
spindle. Although the muscle...

Fig. 10.21 Gamma motor neuron loop. Stimulation
of the gamma motor neuron ca...

Fig. 10.22 The tendon reflex (inverse myotatic
reflex). When the Golgi tendo...

Fig. 10.23 The withdrawal and crossed-extensor
reflexes. The withdrawal refl...

Fig. 10.24 Organization of the somatic and
autonomic nervous systems. (A)_Mo...




Fig. 10.25 Sympathetic varicosities. Rather than
embedding within the smooth...

Fig. 10.26 Neural integration of the somatic and
autonomic nervous systems. ...

of the autonomic nervous ...

Fig. 10.30 Adrenergic effect on blood vessels. Blood
vessels have both o, an...

Chapter 11

which are thorn-shaped. ...

Fig. 11.3 Taste bud. Each taste bud consists of
three types of taste cells d...

Fig. 11.4 Sweet taste. There are two mechanisms
for sweet taste. (1)_A sweet...

Fig. 11.5 Salty, sour,_and bitter taste. (1)_Salty
taste is elicited by cati...

Fig. 11.6 Umami taste. There are two proposed
umami pathways: (1)_the first ...

Fig. 11.7 External structures of the eye in the goat.
(A)_Frontal aspect of ...

Fig. 11.8 Front view of the eye of the dog.




Fig. 11.10 Muscles of the eye of the dog. The left
drawing shows the lateral...

Fig. 11.11 Median section of the eye of a dog. M,
muscle; N, nerve.

Fig. 11.12 Microscopic anatomy of the retina.

Fig. 11.13 Refraction of light rays. (A)_Refraction of
light rays at the int...

Fig. 11.15 Field of vision. (A)_There is a blind area
immediately between th...

Fig. 11.16 Structure of rods and cones. Rods have a
cylindrical outer segmen...

Fig. 11.17 Retinal isomers involved in
photoreception. In the dark, 11-cis-r...

Fig. 11.18 Chemical transduction of light signal. In
the dark, cGMP migrates...

Fig. 11.19 Receptive fields of retinal ganglion cells.
Ganglion cells have c...

Fig. 11.20 Off-center bipolar cells. The on-center
and off-center bipolar ce...

Fig. 11.21 Visual fields of the eyes. The visual fields
of the two eyes over...

Fig. 11.22 Outer ear of the dog.
Fig. 11.23 Anatomy of the left ear.

Fig. 11.24 Section through the cochlea. A
transverse section through the coc...

Fig. 11.25 The macula. The macula is a sensory
apparatus found in the utricl...



Chapter 12

Fig. 12.1 A schematic view of the structural
variations between types of cel...

Fig. 12.2 Example of a G-protein-linked hormone
mechanism of action. Activat...

In this example, the tar...

Fig. 12.4 Phospholipase C signaling pathways are
illustrated. A variety of s...

Fig. 12.5 Diagram of components of the insulin and
IGF family of ligands and...

Fig. 12.6 Ligand-induced receptor
homodimerization. The hormone first binds ...

Fig. 12.7 Generalized steroid hormone mechanism
of action. The hormone recep...

Fig. 12.8 Several examples of steroid hormone
binding_to receptors in the nu...

increasing the concentration of n...

Fig. 12.10 Saturation binding_and Scatchard plot. A
hypothetical ligand satu...

Fig. 12.11 RIA standard curve standard plot. The
inset shows the relationshi...

Fig. 12.13 Relationship between the hypothalamus
and the anterior pituitary....

relative to the pituitary gland...




Fig. 12.15 Negative feedback loops and pituitary
hormones.

Fig. 12.16 Posterior pituitary pathways.
Neurosecretory cells from the parav...

Fig. 12.17 Serum oxytocin at milking. Serum
oxytocin was measured in two cow...

Fig. 12.18 Lactation curves of cows treated with
oxytocin. Placebo or oxytoc...

Fig. 12.19 The somatomedin hypothesis.
Relationships between the secretion o...

Fig. 12.20 Expression of IGF-I. Shown is a northern
analysis of IGF-I mRNA e...

Fig. 12.21 Insulin and GH during lactation. Basal
insulin and GH in serum of...

Fig. 12.22 Pattern of GH secretion. In this Holstein
heifer calf, samples we...

Fig. 12.23 Serum Prl in cows at calving. Changes in
serum Prl in cows given ...

Fig. 12.24 Milk production after the suppression of
Prl. Milk production per...

Fig. 12.25 Prl secretion after teat stimulation. Panel
(A)_shows changes in ...

Fig. 12.26 Hormones during_the estrus cycle.
Relative changes in concentrati...

Fig. 12.27 Processing_of pro-opiomelanocortin.
Abbreviations include cortico...

Fig. 12.28 Thyroid histology. The left panel (A)_is a
low-power (20x)_view oO...

Fig. 12.29 Structures of thyroid hormones.



Fig. 12.30 Iodination of thyroid hormone. A cluster
of follicles is shown on...

Fig. 12.31 Thyroid hormone responses to TRH.
Lactating cows were injected wi...

Fig. 12.32 Structure and nomenclature for
conversion of thyroxine.

Fig. 12.33 Serum calcium. Panel (A)_shows changes
in serum calcium in Jersey...

Fig. 12.34 Adrenal gland. Note the central area
(medulla and brackets) and t...

Fig. 12.35 Areas of the adrenal cortex. A =
glomerulosa; B = fasciculata; C ...

Fig. 12.36 Adrenal steroid biosynthesis. Cholesterol
is essential but conver...

Fig. 12.37 Insulin after glucose. Cows were infused
with glucose (0.1 g/kg.b...

Fig. 12.38 Regulation of blood glucose. When
glucose is elevated,_the pancre...

Fig. 12.39 IGF-I-binding_proteins. Effects of
incubation of bovine mammary C...

Fig. 12.40 Thymidine incorporation in mammary
tissue and IGFBP-3. Panel (A)_...

Fig. 12.41 Panel (A)_illustrates a concentration-
dependent increase in mamma...

Chapter 13

Fig. 13.1 Blood components. Centrifugation of
whole blood containing an anti...

Erythrocytes (red blood cel...



stimulates the production o...

Fig. 13.4 A tissue section from a bovine mammary
gland showing_an influx of ...

Fig. 13.5 This tissue section stained with Azure II is
from the bovine mamma...

Fig. 13.6 Examples of immune cells isolated from
the milk of a cow challenge...

Fig. 13.7 The formation of blood-formed elements is
outlined. Blood cells ar...

Fig. 13.8 Blood-clotting cascade. Both the extrinsic
and intrinsic pathways ...

Fig. 13.9 External structure of the heart. (A)_Atrial
side of the cat heart....

Fig. 13.10 Internal structure of the heart. The right
side of the heart of a...

right side of the heart p...
Fig. 13.12 Coronary circulation of goat heart.

Fig. 13.13 Cardiac muscle. (A)_Histological section
of cardiac muscle. (B)_D...

Fig. 13.14 Excitation and conducting system of the
dog heart. The pacemaker ...

Fig. 13.15 Action potential in cardiac muscle fibers.
(A)_The action potenti...

Fig. 13.16 Normal electrocardiogram. (A)_Dog. (B).
Cat.

Fig. 13.17 Heart excitation and the ECG tracing.
The green shading_indicates...



Fig. 13.18 Cardiac cycle. The top of the figure
shows a typical ECG. The mid...

Fig. 13.19 Mechanism of norepinephrine-induced
increase in heart contractili...

Fig. 13.20 Differences in the structures of vessel
walls of arteries and vei...

fenestrated, and (C)_si...

Fig. 13.23 Venous blood flow. Contraction of
skeletal muscle and increased t...

Fig. 13.24 Fluid flow across the capillary wall. At
the arteriole end of a c...

Fig. 13.25 Blood pressure throughout the

Fig. 13.26 Production and action of renin. Renin is
produced by the juxtaglo...

Fig. 13.27 Endothelin production and action.
Endothelin is produced by endot...

Fig. 13.28 Renal control of blood pressure.

Fig. 13.29 Schematic diagram of pulmonary
circulation. The pulmonary circula...

Fig. 13.30 Schematic diagram of systemic
circulation. Blood delivered to the...

Fig. 13.31 Ascending_aorta. The ascending aorta
begins at the aortic valve a...

Fig. 13.32 Aortic arch. The thoracic aorta gives rise
to visceral and pariet...




Fig. 13.33 Thoracic and abdominal aorta.
Chapter 14
Fig. 14.1 External nose of cat (left)_and dog (right).

Fig. 14.2 Median aspect of the head of a large
ruminant. The dorsal, ventral...

horse. (B)_Frontal aspe...

Fig. 14.4 Trachea of a goat. (A)_Cross section of
trachea. (B)_Annular ligam...

Fig. 14.5 The canine bronchial tree.

Fig. 14.6 Lungs of a horse. (A)_Medial aspect of the
left lung. (B)_Medial a...

Fig. 14.7 Alveolar sacs and respiratory membrane.
Within the alveolar sac ar...

Fig. 14.8 Respiratory volumes and capacities.

The saturation of hemoglobin...

Fig. 14.10 Bohr effect. Increases in temperature,
decreases in pH, or increa...

Fig. 14.13 Changes in the thoracic skeleton during
respiration in birds. Sol...

pulmonary system during_ins...

Fig. 14.15 Crosscurrent gas exchange in the avian
lung. The parabronchi lie ...




Fig. 14.16 Cooperation between respiratory and
circulatory systems. Oxygen d...

Chapter 15

Fig. 15.1 Overview of defense mechanisms.
Nonspecific or innate protection p...

Fig. 15.2 Bacterial attack and inflammation
response. Following_penetration ...

Fig. 15.3 Role of kallikrein in inflammation.
Activated neutrophils release ...

Fig. 15.4 Interactions between an activated
antigen-presenting dendritic cel...

Fig. 15.5 Interrelationships linking multiple
signaling molecules that are p...

Fig. 15.6 Action of interferon. In step 1, a cell is
invaded by a virus. In ...

Fig. 15.7 Leukocyte (PMN)_response in the
mammary gland. Chemotaxis causes P...

Fig. 15.8 Cell and milk production responses in
cows. Changes in MSCC (Panel...

Fig. 15.9 Complement activation. In the classic
activation pathway, the bind...

naturally and artificially acqui...

Fig. 15.11 Basic antibody structure. An antibody
molecule consists of four p...

Fig. 15.12 Antigen stimulation of B cells. In the
primary stimulation, antig...

responses. The blue line illustrat...



Fig. 15.14 Antigen processing_in macrophages.
Bacterial cells are engulfed b...

Fig. 15.15 Cytotoxic and helper T-cell activation.
Both T-_and Ty cells are ...

Fig. 15.16 Cytotoxic T-cell attack. Once the T _cell
has encountered and res...

Chapter 16

latex fills much of the renal...
Fig. 16.2 Model of kidney. The model illustrated in
this photograph demonstr...

Fig. 16.3 Kidney blood flow. The group of
progressive vessels (left to right...

drawing_illustrates some of the...

Fig. 16.5 Organization of nephrons. This
photograph of a kidney model illust...

Fig. 16.6 Structure of the glomerulus. This
photograph illustrates the cellu...

Fig. 16.7 Nephron diagram. This simplified diagram
illustrates key aspects o...

Fig. 16.8 Urine formation and blood pressure. The
relationship between renal...

Fig. 16.9 Distal tubule ion transport. In the distal
convoluted tubule and c...

Fig. 16.10 Nephron histology. Panel (A)_gives a low-
power survey image of th...

Fig. 16.11 Proximal and distal tubules. This image
is taken from the renal c...



Fig. 16.12 Flow of selected materials. This diagram
illustrates the dramatic...

Fig. 16.13 Kidney osmotic gradient. The difference
between the osmolarity of...

Fig. 16.14 Role of loop of Henle. The thin limbs of
the loops of Henle and t...

Fig. 16.15 Countercurrent exchange in the vasa
recta. The vessels of the vas...

cells of the juxtaglomeru...

Fig. 16.17 Thirst reactions. In addition to the
kidney control of urine prod...

Fig. 16.18 Relationship between GRF and serum
creatine. The vertical line in...

Fig. 16.19 Generation of carbonic acid and
bicarbonate.

Fig. 16.20 Interconversions of strong_acids and
strong bases produce weak ac...

Fig. 16.21 Interconversions of strong_acids and
strong_bases produce weak ac...

Fig. 16.22 Acid-secreting type A cells. A-type cells
pump protons into the f...

Fig. 16.23 Base-secreting type B cells. B-type cells
use the proton ATPase p...

Fig. 16.24 Nitrogen excretion. Ammonia
accumulates in tissue from the catabo...

Fig. 16.25 The ornithine-urea cycle.
Chapter 17



peristalsis, the circular...

Fig. 17.2 Peritoneum and peritoneal cavity. The
cross section through the ab...

Fig. 17.3 Arrangement of mesenteries in ruminants.
(A)_In this view of the ...

Fig. 17.4 Basic structure of the digestive tract. The
four basic layers of t...

Fig. 17.5 Oral cavity. The hard and soft palate of
the mouth is visible in t...

Fig. 17.6 Tongue of the dog. The vallate and
fungiform papillae are shown on...

are shown in the dog....

Fig. 17.8 Teeth of the horse. Vertical section of a
permanent incisor (A). V...

Fig. 17.9 Teeth of the dog.

Fig. 17.11 The upper digestive tract of the horse.
(A)_A median section of t...

Fig. 17.12 Swallowing. During swallowing, the
tongue forces the bolus into t...

Fig. 17.13 The stomach of the horse.

Fig. 17.14 Gastric glands. The histological section
of a gastric gland shows...

Fig. 17.15 Secretion of HCI by the stomach.
Carbonic acid is produced within...




Fig. 17.16 Regulation of HCI secretion from parietal
cells. Parietal cells h...

Fig. 17.17 Slow waves. Slow, rhythmic
depolarizations and repolarizations,_c...

Fig. 17.18 Phases of gastric secretion. (A)_Cephalic
phase. (B)_Gastric phas...

Fig. 17.19 Neural and hormonal inhibition of

Fig. 17.20 Ruminant stomach. The right (A) and left
(B)_aspects of the stoma...

Fig. 17.21 Inside of Stomach ruminant inside of
Reticuloomasal fold (reticul...

Fig. 17.22 The internal configuration of the
reticulum and rumenal atrium of...

Fig. 17.23 Internal configuration of the rumen of
the goat.

Fig. 17.24 Mixing and eructation sequence of
rumen motility. (A)_The mixing,...

Fig. 17.25 Rumenal carbohydrate fermentation.
Complex carbohydrates are ferm...

Fig. 17.26 Avian stomach. (A)_The avian stomach
has two chambers. The proven...

Fig. 17.27 Horse intestinal tract. The small
intestine, beginning_with the j...

Fig. 17.28 Goat intestinal tract. The large and small
intestine of the goat,...

Fig. 17.29 Bile and pancreatic ducts of the horse.
The hepatopancreatic sphi...

Fig. 17.30 Blood supply to the intestines of the
horse.




Fig. 17.31 Intestinal wall. The histological section
of the wall of the smal...

Fig. 17.32 Carbohydrate digestion in the small
intestine. Lumenal digestion ...

Fig. 17.33 Lipid digestion in the small intestine.
Lumenal digestion of lipi...

Fig. 17.34 Absorption of nutrients in the small
intestine. Carbohydrates, am...

Fig. 17.35 Transport of lipids through the
enterocytes. As the micelles prod...

Trypsinogen is secreted ...

Fig. 17.37 Abdomen of a goat. (A) Right view of the
abdominal cavity. (B)_Ri...

Fig. 17.38 Liver lobules. The functional unit of the
liver is the lobule. Lo...

Fig. 17.39 Blood flows through the liver lobule.

Fig. 17.40 Cecum of the horse. (A)_Right aspect. (B),
Left aspect. (C)_ Commun...

Fig. 17.41 Components of the GALT system. The
layer of epithelial cells (ent...

Fig. 17.42 Immune response of the GI tract mucosa
after a pathogenic microbi...

Fig. 17.43 How the microbiome and the human
genome contribute to inflammator...

Chapter 18

week-old mouse. The nipple an...



Fig. 18.2 Relative mammary growth in heifers. The
data illustrate the relati...

Fig. 18.3 Examples of dissected and trimmed
mammary gland parenchyma from a ...

development. These images illustr...

Fig. 18.5 Ruminant mammary development. Panel
(A)_illustrates a midsagittal ...

cattle. Panel (A)_illustrates t...

Fig. 18.7 Mammary alveolus. This diagram
illustrates the three-dimensional s...

Fig. 18.8 Prepartum alveolar structure. Panel (A),
illustrates a portion of t...

Fig. 18.9 Postpartum alveolar structures. Panel (A).
illustrates a portion of...

Fig. 18.10 Serum Prl in cows given CB154. Cows
were administered daily injec...

Fig. 18.11 Effect of lactogenic hormones on
secretion of a-lactalbumin. Expl...

lactating_goat was hypophysect...

Fig. 18.13 Changes in the cytology of bovine
mammary epithelial during the t...

Fig. 18.14 Changes in serum a-lactalbumin around
the time of calving_in dair...

Fig. 18.15 Medial and lateral suspensory ligaments.
Panel (A)_shows the diss...

Fig. 18.16 Internal structure of the cow's teat.
Areas illustrated include t...




Fig. 18.17 Lactation curves in cows and sows. Panel
(A)_shows the lactation ...

Fig. 18.18 Relationship between body weight and
milk yield. Comparisons betw...

Chapter 19

Fig. 19.1 Histology of the bovine female
reproductive tract. Panel (A)_shows...

Fig. 19.2 Posterior vaginal epithelium of bovine.
During_the luteal phase (A...

Fig. 19.3 Section of bovine uterus from a cow
during the follicular phase of...

Fig. 19.4 Gross anatomy of the female bovine
reproductive tract.

Fig. 19.5 A dissected view of the portions of the
bovine vagina and cervix (...

Fig. 19.6 Reproductive tract anatomy continued.
Panel (A)_shows a bisected v...

Fig. 19.7 Examples of follicular development in the
bovine. Panel (A)_shows ...

Fig. 19.8 Details of tertiary follicle development. In
panel (A),_the antrum...

Fig. 19.9 Several follicular waves occur during_the
estrous cycle. The small...

Fig. 19.10 Relative changes in secretion of major
reproductive hormones duri...

Fig. 19.11 Events following capacitation and
fertilization.

Fig. 19.12 The oocyte and fertilization. The upper
panel illustrates the str...




Fig. 19.13 Stages of bovine oocyte development.

Fig. 19.14 Photograph and representation of a
preimplantation embryo just be...

Fig. 19.15 Developing bovine fetus and associated
membranes.

Fig. 19.16 Male reproductive function viewed as a

Fig. 19.17 Gross anatomy of the dissected
reproductive tract of a bull. A = ...

Fig. 19.18 Gross anatomy of the bull testis and
corresponding_histological a...

Fig. 19.19 Histology of seminiferous tubules is
illustrated. Panel (A)_provi...

Fig. 19.20 Stage VIII development of bull
spermatogenesis. Several clusters ...

epididymis. Part of the th...

Fig. 19.22 Histological appearance of tail region of
the epididymis. Note th...

Fig. 19.23 Structures of the female chicken
reproductive tract. The ovary wi...

Fig. 19.24 Progressively developing follicles of a
laying_hen ovary. F1-F6 i...

Fig. 19.25 Parts of a chicken egg.

Fig. 19.26 Overview of micromanipulation and
cloning. Step 1 indicates ther...

Fig. 19.27 Microinjection and transgenic animals.
Step 1 indicates the norma...
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Preface to the Third Edition

As we have concluded, now across several iterations of this
text, understanding physiology is closely tied to structure
at multiple levels. This relationship between structure and
function appears again and again at the cellular, tissue,
organ, and system levels. We have sought to provide an
array of illustrations to support this overriding theme.

Our goal with this edition is to provide sufficient
foundations for undergraduate students in agricultural and
biological sciences to be successful in upper-level specialty
courses such as biotechnology, growth biology, lactation,
nutrition, and reproduction. And for those in more
business-oriented aspects of biology or animal sciences, the
text provides a core of understanding to aid decision-
making in daily life and in their chosen professions.
Additionally, we believe that it will also provide graduate
students a source to review key aspects of animal
physiology and anatomy in domestic animals.

We have also added and updated many of the “Text Boxes”
in each chapter to introduce unexpected relationships or
novel aspects of animal physiology and cutting-edge new
findings. A key message is the understanding that ongoing
research, especially aided by new technologies (the omics
revolution, digital imaging, computer power, Al, etc.), is
rapidly adding to our knowledge base in molecular and cell
biology and consequently physiology. This only serves to
support the folly of making dogmatic declarations. Consider
the advances in stem cell biology, understanding of
immunology and genetics to allow the possibility of pigs
being candidates for human organ transplantation. These
examples only serve to emphasize this point and to solidify
the significance of domestication of animals to human



endeavors. Whether this is in the form of the bonds we

form with our pets or the husbandry of animals to supply
food and fiber.

We thank the many students we have known through the
years and especially the graduate students who were
critical to the success of our professional academic careers.
We thank our wives (Cathy Akers, 54 years and counting,
and Dr. Cindy Denbow) for their love, support, and
understanding. We also thank Drs. Anthony Capuco, Steve
Ellis, Ben Enger, Frank Gwazdauskas, Ray Nebel, and
Frank Robinson, and Mrs. Cathy Parsons for photographs
and illustrations.

R. Michael Akers
D. Michael Denbow



Preface to the Second Edition

As we originally concluded, the study of physiology goes
hand in hand with the consideration of anatomy at multiple
levels. While the fundamental focus of this text is
physiology, we sought to include enough discussion of
system, organ, tissue, and cellular anatomy for students to
appreciate the critical interrelationships between anatomy
and physiology. In short, to understand that structure and
function are intimately interconnected. Our book is rich
with illustrations that we believe add interest and enhance
understanding. Moreover, we have made all of these
illustrations available to instructors who adopt the book for
use in their classes. We have also increased the use of
textbox highlights to provide examples to compel student
interest and inquiry. Chapter summaries and sample
questions for both the student and instructor, as well as
specific websites for each, will increase the utility of the
text as well. As before, our overriding goal with this edition
is to provide foundations for undergraduate students in
agricultural and biological sciences to be successful in
upper-level specialty courses such as nutrition,
reproduction, lactation, growth biology, biotechnology, and
the like. We also anticipate that this text will provide new
graduate students with a readily understandable source for
reviewing basic principles. We thank our wives (Cathy
Akers, 54 years and counting, and Dr. Cindy Denbow) for
their love, support, and understanding through these long
hours of figure making, writing, and editing. We also thank
our graduate students, colleagues, and students in our
classes for the inspiration, a helping hand, and lots of
questions. We especially thank Ms. Sara Robinson for
preparing several drawings and Drs. Anthony Capuco,
Steve Ellis, Frank Gwazdauskas, Ray Nebel, and Frank



Robinson, and Mrs. Cathy Parsons for photographs used in
the text.

R. Michael Akers
D. Michael Denbow



Preface to the First Edition

In our view, it is virtually impossible to adequately
understand or study physiology without the consideration
of anatomy. Although the fundamental focus of this text is
physiology, we sought to include enough discussion of
system, organ, tissue, and cellular anatomy for students to
appreciate the critical interrelationships between anatomy
and physiology. In short, to understand that structure and
function are intimately interconnected. The goal of this
book is to provide a foundation so that undergraduate
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1
Introduction to Anatomy and
Physiology

Although several good anatomy and physiology texts
describe humans, there are fewer options focused on
animals. The marked differences in physiology and anatomy
of animals, compared to humans, mean that such texts are
not generally suitable. For example, animals typically walk
on four legs, whereas humans walk on two. Ruminant
animals and birds have distinct adaptations to their
digestive systems that make them unique from humans.
The respiratory system of birds differs from that of humans,
thus making birds able to fly at high altitudes. The focus of
this text is to emphasize the anatomy and physiology of
animals to appreciate their unique anatomical and
physiological adaptations.

Anatomy and Physiology

Anatomy (rooted in Greek meaning “to cut open”) is the
study of the morphology, or structure, of organisms.
Consequently, anatomy deals primarily with form rather
than function. Although certain anatomical arrangements
allow for specialized physiological actions. For example,
the counter current circulation in the legs of wading birds
protects extremities in harsh weather. Alternatively, the
exquisite microscopic structure of kidney nephrons allows
the recovery of vital elements from filtered blood. The point
is that form and function are intertwined. Appreciation of
anatomy aids the understanding of physiology. Anatomy
can be divided into macroscopic (gross) or microscopic
anatomy. Macroscopic anatomy deals with structures that



are visible with the unaided eye, whereas microscopic
anatomy deals with structures visible only with the aid of a
microscope. Students, researchers, and medical
professionals have long recognized the value of viewing
tissue samples or smears of biological fluids, e.g., blood
smears and pap smears, to evaluate cellular function.
However, advances in the use of immunocytochemistry,
fluorescence-labeled markers, multispectral cameras,
sophisticated imaging software, etc., are revolutionizing
the understanding of cell and tissue biology. Figure 1.1
gives an example of the ability to localize specific proteins
within various cell types in the bovine mammary gland.

There are various approaches for the study of macroscopic
anatomy. Regional anatomy, as the name implies, deals
with all the structures, such as nerves, bones, muscles, and
blood vessels, in a defined region such as the head or hip.
Systemic anatomy describes elements of a given organ
system, such as the muscular or skeletal system. Similarly,
the evaluation of groups of organs that work together for a
specific function, such as the digestion or elimination of
waste products, i.e., the urinary system, is also an
appropriate study approach. Surface anatomy looks at the
markings that are visible from the outside. These may
include knowledge of the muscles, such as the
sternocleidomastoid muscle, to be able to find another
structure such as the carotid artery.

Microscopic anatomy includes cytology and histology.
Cytology is the study of the structure of individual cells that
constitute the smallest units of life, at least in the sense of
animal physiology. Histology is the study of tissues. Tissues
are a collection of specialized cells and their products that
perform a specific function. Tissues combine to form
organs such as the heart, liver, and brain.



Developmental anatomy is the study of the changes in
structure that occur throughout life. Embryology, a
subdivision of developmental anatomy, traces the
developmental changes prior to birth. The reproductive
system is rudimentary at birth, and hence, the need to
continue to follow development after parturition. Specific
to farm mammals, understanding and management of
postnatal development of the mammary gland and
reproductive systems are essential for the success of
dairies, cow/calf operations, flocks of sheep and goats,
piggeries, and so forth. It is now widely accepted that
management decisions regarding nutrition, socialization,
etc., of prepubertal animals can affect future performance.
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Fig. 1.1 Photomicrograph of mammary tissue from a
prepubertal female bovine mammary gland. This tissue
section stained with 4’,6-diamidion-2-phenylindole (DAPI)
shows cell nuclei in blue. Red staining localizes an antibody
against tumor protein p40, which is expressed in the nuclei
of myoepithelial cells in the bovine mammary gland.

Parsons et al. (2018)/with permission of Elsevier.

Physiology is the study of the function of living systems.
Although various systems will be presented separately
throughout this book, it is important to recognize that all
these systems must work together to maintain normal
function. Therefore, the cardiovascular system does not
work in isolation from the respiratory or nervous system,
but instead, it works in unison to coordinate the



distribution of oxygen and the removal of carbon dioxide
throughout the body.

Cellular physiology is the study of how cells work. This
includes the study of events at the chemical, molecular, and
genetic levels. Organ physiology includes the study of
specific organs, i.e., cardiac or ovarian. Systems physiology
includes the study of the function of specific systems such
as the cardiovascular, respiratory, or reproductive systems.

As you study anatomy and physiology, it will become
apparent that structure and function have evolved to
complement each other. The complementarity of structure
and function is an essential concept. At multiple levels, a
return to this fundamental idea will hasten your
understanding of what sometimes seems to be an
overwhelming amount of information and detail. Ultimately,
the point is for you to understand how an animal works and
to understand its limitations. This relationship between
form and function is evident beginning at the cellular level.
For example, the epithelial cells lining the internal surface
of the small intestine have tight junctions to restrict the
movement of materials into the body from the
gastrointestinal tract, whereas the epithelial cells lining
capillaries (endothelial cells) have modified junctions. Why
this difference? The lining of capillaries must be sufficiently
porous to allow solutes to move readily in either direction
across the capillary wall to nourish the tissues underneath
and remove waste products.

As another example, there are structural differences
between birds and mammals that allow flight. Birds have
pneumatic bones, i.e., bones that are hollow and connected
to the respiratory system. These bones include the skull,
humerus, clavicle, keel, sacrum, and lumbar vertebrae. In
addition, fusion of the lumbar and sacral vertebrae is an
adaptation for flight. This illustrates yet another example of



the complementary nature of structure and function, and
thus the need to consider physiology and anatomy together.

Levels of Organization

The animal body has a complex organization extending
from the most microscopic up to the macroscopic (Fig. 1.2).
Beginning with the smallest microscopic units of stability,
the levels of organization are as follows:

« Chemical Level. Atoms are the smallest units of
matter that have the properties of an element. They
combine with covalent bonds to form molecules such as
molecular oxygen (O,), glucose (CgH,0¢), or methane

(CH,). The properties of various chemicals have a

major influence on physiology. For example, at a low
pH, a chemical may not be ionized and can thus cross a
cellular membrane, whereas above a certain pH, the
same molecule may be ionized and thus unable to cross
a lipid bilayer.

« Cellular Level. In animals, cells are the smallest unit
of life. However, cells have various sizes, shapes, and
properties that allow them to carry out specialized
functions. Some cells have cilium that allows them to
move materials across their surfaces (i.e., the epithelial
lining the bronchioles), whereas other cells are adapted
to store lipids, produce collagen, or contract when
stimulated.



Fig. 1.2 Levels of organization. (1) Atoms interact to
form molecules, which combine to form complex
chemicals. (2) Molecules combine to form cells, which
can display specific functions depending on the
proteins expressed. (3) Cells having a common function
combine to form tissue. (4) Tissues combine to perform
a common function. (5) Organs can work together for a
common function. (6) All the organ systems combine to
produce a living animal.

Tissue Level. A tissue is a group of cells having a
common structure and function. The four general types
of tissue include muscle, epithelia, nervous, and
connective tissue.

Organ Level. Two or more tissues working for a given
function constitute an organ. Each of the tissue types



combines to form skin, the largest organ of the body, or
the cochlea in the ear, the smallest organ of the body.

« Organ System Level. Organs can work together for a
common function. For example, the alimentary canal
works with the liver, gall bladder, and pancreas to form
part of the digestive system. The pancreas also
functions as part of the endocrine system. The organ
systems include the integumentary, skeletal, muscular,
nervous, endocrine, respiratory, digestive, lymphatic,
urinary, and reproductive systems (Fig. 1.3).

« Organismal Level. The organismal level, or the whole
animal, includes all the organ systems that work
together to maintain homeostasis.

Homeostasis

The 19th-century French physiologist Claude Bernard
(1965) coined the term milieu interieur, which referred to
the relatively constant internal environment, i.e.,
extracellular fluid, in which cells live. Walter Cannon
(1932), a 20th-century American physiologist, later coined
the term homeostasis meaning “unchanging” internal
environment. The concept of homeostasis is fundamental to
understanding physiology. However, it does mean that the
internal environment does not change. Rather,
physiological systems function to maintain internal
conditions within biologically acceptable boundaries. This
happens despite exposure to a wide range of environmental
conditions. In this way, various internal conditions such as
the concentration of plasma glucose or electrolyte
concentrations or body temperature remain within narrow
limits through homeostatic mechanisms.

Homeostasis is maintained at all levels of life. Individual
cells, for example, control their internal environment via



selectively permeable membranes. These membranes allow
the selective movement of materials into and out of the cell.
Transport depends on multiple factors, i.e., pH, size, or
presence of a specific transport system for a particular
agent. Whole animals maintain their internal environment
by a host of behavioral and physiological mechanisms. A
behavioral method of regulation may include moving from a
sunny area to a shady area to decrease body temperature,
whereas a physiological method may involve an increase in
sweating or panting to accomplish the same goal.
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Fig. 1.3 Organ systems. The body consists of 11 major
organ systems that are shown above along with examples
of their components. (A) Integumentary system: forms the
external covering of the body providing protection,
preventing desiccation, supplying sensory information
about the environment, and synthesizing vitamin D. (B)
Skeletal system: functions in support, protection, and
movement. Also important in blood cell formation and
mineral storage. (C) Muscular system: functions in
movement, maintains posture, and generates heat. (D)
Nervous system: through its functions of sensory input,
integration, and motor output, it quickly helps the animal
interact with the internal and external environment. (E)
Endocrine system: collectively, all the endocrine-secreting
cells; these produce hormones that help maintain the
internal environment. (F) Cardiovascular system: includes
blood vessels and the heart, which function to carry
nutrients and waste throughout the body. (G) Lymphatic
system: returns excess interstitial fluid to the blood and
contains phagocytic cells involved in immunity. (H)
Respiratory system: provides oxygen and eliminates CO,.

(I) Digestive system: assimilation, breakdown, and
absorption of nutrients. Provides an important
immunological barrier against the external environment. (J)
Urinary system: eliminates nitrogenous wastes, maintains
fluid and electrolyte balance, and has an endocrine
function. (K) Reproductive system: functions to produce
offspring.

Homeostatic Regulatory Mechanisms

Elaborate regulatory mechanisms exist to maintain
homeostasis. Homeostasis depends on the actions of the
nervous and endocrine systems that communicate changes
in the internal and external environment. The two systems
work in conjunction to make relatively rapid or slow



changes, respectively. The nervous system responds to
immediate, short-term needs, such as seen in a reflex arc in
which an animal withdraws its foot after stepping on a
sharp object. In contrast, the endocrine system generally
elicits responses that last hours or days, such as the release
of insulin in response to a rise in blood glucose levels.

Regulation that occurs at the cellular, tissue, organ, or
organ system level is autoregulation. For example, the
presence of tryptophan in the small intestine will cause the
local release of cholecystokinin (CCK), which will cause the
pancreas to secrete enzymes. Extrinsic regulation, on the
other hand, involves the coordinated action of both the
nervous and endocrine systems. Such regulation occurs, for
example, during prolonged stress where there is release of
norepinephrine, epinephrine, and corticosteroids from the
adrenal glands. This results in an increase in blood
pressure and a change in blood flow such that there is an
increase in skeletal muscle and a decrease in the digestive
tract.
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Fig. 1.4 Feedback systems. (1) A stimulus causes a change
in a variable (i.e., plasma glucose, blood pressure, heart
rate, etc.). (2) A receptor senses the change in the variable
and sends that information to the control center. (3) The
control center compares the level of the variable to a set
point and then initiates appropriate responses to change
the variable. (4) The actions of the effectors bring about a
change in the variable.

The regulated factor is the variable. The regulatory
mechanisms involve a receptor, a control center, and an
effector. The receptor (a modified neuron) senses a change
in the environment, called a stimulus. In response to the
stimulus, the receptor transmits an afferent signal to the
control center. The control center has a set point, which



defines the usual range of values for the variable. When the
input signal is outside of the range of the set point, an
appropriate response occurs to correct the variable value.
An efferent signal from the control center travels to the
effector. The effector induces a change in the controlled
variable to bring it back within the range of set point (Fig.
1.4).

Feedback Systems

Homeostatic regulatory mechanisms consist of either
negative or positive feedback systems. Negative feedback
systems are far more common than positive feedback
systems.

Negative Feedback System

In negative feedback systems, the control system initiates
change that counteracts the stimulus (Fig. 1.5). This either
reduces or eliminates the stimulus thereby reestablishing
the variable near its set point and maintaining homeostasis.
Using body temperature regulation as an example, every
animal has a set point for body temperature with the
control center residing in the hypothalamus, a region of the
brain. When the body temperature of an animal rises, for
example, with sun exposure, temperature receptors in the
skin and hypothalamus sense the increase and send a
signal to the hypothalamus. The hypothalamus compares
these signals to the set point and then activates heat loss
mechanisms (effector) such as sweating and vasodilation.
Sweating results in evaporative cooling, while vasodilation
increases the blood flow to the skin where heat is lost to
the environment through radiation, conduction, and
convection. The effector response results in a decrease in
temperature back toward the set point.



Although the negative feedback system acts to correct
changes from the set point, it is also common for the set
point to change under various conditions periodically
throughout the day. When an animal gets a fever, the set
point for body temperature increases. This results in the
activation of heat production pathways, including shivering
and vasoconstriction (Fig. 1.6). When the set point returns
to normal, the animal activates heat loss mechanisms.



IS
&)

(3) Body temperature
returns to normal
range.

IS
O

— | Normal
1 range

w
©

w
~

Body temperature (C)

(1) Exposure to
sun causes
an increase

in body
temperature.

w
4]

N
w
|

>
A

Normal
‘range

=

I
@

Body temperature (C)
W ow
~ ©

W
a

\

Normal
=
range

Body temperature (C)
W  ow
~ ©

w
(4]

(2) Activation of heat
loss mechanisms by
the control center.

Fig. 1.5 Negative feedback systems. (1) A stimulus causes
a change in a variable, in this example, an increase in body
temperature. (2) Information regarding the increase in
body temperature is carried to the control center, which
activates appropriate heat loss mechanisms to decrease
body temperature toward the set point. (3) As a result, the
heat loss mechanisms return body temperature to the set-
point value, and homeostasis is maintained.



843
e
(4) Body temperature '§41 e (1) Body temperature
returns to gd9 2rge rises in response to
normal 371 an increase in the
range. ©35 set point.
3 43
41 / \ 4 /
9 - . | —— Norma |

©

range

Body temperature (C)
W 3 w

w

Body temperature (C)
© o9 g

(4]

A
)

(3) Set point
decreases so

A

(2) Elevated

‘Normal

w
©

Body temperature (C)

range set point
heal IOSS' A maintains new
mechanisms are
activated ® body temperature

at fever levels.

Fig. 1.6 Changes in the homeostatic set points. The set
point for a variable can change. For example, the
development of a fever involves a change in the body
temperature set point. (1) The control center responds to
an increase in the set point for body temperature caused by
a pyrogen (i.e., something that causes a fever) and
activates heat production pathways. (2) After being raised
to the elevated set point, body temperature is maintained
at this new level. (3) The set point decreases either
because the animal fights off the cause of the fever or has
been given an antipyretic, so the set point decreases to the
original value. The control center now detects that body
temperature is elevated, and it activates heat loss
mechanisms. (4) Body temperature is returned to normal.



Positive Feedback System

In response to a stimulus, the animal elicits regulatory
mechanisms that augment or exaggerate the effect. This
creates a regulatory cycle in which the response causes an
augmentation of the stimulus, which further increases the
response. Although positive feedback systems are rare,
there are situations where they prove beneficial. In the
case of blood clotting, an injured blood vessel secretes
factors that attract platelets to that site. These platelets
secrete factors that attract more platelets, and thus a
positive cascade begins to occur. Although this is beneficial
in preventing the loss of blood, if left unchecked, the
clotting process would continue until all the blood in the
body is clotted, resulting in death.

Birth is another classic example of a positive feedback
system. Near the time of parturition, oxytocin along with
prostaglandins initiates uterine contractions. The uterine
contractions cause the hypothalamus of the mother to
release more oxytocin, causing greater uterine
contractions. This initiates a positive feedback loop to
ensure the completion of parturition.

Anatomical Nomenclature

As with any field of science, anatomy has its own language.
It is necessary to know this language to accurately describe
structures and events. When trying to describe the location
of the femur, simply saying that it is “in the back leg and
located before the tibia and fibula” will not suffice.

Directional and Positional Terms

Anatomical terms describe an animal that is in the
anatomical position. In the case of humans that are bipeds
(i.e., walk on two legs), this means standing with the arms



hanging by the side and the palms rotated forward. For
animals that are quadrupeds (i.e., walk on four legs), the
anatomical position entails standing on all four limbs.

Table 1.1 provides a listing of positional and directional
terms. The use of such terms allows for more precision
while using fewer words to describe body structures. For
example, one might say, “The knee is located on the front
leg approximately halfway between the trunk and the
hoof.” With directional and positional terms, a better
answer is “The knee is located distal to the humerus and
proximal to the radius and ulna, in the middle of the front
leg.”



Table 1.1 Directional and positional terms.

Term

Dorsal

Ventral

Cranial

Caudal

Rostral

Proximal

Distal

Palmar

Plantar

Meaning

Toward the back, also, below
the proximal ends of the
carpus and tarsus, dorsal
means toward the head (i.e.,
dorsal replaces cranial)

Toward the belly

Toward the head

Toward the tail

Part of the head closer to the

nose

Near the trunk or origin of

the limb

Farther from the trunk

Below the proximal ends of
the carpus, palmar replaces

caudal

Below the proximal ends of
the tarsus, planar replaces

caudal

Example

The vertebral
column is dorsal
to the sternum

The udder is
ventral to the
tail

The neck is
cranial to the
tail

The tail is

caudal to the
head

The beak is
rostral to the
ear

The elbow is
proximal to the
ankle

The ankle is
distal to the
elbow

The dewclaws
are on the
palmar surface
of the forelimb

The dewclaws of
the hind limb
are on the



Term Meaning Example
plantar surface

of the foot
Medial Toward the longitudinal axis The sternum is
(midline) medial to the
limbs
Lateral Away from the longitudinal = The scapula lies
axis lateral to the
spine
Superficial Nearer the body surface The skin is
superficial to
the ribs
Deep Farther from the body The heart is
surface deep to the ribs
Axial and Restricted to the digits, these The lateral edge
abaxial terms indicate position of the hoof is
relative to the longitudinal = abaxial to the
axis of the limb; axial and phalanges

abaxial are closer and
further to the longitudinal
axis, respectively

These terms can have different meanings when referring to
humans as opposed to animals. Although dorsal and
posterior mean toward the back or spinal column in
humans, dorsal means toward the spinal cord in a
quadruped while posterior means toward the tail.

Body Planes

When talking about anatomical locations, it is necessary to
consider the three-dimensional nature of an animal. The
body can be sectioned, or cut, in all three planes. Knowing
which plane, one is observing when looking at a cross
section gives knowledge of the location of various



structures. Using the horse as an example, the terms are
further depicted in Figure 1.7.

A sagittal plane divides the body into right and left parts
along the longitudinal axis (Table 1.2; Fig. 1.7). If the plane
is exactly along the midline of the longitudinal axis, it is a
median, or midsagittal, plane. Any sagittal plane other than
the midsagittal is called a parasagittal (para = near) plane.

A frontal (dorsal) plane runs longitudinally and passes
through the body parallel to its dorsal surface and at a
right angle to the median plane. In other words, it divides
an animal into a dorsal and ventral portion and runs
parallel to the ground. In humans, such a plane runs
perpendicular to the ground.

A transverse plane runs perpendicular to the long axis of
the structure. A transverse plane can divide an animal into
a cranial and caudal half, or it can divide a limb into a
proximal and distal section.



Median plane
(midsagittal)

Frontal plane

Sagittal plane

Transverse



Fig. 1.7 Planes of the body. The three major planes
(frontal, transverse, and sagittal) are shown.

Table 1.2 Body planes.

Orientation of Plane Description

Plane

Perpendicular Transverse  Divides the body into

to long axis cranial and caudal parts;

also crosses an organ or
limb at a right angle to its

long axis
Parallel to long Median Divides the body into equal
axis (midsagittal) right and left halves
Sagittal Divides body into unequal
right and left halves
Frontal Longitudinal plane passing
(dorsal) through the body parallel

to the dorsal surface and at
right angles to the median
plane

Body Cavities and Membranes

A median view of an animal will reveal two cavities, the
dorsal and the ventral. The dorsal cavity protects the brain
and spinal cord and contains the cranial cavity within the
skull and the vertebral, or spinal, cavity that is found within
the vertebral column. The brain and the spinal cord are
continuous; therefore, the cranial and vertebral cavities are
also continuous.

When looking down the longitudinal axis, the trunk of the
animal can be divided into three cavities. The thoracic
cavity is surrounded by the ribs and muscles of the chest. It
can be further subdivided into the pleural cavities, each of



which houses a lung, and the mediastinum, which is located
medially between the lungs and contains the pericardial
cavity. The mediastinum also houses the esophagus and
trachea.

The abdominopelvic cavity is separated from the thoracic
cavity by the diaphragm. The abdominopelvic cavity has
two components: the abdominal cavity that contains,
among others, the stomach, intestines, spleen, and liver as
well as the more caudal pelvic cavity. The pelvic cavity is
surrounded by the bones of the pelvis and contains the
bladder, part of the reproductive organs, and rectum.

The walls of the ventral body cavities, as well as the surface
of the visceral organs, are covered by a thin, double-layer
membrane called the serosa, or serous membrane. The
portion of the serosa lining the body cavity is called the
parietal serosa, while the portion lining the organ is the
visceral serosa.

The best way to visualize the relationship between the two
layers of the serosa is to imagine pushing your fist into an
inflated balloon. The layer of the balloon closest to your fist
would be equivalent to the visceral serosa, while that part
of the balloon on the outside would represent the parietal
serosa. The two serosal membranes each secrete serosal
fluid into the space between the two layers. This fluid acts
as a lubricant to reduce the friction between the parietal
and visceral serosa as they slide across one another. This is
important when one considers how often the heart beats or
the lungs inflate, during which time the visceral and
parietal serosa slide across one another.

The serosa membranes have specific names depending on
their location. When found surrounding the heart, it is
called the pericardium (peri = around + kardia = heart).
Therefore, the parietal pericardium lines the pericardial
cavity, while the visceral pericardium adheres to the heart.



The pleura adheres to the lungs and lines the thoracic
cavity, whereas the peritoneum lines the abdominopelvic
cavity and adheres to the visceral organs.
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2
The Cell: The Common Physiological
Denominator

Cells: A Common Denominator

All physiological systems, for example, digestive,
respiratory, or cardiovascular, depend on the actions and
activities of cells. Groups of cells and their products
coalesce to create the four primary tissue types [epithelial,
neural, muscular, and connective tissue]. Chapter 4
includes descriptions of the varied characteristics of these
tissues. Combinations of these tissues produce organs.
Functionally related organs create physiological systems.
For example, the digestive system includes the mouth, teeth
and oral cavity, esophagus, stomach, small intestine and
large intestine, and essential accessory organs (liver,
pancreas, gall bladder). This tube within a tube
organization allows for acquisition of food, physical
mastication of foodstuffs, chemical digestion, and ultimately
absorption of nutrients across the lining of the GI tract into
the blood stream. The mature GI tract has elements of each
of the four major tissue types.

The internal lining, the mucosa (an example of epithelial
tissue), is composed of a layer of specialized epithelial cells
called enterocytes. The enterocytes rest upon a thin layer of
extracellular proteins, the basement membrane. The
mucosal layer also contains other specialized connective
tissue elements including proteins, collagen, and elastin, as
well as protein-carbohydrate hybrid molecules called
proteoglycans. The mucosa also houses a population of
scattered smooth muscle cells, the muscularis mucosa, and



a distinctive connective tissue called the lamina propria.
The submucosa appears between the enterocytes and the
next major tissue layer, the muscularis. This region
provides a passageway for capillaries and lymphatic
vessels. Exocrine glands, which produce secretions
destined for the lumen of the GI tract, also reside in this
location. Closer to the outer circumference of the tract,
there are two closely aligned, dense layers of smooth
muscle cells called the muscularis externa. The inner most
layer of smooth muscle cells is oriented around the
circumference of the GI tract and the outer layer is oriented
along the longitudinal axis of the GI tract. The coordinated
contraction and relaxation of these two smooth muscle cell
layers provide for mixing and movement of gut contents. A
thin layer of epithelial cells called the serosa covers the
outside of the GI tract that is adjacent to the internal body
cavity. The serosa is continuous with the mesentery, which
provides a means for the entrance of veins, arteries, and
nerve fibers into the muscularis externa and submucosa
and for general support via attachment to ligaments.

Despite the complexity of tissue and cell types in the GI
tract and the requirement of multiple cell and tissue types
for maximum efficiency, the essential function of the GI
tract depends on the actions of the enterocytes.
Consequently, understanding physiological systems and
principles ultimately should begin with an appreciation of
cellular physiology and function. A common theme that we
will emphasize repeatedly is that structure and function go
together. This idea will become apparent at multiple levels
of organization molecular, cellular, organ, and system. Our
story begins with a discussion of the cell.

Once past the primordial stem cell stage of the embryo,
cells acquire varying degrees of structural and functional
differentiation. Differentiation of cells equips them for their
function. For many years, it was believed that once cells



differentiated it was impossible to reprogram them so that
these cells or their daughters could be induced to follow a
different path. Under usual circumstances this is likely true,
however, it is also evident that advances in cell and
molecular biology have called this dogma into question. For
example, the development of the cloned sheep Dolly in 1996
was achieved using cultured fibroblasts. Other examples of
animals cloned from fully differentiated cells have since
been demonstrated. It is now known that virtually all
tissues harbor populations of undifferentiated cells that
serve as stem cells capable of being induced to proliferate
and thereby create new lineages of cells that can
repopulate those tissues. Box 2.1 provides some examples
of mammary stem cells (MaSCs).



Box 2.1 Practical anatomy and physiology

There is a lot in the news lately about stem cells. Much
of this involves efforts to produce replacement tissues or
organs or combat the ravages of cancer and other
diseases. What about general physiology, are there
examples? The answer is yes. One of the most elegant
demonstrations of the existence of stem cells is for the
mammary gland. Using genetically similar mice,
researchers first prepared recipient mice, which had
their rudimentary mammary epithelium surgically
removed before puberty. This resulted in animals with
an intact mammary fat pad (the so-called cleared
mammary gland), that is, no remaining mammary
parenchymal tissue. Using cell separation and isolation
techniques, scientists recreated the entire epithelial
(parenchymal) portion of the mammary gland and
induced milk synthesis following the injection of a
mammary stem cell (MaSC) into a cleared mammary fat
pad (Kordon and Smith, 1998; Bussard and Smith,
2011).

MaSCs are key to mammary growth and cell
replacement and therefore are a biological target for
efforts to increase milk production, persistency of
lactation, and tissue repair. To pursue these aims,
several approaches have been used to identify, isolate,
and characterize the molecular properties of these cells.
One of these has been to identify and isolate cells that
exhibit long-term retention of bromodeoxyuridine
(BrdU). You may recall that BrdU is a nucleic acid
analogue for thymidine and can be identified
immunocytochemically in cells (see Fig. 2.15). This effort
is based on the hypothesis that stem cells are largely
quiescent and that they retain the original DNA strands




and transfer newly synthesized strands of DNA to transit
amplifying daughter cells. Capuco (2007) reported the
identification of putative bovine mammary epithelial
stem cells using this technique and subsequently
expansion of the population of putative bovine MaSCs by
infusion of xanthosine into the developing mammary
gland (Capuco et al., 2009).

Ongoing efforts are focused on finding easier-to-use
tools to identify bovine MaSC that do not require the use
of BrdU. For example, Choudhary and Capuco (2021)
reported results for a large group of candidate markers
for MaSC/progenitor cells based on candidate genes and
proteins in other tissues and animals using
immunological detection of candidate proteins as well as
an RNAscope®assays, which identify mRNA targets in
nuclei of mammary cells in tissue from prepubertal
calves and lactating cows. Much of this work is still in
the early phases but the potential benefits are huge.
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These examples emphasize an unexpected plasticity of
tissues and cells. It may be possible in the future to
bioengineer replacements for damaged or diseased organs
or tissues as the rules governing cell growth and
differentiation are better defined.

Water: The Universal Solvent

Because mammals are composed largely of water (~70%),
cellular biochemistry is governed by interactions of
physiologically important molecules and water of the cell
cytoplasm, the water surrounding the cells (interstitial
fluid), or the aqueous environment of various cellular
organelles. We all appreciate, at least in a general sense,
that water is essential to our survival. However, considering



some of the physical-chemical attributes of water helps
emphasize its physiological relevance. Water is an excellent
solvent for many but not all physiologically important
molecules. Blood plasma, which is about 90% water,
transports a myriad of dissolved nutrients (e.g., glucose,
amino acids), minerals (e.g., Na, Cl, and K), and gases (e.g.,
0,, CO,). Intra- and intercellular water is rich with vital

solutes. The urinary system maintains body water reserves
and functions to insure maintenance of blood pressure,
blood volume, and proper osmolality.

Water is the biological, universal solvent essential to life.
Why is this true? The answer lies in its abundance and in
the structure of the water molecule. The chemical formula
for water (H,O) is well known. Figure 2.1 illustrates that

water has a distinct dipole moment. This means that there
is an unequal sharing of electrons between the oxygen and
hydrogen atoms of the molecule so that the molecule is
polarized. The oxygen atom, because of its greater capacity
to attract electrons, has a slight negative charge. Therefore,
the hydrogen atoms have a slight positive charge. This
polarity causes the water molecules to arrange themselves
so that they form hydrogen bonds (opposite charges
attract). Hydrogen bonds, while weak compared with
covalent chemical bonds, are very important physiologically
because of their abundance. They also are important in the
attraction between many macromolecules. For example, the
two strands of DNA depend on hydrogen bonds created
between base pairs.

Because of its dipole moment, there is a net negative
charge associated with the oxygen atoms of the water
molecule. This charge separation allows water molecules to
organize to form attractant bonds with other water
molecules. This property explains many of the attributes of
water as the so-called universal solvent and the ability of
other polar molecules to readily dissolve in water.



This attribute explains the commonsense example of oils
not dissolving in water. Most common oils or lipids are
composed of hydrocarbon chains that exhibit equal sharing
of electrons between atoms and therefore exhibit little or no
polarity. Such nonpolar molecules cannot associate with
water and are described as hydrophobic (water-fearing
molecules). Polar molecules, in contrast, readily associate
with water and are described as hydrophilic (water-loving
molecules). Interestingly, many cellular and tissue
macromolecules have both hydrophobic and hydrophilic
regions. For example, the three-dimensional shape of a
protein in the cell is determined by physicochemical forces
that act to shelter groupings of hydrophobic amino acids
away from water while at the same time allowing
hydrophilic amino acids' hydrogen bonding interactions
with water. This fundamental property of water means that
it can form highly oriented layers or shells around charged
areas of large macromolecules, for example, nucleic acids,
proteins, or proteoglycans, and thereby impact structure,
organization, and function. Biochemists can take advantage
of these properties to isolate macromolecules from
homogenates of tissues or cells. For example, if the
shielding of protein or nucleic acid charges by water is
reduced by adding a water-miscible solvent that reduces
hydrogen bonding, protein-protein or nucleic acid
interactions are enhanced, and precipitation of the
macromolecules occurs. This is often achieved by the
addition of ethanol or acetone.



. Oxygen (negative charge)

‘ Hydrogen (positive charge)

-------- Attraction forces

Fig. 2.1 Hydrogen bonds and water.

Other physiologically important properties of water include
specific heat, thermal conductance, and surface properties.
Briefly, water can absorb substantial amounts of heat
energy without a drastic change in temperature.
Alternatively, a significant amount of heat energy can be
lost without a dramatic effect on temperature. This
temperature buffering is important because most
biochemical processes are temperature sensitive.
Evolutionarily, the greater success of warm-blooded
mammals compared to cold-blooded animals reflects the
appearance of physiological mechanisms to maintain body
temperature, and therefore water temperature. Because the
water content of animal tissues is so high, the total capacity
to store heat energy is correspondingly high. The energy
needed to vaporize water is also relatively high. Think of
how quickly you feel the cool effect of an alcohol swab on
your skin compared with a simple water-moistened swab.
This property can be viewed as both an advantage and a
disadvantage, depending on the physiological



circumstances. In hot environments or with excessive work,
thermoregulation depends on sweating or panting in many
animals to reduce the thermal load. Too much loss and
there is dehydration. New visitors to hot, dry desert
environments must be admonished to drink often to make
up for unrecognized insensible water losses. Many animals
have adapted specialized physiological mechanisms and
behaviors to minimize insensible water loss and to
maximize the efficient use of water. As another example,
seal pups reared in polar seas (in many respects a “desert”
environment regarding water availability) depend on water
derived from the metabolism of high-fat milk to supply
much of their water requirement. Consider the impact of
water on the accumulation of milk in the mammary gland,
blood in the cardiovascular system, or perhaps urine
production. There are also numerous moist surfaces on
many organs. The surface properties of water also affect
fluid movement, and the capacity of tissue surfaces to
interact. This phenomenon is evident in the meniscus
characteristic of a test tube filled with water. Another
commonsense example is the appearance of beads of
rainwater on the surface of a waxed car; the wax is very
hydrophobic so the molecules of water in the droplet are
much more attracted to one another than the nonpolar wax.
The spherical shape reflects the physics of attraction
between the molecules and the fact that the sphere is the
optimal shape to minimize forces. Surface tension describes
these forces and is expressed in force per length or
newtons (N) per meter. Pure water has a surface tension of
7 N/m, but dilute detergent reduces this to about 4 N/m.
Surface properties of water play a critical role in many
physiological processes. Surface-acting amphipathic
molecules reduce surface tension. These molecules have
distinct polar and nonpolar domains. When placed onto a
moist surface environment, the molecules disrupt the
association between water molecules, and at liquid-vapor



interfaces limit water-to-water connections and thus the
strength of the surface tension. For example, the capacity
of the lung alveoli to expand in the newborn requires that
the surfaces of the epithelial cells lining the internal surface
of the alveolar air sacs be coated with a surfactant. This
minimizes the attraction of the surfaces and therefore
allows expansion. In fact, the surface tension of lung
extracts can be as low as 0.5 N/m. Specialized alveolar cells
(Type II cells) scattered among the normal epithelial cells
secrete surfactant. Production is stimulated by the
secretion of glucocorticoids (steroid hormones produced in
the adrenal gland), near the time of parturition. Animals
that are born prematurely often have respiratory problems
because of failed surfactant production.

Cellular Organelles

Structures found inside cells are organelles. Examples
include the nucleus, mitochondria, and ribosomes. Most
organelles are membrane covered. Other organelles,
secretory vesicles, and lysosomes, for example, are unique
because of their membrane-bound contents. Thus,
understanding membranes is important to understand
physiology. We begin with lipids and especially
phospholipids. Lipids are a heterogeneous group of
molecules, but common attributes include: (1) being
practically insoluble in water but (2) soluble in nonpolar
organic solvents such as ether, ethanol, or chloroform.
Lipids include fats, oils, waxes, and related compounds.
Figure 2.2 shows the general structure of molecules
necessary to produce common fats called triacylglycerols or
triglycerides.

Neutral fats are esters composed of two building blocks,
glycerol and one of any number of different fatty acids.
Glycerol is a three-carbon alcohol derived from the



catabolism of the common hexose sugar glucose. Fatty acid
molecules are linear hydrocarbon chains with a carboxylic
acid moiety at one end. This residue or group is the most
reactive or functional part of the molecule. Fatty acids vary
in length, but the glycerol backbone of the triglyceride is
constant. Fatty acids also vary with respect to the number
of double bonds between carbon atoms. Those with no
double bonds are saturated fatty acids, those with a single
double bond are monosaturated, and those with more than
one are polysaturated. The degree of saturation and length
of the fatty acids affect their properties. For example, the
shorter chain members <6 carbons are somewhat water
soluble and volatile but longer fatty acids are neither
soluble nor volatile. Table 2.1 gives a listing of common
saturated fatty acids, structural formulae, and common
features. Common names of many of the fatty acids are
widely used but systemic names make deduction of
structure easier. To illustrate, palmitic acid is the common
name for the 16-carbon fatty acid hexadecanoic acid. This
indicates the carboxylic acid of hexadecane (hexa meaning
6 and deca meaning 10 and the -ane indicating an alkane).
This fatty acid is also written as C,4.9, which means there

are 16 carbons and 0 double bonds. Formally, triglycerides
are tri-acyl esters derived from glycerol and any of several
fatty acids. The reaction involves a dehydration synthesis
reaction (water is liberated, e.g., remember the earlier
comment about seal pups getting water from milk fat
catabolism) between a carbon of the glycerol and the
carboxylic acid residue of each of the fatty acid chains to
create the ester linkage illustrated generally below.
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R—C—OH + HO—R —» R—C—0O—R
Carboxylic Acid Alcohol Ester

Fluid Mosaic Model

Glycerol linked with three fatty acids creates a triglyceride,
two fatty acids a diglyceride, and a single fatty acid a
monoglyceride. Only a few naturally occurring triglycerides
have the same fatty acid in all three ester positions. Most
are mixed acylglycerols. Phospholipids demonstrated by the
general formula shown in Figure 2.3, also contain a
phosphoric acid residue. The alcohol moiety in many
phospholipids is also glycerol but for others, for example,
the sphingophospholipids the alcohol is sphingosine.
Phospholipids are often drawn in the form of a ball to
represent the polar head of the molecule and two trailing
tails to represent the nonpolar hydrocarbon chains of the
fatty acids. Along with associated proteins and some other
lipids, the capacity of the phospholipids to spontaneously
form bilayers is essential to understand the formation of all
the cellular membranes. The now classic organization of the
plasma membrane is described as a fluid mosaic model.
This consists of a mosaic of globular proteins suspended in
a sea of phospholipids. Membranes are organized with the
polar heads of two layers of phospholipids oriented either
toward the aqueous environment of the interstitial fluid or
toward the aqueous environment of the cytoplasm. The
hydrophilic hydrocarbon chains of the fatty acids interact so
that the membrane has a trilaminar appearance, with
phospholipid heads on either side with fatty acid tails in the
center. This organization is apparent in well-preserved
tissues, embedded in plastic resins thinly sectioned (~900
nm) and prepared for examination in an electron




microscope. This organization is often likened to a peanut
butter sandwich with the peanut butter as the tails and the
two slices of bread as the phospholipid heads. This
fundamental structure is true for all cellular membranes
but there are differences in the specific composition, for
example, the Golgi membranes versus the plasma
membrane. Proteins associated with the membranes are
oriented within either the outer or inner membrane leaflets.
Other proteins completely span the membrane. Whatever
their specific arrangement these proteins are called
integral membrane proteins. Those that span the membrane
occur so that less polar amino acids reside within the
central hydrocarbon tails of the fatty acid chains with polar
amino acids located with the polar heads or aqueous
surfaces of the membrane. Examples of complex plasma
membrane proteins include receptors for hormones or
growth factors (GFs) and those required for the transport of
metabolites and nutrients.
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Fig. 2.2 Triglyceride synthesis and structure.
Table 2.1 Common saturated fatty acids.

Fatty Formula Attributes
Acid
Acetic CH3;COOH  Major end product of rumen

fermentation, energy source for
ATP production

Propionic C,HsCOOH End product of rumen
fermentation, major precursor for
gluconeogenesis

Butyric C3H,COOH Major end product rumen
fermentation



Fatty
Acid

Caproic

Caprylic

Palmitic

Stearic

Formula Attributes

CsH,;COOH Minor end product of rumen
fermentation

C,H,;sCOOH Small amounts of many fats

C,5H3;COOH Common in all animal and plant
fats

C,7H35COOH Common in all animal and plant
fats
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Fig. 2.3 Panel (A) illustrates the structure of a typical
phospholipid. Similarity to triglyceride structure is
apparent. Panel (B) gives a common shorthand version of
the phospholipid structure that is often used to demonstrate
the arrangement of phospholipids to create the bilayer
organization of cellular membranes. Panel (C) shows the
organization of both phospholipids and proteins within a
typical membrane. The polar phospholipid heads are
oriented toward aqueous environments and the
hydrophobic, hydrocarbon tails with each other in the
center of the bilayer. Various membrane-associated
proteins (indicated by the dark blue structures) orient
either with the hydrophobic center of the bilayer or with
the more hydrophilic outer region of the membrane,
depending on the nature of the protein.

Cellular membranes are fluid, dynamic, and active
structures. Membrane components are also
interchangeable between many cellular components. For
example, in the mammary gland of a lactating mammal,
milk components are packaged into secretory vesicles
within the Golgi apparatus. These product-containing
packets progressively make their way to the apical surface
of the cell for expulsion or secretion from the cell via
exocytosis. The membrane surrounding the secretory
vesicles becomes part of the plasma membrane.
Furthermore, lipid droplets synthesized in the cells
progressively enlarge and migrate to the apical surface of
the cells for secretion. However, in this case, the droplets
literally begin to protrude pushing a part of the plasma
membrane away from the cell surface. This continues until
the droplets pinch off with the former plasma membrane
now encapsulating the droplet. In this state, the membrane
is referred to as milk fat globule membrane, but its origin
was the plasma membrane of the epithelial cell. Figure 2.4
illustrates the organelles and secretion activity of such a



mammary epithelial cell. Similar events would occur in
many other secretory cells, for example, the pancreas, liver,
salivary gland, and pituitary gland.

Microscopy Techniques

Beginning with the invention of the light microscope in the
1600s and progressive improvements in cell preservation,
techniques to embed tissue in materials for sectioning, and
staining to identify specific cellular components, much has
been learned regarding cell structure and function.
However, even simple smears of dislodged isolated cells
can be very useful in physiological or clinical situations. The
Pap smear is routinely used in women's health to monitor
the cells of the cervix. The morphology of the cells is
classified to determine if any of the cells appear to have
precancerous attributes, for example, altered nuclear
morphology or staining characteristics. Another example is
the blood smear, that is, a small sample of blood is spread
and dried on a microscope slide and then stained. Such
smears are cover-slipped, and a differential count is
performed. In this procedure, the slide is scanned in a
standard pattern and the first 100 white blood cells
encountered are identified (lymphocyte, neutrophil, etc.)
and tabulated. This information is used to produce a
distribution profile of the types of leucocytes in the sample.
For example, the horse averages about 55% neutrophils,
35% lymphocytes, 5% monocytes, 3% eosinophils, and 1%
or fewer basophils. Changes in these proportions can
reflect various diseases. What would be your prediction
about a classmate with mononucleosis or a cat with
leukemia?






Fig. 2.4 Diagram to illustrate major pathways for cellular
synthesis and secretion. Milk precursors in capillaries (Cap)
are transported across the endothelial cells and basal
lamina (BL) to the interalveolar connective tissue. Nutrients
pass across the alveolar BL and/or myoepithelium (My), the
basal plasma membrane (PM), and into the cytoplasm. Milk
proteins are synthesized in the rough endoplasmic
reticulum (RER), enter the RER lumen, and are transported
to the Golgi (GA) for processing and packaging. In typical
exocytosis, the secretory vesicles (SVs) with casein micelles
(CM) and lactose leave the Golgi, translocate to the apical
PM, and release contents of the vesicle (SV1). Alternatively,
vesicles can fuse to form chains for secretion (SV2) or fuse
with the release of double membrane-bound micelles (SV3).
Milk lipid is synthesized in the region of the RER and as
droplets grow, they also translocate to the apical PM. These
droplets are enveloped by PM, protrude from the cell (LD1),
and are pinched off from the cell into the lumen (LD2) and
into the lumen (LD3). It is also possible that SV can fuse
around lipid droplets, with other droplets, and with the
apical PM in groups (LD4). Lipid droplets might also be
released via coalesced secretion vacuoles (Vac). Other
features include mitochondria (M), nucleus (N), nucleolus
(Nu), microtubules (Mt), microfilaments (Mf), coated
vesicles (C), and tight junctions (J).

Diagram modified from Nickerson and Akers (1984).

In dairy animals, mastitis status (mastitis is inflammation of
the mammary gland) is routinely evaluated by the presence
and number of leukocytes in the milk. The technology used
is based on a well-characterized relationship between cell
number and the amount of a specific dye that binds to DNA.
As the cell number increases in the milk sample, the
amount of dye binding increases proportionally. Although
these assays are now automated, the milk smear is used to
calibrate these machines. Table 2.2 illustrates the



relationship between milk somatic cell count and milk
production.

In some experimental situations, it is useful to know the
stage of the estrus cycle. For many laboratory animals, it is
problematic to collect enough repetitive blood samples to
measure reproductive hormones (estrogen, progesterone,
follicle-stimulating hormone, luteinizing hormone) for this
purpose. However, the use of daily vaginal smears allows
for monitoring the stages of the estrus cycle. The number of
cornified epithelial cells and leukocytes varies according to
the stage of the estrus cycle so that changes in these
cellular profiles indicate the stage of the estrus cycle.

Although information obtained from smears of various cells
is useful, the technique is limited because most cells are
part of tissues. More importantly, the organization and
differentiation of the various cell types and their products
are fundamental to understanding the physiology of a tissue
or organ. For this evaluation, it is necessary to infiltrate the
tissue and cells with a medium that is sufficiently solid to
allow sections thin enough for light to penetrate to be
prepared. The most common embedding medium is paraffin
wax. Because tissues and cells are largely water-based,
fresh tissues are first preserved or fixed in an aqueous
solution containing chemicals that cross-link major cell
structures and macromolecules. These include formalin,
formaldehyde, glutaraldehyde, and others. After a period of
fixation, the tissues are dehydrated by transferring the
tissue through a series of increasing concentrations of
ethanol, then into xylene, a mixture of xylene and paraffin,
and finally pure paraffin. This gradual process allows the
water to first be replaced by ethanol, then the ethanol by
xylene, and the xylene by paraffin. The tissue blocks are
submerged in additional paraffin in a mold and allowed to
harden. Imagine the string in the center of a candle is the
processed tissue. If the candle is carefully sliced in cross



section a piece of string would be in the center of each
slice, representing the fixed embedded tissue. The slicing of
the tissue blocks needs to be precise and uniform.
Embedded blocks of tissue are sliced in a machine called a
microtome. The machine uses a thin steel blade, much like
a razor blade, and the sections usually are cut off in a
ribbon. Cut sections float on a water bath and are
transferred to a microscope slide. Once the sections are
dried, the slides are typically dipped in xylene and
processed back into an aqueous environment to allow the
staining of the sections. The staining allows visualization of
structures in a standard bright field microscope. H&E or
hematoxylin and eosin are very common stains. This
technique makes the cell nuclei dark blue, the cytoplasm
various shades of blue to pink, and extracellular
components pink to red. Most histological slides used in
physiological classes are H&E stained. Many other stains
developed for specific uses and examples are illustrated in
various sections of the text. One especially exciting recent
innovation in tissue staining is the use of specific antibodies
to localize proteins within cells or even within cellular
organelles. Figure 2.5 shows tissue blocks, molds, and
processed sections for tissue embedded in paraffin.



Table 2.2 Relationship between MSCC, DHI cell counts
score, and milk production in dairy cows.

Adapted from Jones et al. (1984).

MSCC DHI Milk Yield Milk Yield 305d
Score (kg/d) (kg)
12,500 0 29.2 89006
25,000 1 28.60 8723
50,000 2 28.0 8540
100,000 3 27.4 8357
200,000 4 26.9 8205
400,000 b5 26.2 7991
800,000 © 25.4 7747
1,600,000 7 24.6 7503
3,200,000 8 23.0 7198
0,400,000 9 22.5 6863

Despite the widespread use of paraffin-embedded tissue
sections and the rich experimental and pathological history
of this technique, there are serious limitations. One of these
is that tissue sections thinner than about 5 microns (pm)
cannot be easily prepared. A reasonable approximation of
an epithelial cell is about 10 x 10 x 10 pm. This means that
for the study of intracellular organelles, the sections are too
thick so, making it difficult to distinguish these structures.
These limitations led to the development of plastic resins
designed for embedding cells and tissues. With the
subsequent development of specialized microtones
designed to use pieces of fractured glass or even diamond
knives, it became possible to section fixed tissues
embedded in plastic very thin indeed. In fact, for light
microscopic study sections of 0.5-1 pm in thickness can be
easily prepared. To distinguish sections from the paraffin



blocks from those in plastic they are often called semi-thin
sections.
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Fig. 2.5 Preparation of tissues for microscopic
examination. Panel (A) shows tissues that have been
embedded in paraffin (upper) or in plastic (lower) for the
preparation of sections for light microscopy. The tissue in
the paraffin block is visible as a faint yellow mass in the
center. The width of the block is about the size of a US
quarter. The tissue in the lower plastic block is not visible
but occupies a position near the center of the block. Panel
(B) shows a view of a typical microtome for the preparation
of paraffin-embedded tissues. Panel (C) shows a paraffin-
embedded tissue block mounted in the microtome. With
each up-and-down motion of the microtome, the block of
tissue moves past a stationary knife so that a ribbon of
serial sections (typically ~5 pm thick) is cut. The ribbon of
sections is transferred to a water bath (panel D) and
ultimately floated onto a microscope slide. The sections are
allowed to dry, then the paraffin is removed, and the
sections are hydrated, stained, and subsequently cover-
slipped for examination. Processing of tissue embedded in
plastic resins follows a similar procedure, but thinner
sections (~0.5 pm) can be prepared for light microscopy,
and with the proper microtome, sections thin enough for
electron microscopy can be prepared.

Perhaps more importantly, these breakthroughs allowed
even thinner sections to be examined by using the electron
microscope. While a detailed consideration of the electron
microscope is beyond the scope of our text, some analogy
with the readily understood light microscope is useful. The
standard compound microscope is essentially a two-part
magnifying system in which the specimen is first magnified
by the lens in the objective barrel and secondly by the lens
of the eyepiece or ocular. Total magnification is the product
of the magnification of the objective lens used and that of
the eyepiece. For example, using a 20X objective lens with
a typical 10X eyepiece produces an image that is 200-fold



greater than the original. The specimen is placed on a stage
below the objective lens. Light is then directed from a light
source, through an aperture, then a sub-stage condenser,
and then through the specimen. Light rays from the
specimen pass through the objective lens and are focused
for view through the eyepieces. This is accomplished
mechanically by raising or lowering the position of the
objective lens relative to the specimen. Resolution is the
degree of separation that can be seen between adjacent
points in a specimen, in other words, the degree of detail.
The smaller the distance that can be distinguished between
two points, the greater the detail in the image. With the
unaided eye, points appear as independent structures only
if 0.2 mm or 200 pm separates them but with a good
microscope points as close as 0.25 pm can be distinguished.
Ultimately resolution of the bright field microscope is
limited by the wavelength of light and sample preparation.
The maximum useful magnification of the light microscope
is about 1400-fold. Images can be reproduced to larger
sizes in the printing process, but this does not increase true
resolution.

In the electron microscope, a beam of electrons replaces
the bean of light. The sample (now only about 900
nanometers (nm) in thickness) is positioned on a copper
grid and the grid is inserted into a sealed chamber and
placed under vacuum. A bean of electrons passes through
the sample. To increase the electron density of the sample,
the tissue is treated with heavy metals (usually lead citrate
or uranyl acetate), which bind with macromolecules in the
sample and improve sample resolution. The electron bean
penetrates the tissue located in the open spaces of the grid
and the image produced is brought into focus by altering
the voltage applied to a series of electromagnets located on
either side of the column, which houses the electron beam.
The image is viewed first on a phosphorescent screen and



the image is saved by positioning and exposing film. The
film is developed, and images of the specimen are prepared
by making photographic prints from the film. The process
as described is called transmission electron microscopy. A
similar process called scanning electron microscopy relies
on images produced by coating surfaces often with a thin
layer of gold. Detailed images of intracellular structure
became possible only with electron microscopy; several
examples are included along with descriptions of cell
organelles. Figure 2.6 shows a block of tissue prepared for
study in an electron microscopy, one of the small copper
grids, and an example of an exposed, developed
photographic plate.







Fig. 2.6 Comparisons between tissue preparation for light
microscopy and transmission electron microscopy. The
upper row shows samples prepared for paraffin, plastic,
and electron microscopy. The holder in the center of the
upper row is designed to hold a series of small copper grids
(just below the coin to the right) that have very small
ribbons of plastic-embedded tissue. The tissue fragment is
first embedded in a bullet-shaped mold that is filled with
plastic resin. Once the plastic is polymerized, the mold is
removed, and the hardened plastic with the tissue, now
located at the end of the bullet, is sectioned. The ribbon of
sections is then floated onto the copper grid. As can be
appreciated from the scale offered by the coin, these
ribbons must be maneuvered via a dissecting microscope
attached to the microtome. The middle row shows a slide
with a ribbon of unstained tissue compared with
deparaffinized, stained tissue. The plate to the right of the
middle row is an exposed, developed film plate (negative)
from the electron microscope. The lower portion of the
figure shows a part of a glossy print made from this
negative (the tissue is from the pituitary gland).

Organelles of the Cytoplasm

While many complete texts are devoted to aspects of cell
and molecular biology, a basic appreciation of cell structure
is important in understanding cellular physiology and
ultimately tissue, organ, and systems-level physiology. It is
imperative to appreciate that essentially all organelles
occur in all cells. However, the total number and
arrangement of these organelles vary markedly from cell
type to cell type. Numbers can also change dramatically
within a given cell type depending on the activity of the cell.
These differences reflect the degree of differentiation of the
cell. For example, mammary alveolar epithelial cells taken
from a non-lactating pregnant animal have a very different



complement of cellular organelles than cells collected
during lactation. This reflects differences in activity
between these stages of development.

Certainly, biochemical differentiation of the secretory cells
is required for the onset of milk secretion. However, the
cells must also acquire the structural machinery needed to
synthesize, package, and secrete milk constituents. When
alveolar cells first appear during mid-gestation, they exhibit
few of the organelles needed for copious milk biosynthesis
or secretion. The cells are characterized by a sparse
cytoplasm with few polyribosomes, some clusters of free
ribosomes, limited rough endoplasmic reticulum (RER), and
rudimentary Golgi usually in close apposition to the
nucleus, some isolated mitochondria and widely dispersed
vesicles. Individual cells often contain large lipid droplets
(especially during later stages of gestation) that along with
irregularly shaped nuclei account for much of the cellular
area. Electron microscopic studies solidified the dramatic
structural changes in the alveolar secretory cells at the
onset of lactation. These differences are illustrated in
Figure 2.7 and Figure 2.8. Also, it is important to
appreciate that similar changes in cell differentiation occur
in many epithelial cells, that is, various glands, intestine,
pancreas, etc. The mammary gland is a convenient and
dramatic example.






Fig. 2.7 Cellular differentiation examples. Shown are
companion light (A) and transmission electron microscopic
(B) images of bovine mammary tissue of a nonlactating cow
in late gestation. Note the relatively large proportion of cell
area occupied by the nuclei of the cells, relative lack of
cellular organelles, absence of cellular polarity, and
minimal evidence of secretion. These cells are minimally
active, so there is a correspondingly minimal complement of
cellular organelles.






Fig. 2.8 Examples of light and transmission electron
microscopic images of lactating bovine mammary tissue.
The cells typically have rounded, basally displaced nuclei,
scattered fat droplets, and evidence of secretions (panel A).
Note the lacy appearance of the apical ends of these well-
differentiated, polarized cells. Conformation that the lacy
appearance indicates the presence of abundant secretory
vesicles is evident in the EM view of portions of two
secretory cells in panel (B).

Panel (A) is unpublished, and panel (B) is from Nickerson and Akers (1984) /
with permission of Elsevier.

Mitochondria

Called the powerhouses of the cell, mitochondria provide
most of the ATP necessary for energy-requiring reactions.
Two membranes enclose the generally elongated thin hot
dog-shaped mitochondria. The outer membrane smoothly
encapsulates the organelle, but the inner membrane occurs
as multiple folds that form partitions called cristae. The
surfaces of the cristae are studded with embedded enzymes
that interact with the internal gel-like matrix of the
mitochondria. Briefly, as energy-yielding nutrients are
metabolized, intermediate products from the digestive
process, for example, glucose, amino acids, and fatty acids
are converted into compounds that enter the mitochondria.
These compounds are catabolized to carbon dioxide and
water by the action of the mitochondrial enzymes, a portion
of the bond energy is captured and used to attach
phosphate groups to ADP to generate ATP. This is called
aerobic respiration because it requires oxygen. Essentially
the need for oxygen is explained by the fact that it is
required for the production of adequate amounts of ATP.

Mitochondria are very complex organelles. They have their
own DNA (derived incidentally from the mother) and RNA.
As energy demand increases, mitochondria increase the



density of cristae or undergo fission to create new
mitochondria. Active cells such as those in muscle,
pancreas, or the lactating mammary gland may have
hundreds of mitochondria but inactive cells (nonlactating
mammary gland) or quiescent lymphocytes, for example,
have only a few. In living cells, the mitochondria can also
change shape. Regardless of its morphology, the emergence
of mitochondria was a major evolutionary event. Figure 2.9
illustrates typical mitochondria. It is widely believed that
mitochondria arose from bacteria that invaded the
ancestors of plant and animal cells.

Ribosomes

These small dark-staining organelles are composed of
proteins and a class of RNA called ribosomal RNA (rRNA).
Each of the ribosomes has two subunits identified based on
size as 18 and 28s RNA. Ribosomes can appear singly as
free structures in the cytoplasm or sometimes arranged
along coiled loops of mRNA called polyribosomes.
Alternatively, especially in cells that are synthesizing
abundant amounts of protein for secretion, ribosomes are
attached to membranes to create RER. As subsequently
discussed, the ribosomes are the sites of protein synthesis.
Because of the relationship between the endoplasmic
reticulum and the Golgi apparatus, ribosomes of the RER
allow newly manufactured proteins to be packaged in
secretory vesicles for secretion from the cell. Free
ribosomes in the cytoplasm function to synthesize proteins
destined to act within the cell (Fig. 2.10).



Fig. 2.9 Panel (A) shows a diagrammatic representation of
prototypical mitochondria. The structure is clearly bounded
by a double membrane with the inner membrane thrown
into distinct folds or cristae. Panel (B) shows a group of
mitochondria (arrows) in the basal region of a bovine
kidney cell, and panel (C) illustrates a high-resolution
image of mitochondria from the bovine ovary.

Endoplasmic Reticulum and Golgi Apparatus

The endoplasmic reticulum or ER is an interconnected
network within the cytoplasm of the cell. This system of
interconnecting membrane tubes or sheets encloses fluid-
filled spaces that appear in two variations, smooth or rough
ER. It is also continuous with the nuclear membrane.
Protein synthesis depends on three forms of RNA. These
are (1) transfer RNA (tRNA), (2) rRNA, and (3) messenger



RNA (mRNA). When the mature mRNA reaches the
cytoplasm, it binds to a small ribosomal subunit by base
pairing to rRNA. The tRNA transfers amino acids to the
ribosome. There are approximately 20 different types of
tRNA, each capable of binding a specific amino acid. The
linkage process depends on a synthetase enzyme linked to
the cleavage of ATP to form the peptide bonds between
amino acids in the growing peptide chain. Once its amino
acid is loaded, the tRNA migrates to the ribosome, where it
moves the amino acid into position, based on the codons of
the mRNA strand. The amino acid is bound to one end of
the tRNA (the tail), but the other end of the molecule (the
head) has a three-nucleotide base sequence (anticodon),
which is complementary to the codon of the mRNA. For a
given strand of mRNA, multiple ribosomes can become
attached and as the ribosomes move along the molecule,
many chains of new protein can be made simultaneously. In
fact, it is not uncommon to find polyribosomes in the
cytoplasm. These are represented in transmission electron
microscopic views of active cells by chains or coils of
ribosomes seemingly organized in the cytoplasm.






Fig. 2.10 Relationships between RER, Golgi, and secretory
vesicles. Panel (A) shows the arrangement between
ribosomes (red dots) on RER and the movement of newly
manufactured proteins into the cisternal space of the RER
and then to the Golgi for packaging and appearance of
secretory vesicles. Panel (B) shows a transmission electron
microscopic view of RER, and panel (C) shows an array of
Golgi membranes. Panel (D) shows secretory vesicles from
epithelial cells in the mammary gland of a lactating animal.
The dark, black granules are the casein micelles. Because
lactose is also produced in the Golgi and packaged for
secretion along with specific milk proteins, the vesicles
appear swollen. This is because lactose cannot cross the
vesicle membrane, so water is drawn osmotically into the
vesicle. For other protein-synthesizing and secreting cells,
the secretory vesicles more often appear densely
compacted, with the vesicle membrane directly adjacent to
the product. Panel (E) shows secretory vesicles and Golgi
area from bovine anterior pituitary cells. Notice the close
apposition of the membrane surrounding the secretory
granules.

However, proteins destined for secretion from the cell are
synthesized by ribosomes attached to the endoplasmic
reticulum. The mRNA for these proteins' codes an initial
short peptide sequence (signal peptide), which directs the
growing peptide chains into the cisternal space of the
endoplasmic reticulum. Because this space is continuous
with the Golgi apparatus, proteins destined for secretion
transfer into Golgi for packaging into secretory vesicles and
secretion from the cell by exocytosis. After synthesis in the
RER, modifications to secretory proteins may also occur in
the Golgi apparatus. These posttranslational modifications
can markedly affect the structure of the protein and its
functional properties. Common modifications include the
addition of sugar or phosphate groups. Other components



can also be added to developing secretory vesicles in the
Golgi. For example, in the mammary gland, the milk sugar
lactose is synthesized within the Golgi apparatus by the
action of galactosyl-transferase and a-lactalbumin.

As discussed in more detail in subsequent chapters, there
are many small single-stranded RNA molecules (21-23
nucleotides long) referred to as microRNAs (miRNAs) that
are synthesized in plants and animals. These molecules do
not code for proteins, but they play a very important but
still evolving role in silencing some genes and in
posttranslational modifications of proteins. They represent
an important additional layer of control in gene expression.
Indeed, Drs. Victor Ambros and Dr. Gary Ruvkun were
awarded the 2024 Nobel Prize in Physiology or Medicine for
their discovery of these unique molecules and their actions
in control of gene regulation. As you might expect this
discovery has caught the eye of many researchers and
pharmaceutical companies seeking new and novel methods
to silence or otherwise control genes involved in the
progression of disease.

As discussed in subsequent chapters, small vesicles called
endosomes, apparently produced virtually by all cells are
known to contain miRNAs (and other substances) that can
impact other tissues and cells. An especially intriguing
example is exosomes, which are secreted into colostrum
and into milk. These exosomes are believed to have major
impacts on the protection of the GI tract of newborns via
interactions with immune elements housed in the mucosal
lining of the intestine. These possibilities are outlined in the
chapters on digestion, immunity, and lactation.

Lysosomes and Peroxisomes

Peroxisomes are intracellular vesicles containing a mixture
of enzymes, namely oxidases and catalases. Oxidases
depend on the presence of oxygen to detoxify various



noxious substances, for example, alcohols and aldehydes.
They also convert toxic free radicals into hydrogen peroxide
for neutralization by catalase. Free radicals are
hyperreactive substances known to alter the structure and
function of a variety of regulatory molecules. Thus, the
peroxisomes are essential to limit free radical
accumulation. Peroxisomes are abundant in liver and
kidney cells, two organs recognized for their capacity to
detoxify harmful substances.

Lysosomes also contain hydrolytic enzymes that can digest
many cellular proteins. Known as suicide bags or sacs,
inappropriate release of the contents of these organelles
could destroy the cell. In fact, the rupture of activated
lysosomes is involved in some aspects of programmed cell
death or apoptosis. Lysosomes are present in all cell types,
but they are especially plentiful in neutrophils,
macrophages, and other leucocytes. The acid hydrolases
within the lysosomes function best in an acidic
environment. Consequently, the lysosomal membrane
contains hydrogen transport proteins that sequester
hydrogen ions from the cytoplasm to maintain a low pH.
Many cells are capable of capturing materials from near the
cell surface by endocytosis. Vesicles produced in this
manner can then fuse with lysosomes. Captured molecules
can be digested by the acid hydrolyses and released into
the cytoplasm for use by the cell or for excretion. This
digestion process is especially important in macrophages
and neutrophils because these cells actively engulf
potentially harmful bacteria and other toxins. Destruction of
these agents by the lysosomes is protective and in the case
of processed foreign proteins, fragments of the digested
proteins are presented to other cells of the immune system
to allow the development of specific immunity. Lysosomes
are also critical in the recycling of worn-out or
nonfunctional organelles as well as a variety of metabolic



actions, for example, the release of thyroid hormones from
storage.

Microfilaments, Microtubules, and Intermediate
Filaments

It was originally assumed that the cytoplasm of the cell was
essentially a water-filled space with multiple dissolved
substances. However, appropriate fixation and embedment
techniques for electron microscope led to the realization
that the cytoplasm contains an elaborate array of structures
that make up the cytoskeleton of the cell. This does not
mean that cells are rigid but microtubules, microfilaments,
and intermediate filaments of the cytoskeleton provide an
unexpected structure and organization to the cell
cytoplasm. Some of these organelles are for communication
between the cell surface and interior, for transport of
vesicles for secretion, for cell division, or for cell adhesion.

Microtubules are the largest of these organelles and as the
name suggests are hollow tubes composed of a and B
subunits of the globular protein tubulin. They are slender
with an outside diameter of 25 nm. When cut in cross
section they appear as small circles with 13 subunits of
tubulin around the circumference. Its cylindrical structure
develops as heterodimers of tubulin packed around a
central core, which appears as a space in electron
micrographs. At 37°C, purified tubulin polymerizes into
microtubules in vitro in the presence of Mg and GTP.
Several antimitotic cancer drugs (colchicine and its
relatives) act by interfering with tubulin polymerization.
Another antimitotic drug, Taxol, stabilizes microtubules and
arrests cells in mitosis. These effects demonstrate the
critical role of microtubules in cell division. Polymerization
of tubulin to form microtubules occurs initially in a region
near the nucleus called the centrosome. This is seen most
clearly in cultured cells first treated with colchicine to



disrupt the microtubules. After various periods groups of
cells were fixed and the microtubules were stained by using
fluorescent-tagged antibodies against tubulin. When the
drug is removed, new microtubules can be seen growing
out from the centrosome to create a star-like structure
called an aster. The microtubules then elongate toward the
outer regions of the cell to reestablish the microtubule
network.

It is also known that disruption of microtubules
dramatically impairs cellular secretion. For example,
intramammary infusion of colchicine into the lactating
mammary gland virtually stops milk secretion but once the
treatment ends milk secretion rapidly returns to normal.
This demonstrates the requirement for microtubules for
trafficking and exocytosis of secretory vesicles. An increase
in the relative abundance of microtubules in mammary
epithelial cells corresponds with increased milk secretion
following parturition or increased secretory activity in other
epithelial cells. Two families of microtubule-dependent
motor proteins, kinesins, and dyneins are involved in
organelle transport in the cytoplasm, in mitosis, and
movement of vesicles of neurotransmitter from sites of
synthesis in the cell body to sites of release at the ends of
axon terminals. Table 2.3 provides an example of changes
in microtubule number and orientation related to cell
function and Figure 2.11 shows the appearance of
microtubules in the mammary cells of a lactating cow.

The protein actin is the primary component of
microfilaments and in many cell types actin accounts for 5%
or more of the total cellular protein. Actin can exist as a
monomer or like the tubulin of microtubules can polymerize
to form thin thread-like structures (~7 nm in thickness)
called filamentous actin. In most cells, about half of the
available actin is present in the monomeric conformation
because it is bound to a regulatory protein, thymosin. Rapid



changes in rates of polymerization-depolymerization induce
changes in the cell surface that produce lamellipodia
(essentially cell projections) and ultimately cell movement
and migration. Specific arrangements of microfilaments
within the cytoplasm can be driven by the activation of cell
surface receptors. This is especially important for the action
of highly mobile phagocytic cells of the immune system.
Bundles of microfilaments are also found near cell surfaces
and are highly ordered within the microvilli of absorptive
epithelial cell layers. In this way, bundles of actin filaments
provide structural integrity for the microvilli. This is
functionally significant because the adaptation of having
the microvilli on the surface of an intestinal epithelial cell,
for example, markedly increases the surface area available
for absorption. A single intestinal enterocyte has several
thousand microvilli. Actin filaments do not act
independently, rather a variety of actin-binding proteins
control rates of filament formation and creation of the
specific filament groupings. For example, cross-linked
microfilaments can form loose gels, or rigid bundles to
anchor plasma membranes.

Intermediate filaments are less labile than microfilaments
or microtubules and are more elemental members of the
cytoskeleton. The protein structure of these filaments can
vary between cell types, but the proteins are bound
together something like a braided, woven rope. These
filaments are called neurofilaments in nerve cells and
keratin filaments in many epithelial cells. Regardless, they
provide additional support for the cell. They are especially
important in the creation of desmosomes. Desmosomes are
a type of anchoring junction that serves to hold adjacent
epithelial cells together. In these regions, the plasma
membranes of the neighboring cells do not touch but linker
proteins (cadherins) extend outward from the desmosomal
plaque of each cell. On the cytoplasmic side of the plaque in



each cell, intermediate fibers extend into the cytoplasm of
the cell to interact with other cytoskeletal elements and
provide additional support. Other chapters describe types
of cell junctions and their properties.

Table 2.3 Microtubules in mammary cells.
Adapted from Nickerson et al. (1982).

Nonlactating Lactating

Location

Apical 4.6+0.9 174 +2.1
Basal 0.9+0.2 3.7+0.8
Orientation

Apical-basal 4.2 +0.8 (50.3%) 18.9+2.1 (65.6%)
Lateral-lateral 4.1 = 0.6 (49.7%) 9.9+ 1.5 (34.4%)

The average number of microtubules in the apical or basal cytoplasm observed
in an apical to basal or lateral to lateral orientation with respect to the plasma
membrane in mammary epithelial cells of nonlactating and lactating cows.
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Fig. 2.11 Microtubules and microfilaments. Panel (A)
illustrates the organization of a microtubule and its
development from dimers of «- and B-tubulin. Panel (B)
shows a transmission electron microscopic view of the
apical region of an epithelial cell from the mammary gland
of a lactating cow. An elongated microtubule appears from
the lower left toward the upper right of the image. The
arrows indicate microtubules that have been cut
longitudinally. Panel (C) shows the helical organization of
monomers of actin arranged to create microfilaments. Panel
(D) shows bundles (center right) of microfilaments in
secretory epithelial cells.



Centrioles

These structures are composed of a short cylindrical
arrangement of microtubules. They occur as a pair near the
center of the centrosome. The centrosome acts as an
organizing center for building microtubules and serves as
the spindle pole during mitosis. The pair of centrioles are
oriented at right angles to each other in an L-shaped
pattern. The centrosome duplicates and divides into two
equal parts during the interphase period of cell division, so
that each half contains a duplicated centriole pair. The
daughter centrosomes migrate to either side of the nucleus
at the start of mitosis forming the two poles of the mitotic
spindle. The granular appearance of the cytoplasm in the
region surrounding the centrioles results from a complex of
proteins and fibers involved in the movement and
duplication of the centrioles. Each centriole resembles a
pinwheel made of each of nine triplets of microtubules
arranged to form a hollow tube. They also form the basal
structures of cilia and flagella. Whereas the centriole has a
pattern of nine microtubule triplets, the basal bodies have
an arrangement of nine pairs of microtubules oriented
around a central pair of microtubules. Although each of the
central microtubules is complete, the outer doublets fuse so
that the pair shares a common layer. This 9 + 2 organization
is characteristic of most if not all types of cilia and flagella.
The bending of the central core of the structure, the
axoneme, produces the movement of the cilia or flagella.

Figure 2.12 illustrates a cross section through the tail of a
bovine sperm cell. The arrangement of doublets of
microtubules around a central pair of microtubules is
apparent. The diagram shows that the microtubules are
linked with molecules of the protein nexin to form the
circular array. The doublets are decorated with inner and
outer arms composed of the protein dynein and anchorage
proteins that position the outer doublets around the central



core. In sperm cells, the asymmetric arrangement of
filaments around the outside of the axoneme allows the
movement of the tail to follow a figure eight pattern of
motion characteristic of bovine sperm cell motility.

Nuclear Structure

Apart from mitochondrial DNA, most of the DNA in
eukaryotic cells is nuclear. Comparable to the double
membrane of the mitochondria, the nucleus is delimited by
a double membrane called the nuclear envelope. Unlike
mitochondria, these membranes are interspersed with
nuclear pores. A complex of proteins populates these areas
and acts to control the passage of molecules into and out of
the nucleus. This is important because DNA, or genes must
be transcribed to generate molecules of messenger RNA.
Newly synthesized mRNA molecules are processed and
transferred to the cytoplasm for translation by the
ribosomes to create the many proteins needed by the cell.
The presence of the nucleus in eukaryotic cells allows
processing related to DNA synthesis and gene activation
localized away from other activities in the cytoplasm. This
likely serves to minimize possible disruption of these
critical gene-related activities. In short, the eukaryotic cells
have evolved with the creation of numerous membrane-
bound organelles that allow for segregation of specific,
divergent, biochemical reactions. This increases the
metabolic and biochemical efficiency of eukaryotic
compared to prokaryotic cells.
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Fig. 2.12 Centrioles and cellular movement. Panel (A)
shows a cross-section through the tail of a bovine sperm
cell. Panel (B) gives a diagrammatic representation of the
molecular and associated proteins.

The nucleus houses all the chromosomes and therefore the
genes. Fortunately for most cells, only a fraction of the total
DNA is actively utilized at any given moment. For example,
although all cells would contain the gene copies for making
the milk proteins or for synthesizing lactose, these genes
would only be activated in the epithelial cells of the
lactating mammary gland. Many other genes are activated
only at a particular developmental period or in response to
very specific stimuli. Consequently, much of the DNA is
tightly compacted in the nucleus.

Most cells have a single nucleus but there are exceptions.
Skeletal muscle cells, bone osteoclasts, cardiac cells, and
some liver cells are multinucleated. This is usually
associated with cells that have a larger-than-normal
cytoplasmic volume. Except for mature red blood cells of
mammals, all cells are nucleated and even these cells have
a nucleus until late in their developmental sequence. Of
course, without the nucleus and the genes necessary for
protein synthesis, these cells cannot replace proteins that
are progressively degraded by normal functioning.
Although it is expected that the appearance of the nucleus
would change dramatically during cell division, even in
nondividing cells (so-called interphase or G, phase of the

cell cycle) there are distinct differences between cell types.
These differences can be useful to identify some cell types.
For example, plasma cells have a distinct pattern of
condensed chromatin around the periphery of the nucleus
resembling a clock face. Neutrophils have elongated, lobed
nuclei that make the appearance of these cells unique.



Figure 2.13 shows an electron microscopy section through
the nucleus of an epithelial cell. During most of the life of
the cells, the DNA is in a complex with strongly basic
proteins called histones, some nonhistone proteins, and a
small amount of RNA. This combination of proteins and
DNA is called chromatin. While the double helix structure
of DNA is widely familiar, the degree of order or
compaction of the DNA within the chromatin matrix varies.
Compaction is extreme in cells that are preparing for the
final stages of mitosis as chromatin appears as distinct
pairs of chromosomes. However, even in cells in G, degrees

of chromatic condensation vary. Dark staining areas
indicate regions containing condensed, presumably
inactive, chromatin. Lighter areas contain more active,
extended chromatin. Clumps of condensed chromatin often
appear around the periphery of the nucleus (peripheral
chromatin) along with scattered islands of condensed
chromatin throughout the nucleus. The interphase nucleus
also has a protein network called the nuclear matrix. Much
of this material appears as a thin, interwoven layer (the
nuclear lamina) that adheres to the internal surface of the
nuclear envelope. This provides support and anchorage for
the nuclear pores. An extension of the nuclear lamina
radiates into the interior of the nucleus. This layer also
interacts with a similar lamina that surrounds the
nucleolus. Together they regulate nuclear shape, reinforce
the inner membrane of the nuclear envelope, secure the
location of nuclear pores, and anchor condensed chromatin
to the nuclear envelope. This organization remains except
during mitosis. Maintenance of the nuclear matrix is
essential for routine gene transcription.



condensed chromatin (CC) and extended chromatin (EC)
are indicated along with nuclear pores (NPs) and the
nucleolus (NC).

Nucleoli

The nucleoli (little nucleus) are dark-staining, generally
oval bodies located within the nucleus (see Fig. 2.13). They
are not membrane-bound and are sites for ribosome
synthesis and assembly. The size and number of nucleoli



vary between cells. Cells that are very actively synthesizing
and secreting large amounts of protein are more likely to
have large nucleus and/or multiple structures. The nucleoli
are closely linked to segments of chromatin (nucleolar
organizer regions) that contain the genes that code for the
synthesis of rRNA. As the rRNA is synthesized, proteins
previously made in the cytoplasm, are combined in the
nucleus to create one of the two subunits of the ribosomes.
These subunits migrate out of the nucleus into the
cytoplasm where they combine to make mature ribosomes.
The primary rRNA transcript has a sedimentation
coefficient of 45S (Svedberg units) that corresponds to
13,000 nucleic acid base pairs. From this precursor
molecule, a 28S (5000 base pair) rRNA molecule is created
and combined into the larger (60S) ribosomal subunit. A
smaller 18S (2000 base pair) rRNA moiety is also
generated. It incorporates into the smaller (40S) ribosomal
subunit. Two additional smaller rRNA molecules combine
with the larger ribosomal subunit in its final mature state.
The four primary rRNA molecules needed to manufacture
the complete ribosome depend on the same primary
transcript. This ensures that all the pieces necessary for
ribosome synthesis are available from the start of
processing.

Chromatin Structure

In its most available open state DNA, strands are unwound
as transcription occurs. At other times, the fundamental
basic structural units of chromatin are the nucleosomes.
These highly repetitive units are made of clusters or cores
of eight histone proteins oriented in a repeating fashion
along the DNA strand. If the DNA strand is envisioned as a
ribbon, the histone clusters can be imagined as large
Velcro-covered beads attached to the ribbon. Now imagine
that the ribbon with attached beads winds into a repeating



coil. This highly ordered structure allows a physical
mechanism for the compaction of very long linear arrays of
DNA inside the nucleus while maintaining orderliness. In
addition to the physical aspects, the histones are also
important regulators of gene expression. For example,
changes in the methylation or phosphorylation of the
histones bound to the DNA modify their capacity to
sequester or bind the DNA. If the histones in a particular
nucleosome become dissociated with the DNA this would
increase the opportunity for the DNA in that region to be
available for transcription. Responses of some target cells
to hormone stimulation induce the synthesis of new
proteins. Corresponding with this, many of these hormones
also alter rates of methylation of nuclear proteins. This
suggests that gene activation must ultimately depend on
regulatory molecules that modify interactions between the
histones and other nuclear proteins that function to control
chromatin structure. Figure 2.14 illustrates this
organization.

Cell Growth and Differentiation

While a definition of growth might seem to have an obvious
answer, characterizing growth is not simple. The question
is what we mean when we say growth. The simple answer
might be—it got bigger. However, it is important to
understand that changes in mass can occur for a variety of
reasons. For example, under some circumstances, it is
possible to accumulate fluids in the interstitial spaces
between cells so that edema occurs. This can occur in
female humans as the stages of the menstrual cycle wax
and wane. Another example is the mammary edema that
frequently occurs as cows or goats approach parturition or
the facial edema that can occur as a side effect of steroid
treatments. However, these increases in size are not
growth. In most instances, growth depends on an increase



in cell number or hyperplasia. It is also possible for cells to
increase in size, this is called hypertrophy. Both processes
are involved in growth. It is also possible to increase the
noncellular constituents between cells (extracellular
proteins and complex carbohydrates) and affect an increase
in tissue mass. Is this growth? This suggests that really
understanding growth requires an understanding of the
specific types of cells that might be dividing to affect an
increase in tissue or organ mass as well as products that
these various cells can synthesize.



Double-
stranded DNA

Nucleosome

subunits




Fig. 2.14 DNA and histone relationships. DNA-binding
proteins as well as the histones form complexes
(nucleosome subunits) that allow the coiling of DNA into
compact particles that make up chromatin. This can be
envisioned first by the formation of subunits to create the
core particle followed by the coiling of DNA around the
structure. This produces a structure described as beads on
a string. Further, packing and condensation lead to a
higher order of structure and remarkably organized
packaging of DNA.

In many cases, it is possible to obtain a more detailed view
of growth by measuring specific tissue components. For
example, at any given moment only small fractions of the
total cells in a tissue or organ are actively synthesizing DNA
in preparation for cell division. For a brief period just
before the cell divides, it will have duplicated its
chromosomes so that it will have twice (2n) the normal
complement of DNA. However, because this typically occurs
in only a small fraction of cells, measuring the total tissue
content of DNA is an effective, quantitative way to
determine changes in growth. After all an increase in the
DNA content of a tissue or organ can usually only be
explained by an increase in cell number. Realization in the
early 1960s that the DNA content of cells is essentially
constant (except for the generally small proportion of cells
that are undergoing DNA synthesis in preparation for cell
division at a given moment) ushered in a host of studies to
estimate growth based on total DNA content. Techniques to
measure DNA have evolved so that assay of DNA is now a
primary means used to determine if growth is due to an
increase in hyperplasia. Data in Table 2.4 illustrate the
dramatic changes in mammary growth from birth to
lactation in Holstein heifers and crossbred ewes. Measured
as trimmed udder weight or parenchymal DNA, mammary
growth is greatest during gestation. However, the relative



lack of change in DNA from late gestation into lactation
compared with trimmed udder weight suggests that DNA is
a better measure of cell growth, because increased weight
may be accumulated secretions. This method is especially
valuable when combined with careful dissection of the
mammary gland to distinguish the parenchymal portion
(regarded as the function tissue of an organ) from the
stromal tissue of the mammary gland. Even with careful
dissection of the mammary gland to remove apparent
connective tissue, there are clearly nonglandular cellular
elements, that is, blood vessels, lymphatic vessels, nerves,
fibroblasts, adipocytes, and white blood cells that
contribute to the DNA content of the parenchymal tissue
compartment. This illustrates the difficulty of accurately
estimating growth at the tissue level. Regardless, classic
studies in a variety of lactating species give direct evidence
that the number of mammary epithelial cells is proportional
to milk production. Indeed, the correlation between total
parenchymal DNA and milk production averages about
0.85.



Table 2.4 Mammary parenchymal growth in heifers and
ewes.

Data adapted from Sejrsen et al. (1982, 1986), Keys et al. (1989), Smith et
al. (1989), and McFadden et al. (1990).

Stage of Development
Measure Prepuberty Postpuberty Mid Late Lactation

Gest Gest
Heifers
DNA (g) 1.1 2.6 16.3 39.3 38.8
Wt. (g) 495 957 5,110 8,560 16,350
Ewes
DNA (g) 0.02 0.09 1.3 3.3 2.6
Wt. (g) 15 78 557 1,057 1,340

A more acute, dynamic means to evaluate cell proliferation
utilizes either radioactively tagged thymidine (a nucleotide
base that is unique to DNA) or the analog BrdU. The
greater the rate of incorporation (or the proportion of cell
nuclei that are labeled), the greater the growth rate
because only cells in the S phase (period of DNA synthesis
prior to cell division) of the cell cycle accumulate these
compounds. Figure 2.15 provides an example of changes in
mammary tissue cell growth induced by the treatment of
heifers with bovine growth hormone (bGH) and shows that
the effect is primarily in the epithelial cells of the mammary
gland. However, other components may also be excellent
measures of growth. For example, an increase in muscle
tissue would be an evident desirable attribute for a lamb
producer. Quantification of such an effect by measuring
total muscle protein rather than DNA would be appropriate.

Clearly, the question of growth is complex but
understanding and regulating rates and types of tissue
growth are key elements of many aspects of animal



agriculture. For example, lamb or beef producers are
concerned with getting their animals to market weight at
an appropriate body composition as rapidly and cheaply as
possible. However, at a whole-body level, the integration of
multiple organ systems ultimately explains the rate of
growth and tissue composition of individual animals. It is
also apparent that the growth of all, but the simplest life
forms is irregular. All tissues do not grow at the same rate
or at the same times for that matter. Commonly observed
changes in stature, degrees of fatness, or morphology
(secondary sex characteristics, e.g.) are familiar when we
consider aging. The evident differences in rates and
patterns of growth among different tissues or organs are
the essence of development.

For many tissues not only must new cells be created but
these cells must acquire the capacity to carry out specific
functions. The changing growth and development of the
mammary gland or uterus during the reproductive cycle
provide excellent examples of cellular differentiation.
Analysis of mammary tissue at the light microscopy level,
especially if the tissue is embedded in a plastic resin
(compared with more traditional paraffin), allows an
estimation of the proportion of alveolar epithelial cells,
which fall into various classes of structural differentiation.
Table 2.5 gives data to illustrate how the evaluation of cell
differentiation can be physiologically relevant. In this
experiment, the effect of arresting cell growth and cell
differentiation was studied. Two diagonal mammary glands
of each of the two pregnant Holstein heifers were infused
with colchicine every second day from one week prior to
parturition until calving. Twice daily milking began at
calving and the drug treatment was discontinued. Data for
mammary biopsies obtained on day 21 of lactation is given.
Clearly, measures of mammary epithelial cell structural
differentiation correlate well with function. In this



experiment, treatment with colchicine during the period
just before calving prevented the normal structural
differentiation of the epithelial cells. This in turn markedly
impaired the functioning of the mammary gland, even
though drug treatment stopped immediately after calving.

The point of this is to illustrate how changes in cell
differentiation reflect cell function.
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Fig. 2.15 Proliferation and cell growth. Panel (A) shows the
proliferation of bovine mammary epithelial cells indicated
by the percentage of epithelial cell nuclei incorporating
tritiated thymidine in prepubertal heifers before or after a
1-week treatment with bovine growth hormone. Panel (B)
shows a histological section of mammary tissue from a
heifer that was injected with BrdU 2 hours prior to tissue
collection. Cells that have incorporated BrdU (indicating
these cells were in the S phase of the cell cycle) have been
detected by immunocytochemistry using a specific
antibody. Several cells that were synthesizing DNA are
indicated by the presence of dark granules over the cell
nucleus.

Panel (A) is adapted from Berry et al. (2003). Panel (B) is Courtesy of Dr.

Steve Ellis, NSF.

Table 2.5 Effect of colchicine on structural differentiation
of mammary alveolar cells.

Data adapted from Nickerson and Akers (1983) and Akers and Nickerson
(1983).

Light Microscopy? Electron

Microscopy>
Milk % % % % RER % Golgi
Yield Undiff Inter Full
(kg)?!
Control 60 7 12 81 18 25
Treated 17 49 46 6 7 9

1 milk yield is given as kilogram produced per udder half during week three
postpartum.

2 Light microscopy data are the percentage of epithelial cells classified as
undifferentiated, intermediately differentiated, or fully differentiated.

3 Electron microscopy data is the percent of cellular area occupied by rough
endoplasmic reticulum or Golgi membranes and vacuoles.



Stages of the Cell Cycle

The cell cycle is a description of the events the cell
undergoes from the time of its initial creation until it
divides. However, there is a great deal of variation between
cell types as to how quickly they progress through the cell
cycle. Some cells divide very rapidly indeed. For example,
once stem cells of the immune system are activated, clones
of lymphocytes can be generated in a matter of days. Other
cells such as neurons are thought to rarely divide. Although
early cytologists thought that cells that were not in the
mitotic phase of development were inactive because of the
absence of marked visual changes, this is not true. Cells
without apparent mitotic figures or morphological changes
(interphase cells) carry out the normal functioning of
tissues, for example, secretion of pancreatic enzymes or
excretion activity of the kidney. The only “rest” is from
activities directly leading to cell division. As a rule, once
cells acquire their terminal functional activity, for example,
many glandular epithelial cells, they effectively cease
dividing becoming so-called G cells. These cells

progressively degrade but can be replaced by the daughters
of undifferentiated cells within the tissue. Dogma suggests
that that G, represents a terminal state so these cells

cannot be induced to return to a path leading to cell
division; however, control of cell growth is an active area of
research.

For cells that are not terminally differentiated, the
interphase period encompasses three sub-periods. After the
initial division to create the cell, it enters G;. During this

time, the cells are metabolically active. They increase
cellular organelles synthesize necessary proteins and
increase in size. However, the time that the cell spends in
G, can vary from a few hours in rapidly growing tissues to

periods of weeks or even years. With signals to continue



toward cell division, the cell enters the S or DNA synthesis
phase. As G; ends, the centrioles begin to replicate. During

the S phase, the cell DNA is replicated so that the cell
produces new histones and chromatin so that the cell has
two complete copies of each of the chromosomes. As
indicated in our discussion of growth, incubating cells with
radioactivity-tagged thymidine and measuring the rate or
degree of incorporation provides a valuable tool for
studying cell growth. This is because appreciable amounts
of thymidine are only incorporated into cells that have
entered the S phase of the cell cycle. Once duplication is
complete, the cell enters G,. This is generally the shortest

of the interphase periods, lasting only a matter of minutes.
During this time the cells complete the synthesis of
enzymes and other proteins required for chromosomal
migration and the active process of mitosis, this is the last
stage of the cell cycle. Figure 2.16 illustrates the sequence
of stages in the cell cycle as well as changes in cellular
DNA content during the cell cycle.
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Fig. 2.16 Cell cycle analysis. A typical cell cycle is divided
into four phases (A). Following division, the cell enters a
phase called G; (G = gap). In most cases, the cell

undergoes hyperplasia at this time, and when appropriately
signaled, it passes into the S phase for replication of the
DNA (B). Notice the cell illustrated increases in size as it
progresses through the cell cycle. Once synthesis is
completed, the cell enters G,, which allows for the

completion of the final steps before the cell begins mitosis
(M) and the creation of two daughter cells. Many cells can
also enter a somewhat quiescent phase (G;y) during which

time the cell carries out usual functions but remains in a
nondividing state.

Stages of Mitosis

The pattern of cell division is virtually identical among all
cell types. The process begins at the end of G, as

chromosome condensation becomes apparent and ends with
cytokinesis, the physical separation of daughter cells into
two independent cells. Simply stated, mitosis is a
coordinated series of events that allows the division of
duplicated DNA produced during the S phase of the cell
cycle to appear in two identical daughter cells. Once begun,
mitosis typically lasts less than one hour. For this reason, in
histological sections of most tissues, it is rare to observe
mitotic figures. Exceptions are in samples from rapidly
growing tissues, for example, tumors or perhaps the crypts
of the small intestine. On the other hand, in rapidly growing
tissues treated with colchicine or some other microtubule-
disrupting agent, the number of dividing cells will become
more apparent because the cells become arrested in
various stages of mitosis. This has been especially useful for
the study of cells grown in culture.



It is reasonable to ask how cells in different phases of the
cell cycle can be identified, and secondly, if the duration of
phases is different for different cell types. Because cells
require a finite time for growth, even the cells in rapidly
developing tissues require several hours to complete the
cell cycle. For many mature tissues, a cycle time of 16-24
hours is typical. An extreme example of short duration
occurs in early embryonic cell growth. Because the cells
spend little time, in the G, or G, phases hypertrophy does

not occur, and the time spent in a combination of the S and
then M phases may be only a matter of 60 minutes or less.
The rate of proliferation in these cells can approach rates
usually only observed for bacterial cells. This process
explains the rapid growth of the oocyte into many smaller
cells. As for tracking cells in phases of the cycle, those in
the S phase are identified by supplying them with labeled
molecules of thymidine (some DNA repair occurs even in
non-dividing cells). The label is often radioactive, in the
form of 3H thymidine, or chemical in the form of BrdU, a
synthetic analog of thymidine (see Fig. 2.15). Figure 2.17
outlines the events and stages associated with mitosis.

From microscopic study, the passage from the last period of
interphase (G,) into prophase is gradual. Chromatin, which

is relatively diffuse, begins to condense into recognizable
chromosomes. In the prior S phase, the chromosomes
duplicated. In this new configuration, each chromosome
appears as two identical arms or threads called chromatids.
Each chromatid pair joins via a small dense structure called
a centromere. Newly duplicated centrioles separate in the
cell to opposite ends to create the spindle poles. This occurs
as the nucleolus disappears and the nuclear matrix and
envelope dissembles. As the chromosomes condense and
become visually apparent, each of the polarized centrioles
becomes a focal point for the creation of a new assembly of
microtubules. This growth of microtubules mimics a



starburst pattern in the aster formation. These events occur
during the early prophase. Late in prophase, elongating
microtubules attach to protein-DNA complexes
(kinetochores) in the region of the centromere of each
chromatid pair. The kinetochore microtubules are critical
for the role they play in the subsequent separation and
migration of chromosome pairs. Other microtubules create
the mitotic spindle to maintain the polar orientation of the
centrioles. Metaphase is the next well-defined event in
mitosis. The hallmark is the appearance of the
chromosomes aligned along the center or equator of the
spindle. The organization of chromosomes in a plane
between the poles, the metaphase plate is one of the more
distinct, readily recognizable phases of mitosis.

Sudden separation of the sister kinetochores identifies the
start of anaphase. Within minutes, each of one chromatid
pair (now called a chromosome) moves to one of the spindle
poles. The arrival of all the daughter chromosomes at each
pole and the dissolution of the kinetochore microtubules
marks the beginning of telophase. A new nuclear envelope
coalesces around each polarized cluster of chromosomes,
the compacted, dense chromatin expands, and nucleoli
reappear. The final stage of mitosis cytokinesis is the
appearance of a cleavage furrow between the cells. This
furrow narrows, the remaining elements of the mitotic
spindle are broken, and two independent cells appear.

Regulators of Cell Division

It is difficult to study the details of cell division and
especially regulation in intact tissues or whole animals.
Thus, much of the detailed understanding has come from
cell culture experiments. Generally normal mammalian cells
can only be propagated in culture for about 50 cell
divisions. After this time, the cells enter a senescence



period and eventually die. Despite the obvious limitations,
the study of cultured cells has been scientifically invaluable.

Early experiments used clotted blood and mixes of nutrients
but efforts to grow cells in culture failed despite efforts to
supply well-recognized nutrients. Longer maintenance
required the addition of serum. A key was recognition of the
significance of critical GFs and even now for routine growth
of cells, fetal bovine serum is usually added to cell cultures.
Platelet-derived growth factor (PDGF) was one of the first
GF discovered. Like many GFs, its existence was
hypothesized based on effects observed with cells in
culture. Specifically, it was found that fibroblasts would
proliferate in culture if serum were added but not with the
addition of plasma. Because serum is the liquid that
remains after the blood clots, this suggested that the
clotting process liberated a soluble agent from the blood
cells or platelets that are contained within the clot.
Subsequent experiments showed that extracts prepared
from isolated platelets were also able to stimulate the
growth of fibroblasts. These observations eventually led to
the isolation, purification, and identification of PDGF. In a
physiological sense, it is easy to visualize the role of PDGF
in wound healing. With clot formation following an injury,
liberation of PDGF at the site stimulates the proliferation of
fibroblasts in and around vessel walls. Because fibroblasts
synthesize and secrete collagens, their role in healing and
scar tissue formation is obvious. Hundreds of proteins are
now recognized as GFs or effectively function as growth
promotors. However, it is important to appreciate that not
all cells response to each of these stimulators. Only those
cells that express receptor proteins for a given GF can
respond. However, it is also possible to crudely divide GF
into those that affect a broad spectrum of cells for example,
insulin-like growth factor one (IGF-I) from those that
impact only a specific population of cells, for example,



erythropoietin which causes the proliferation of red blood
cells progenitor cells. We will discuss some of these specific
GF in subsequent chapters.
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Fig. 2.17 Stages of mitosis. Mitosis is typically divided into
five phases: (A) prophase, (B) metaphase, (C) anaphase, (D)
telophase, and (E) cytokinesis. These involve first the
condensation of chromatin into chromosomes, formation of
spindle pole, division and migration of daughter
chromatids, and finally, cleavage to create daughter cells.
Panel (F) in this figure shows a dividing mammary cell
caught in anaphase.

Regardless of external agents that act to initiate cell
division, this must involve the activation of specific genes
that control DNA synthesis. Cell-cycle control relies on two
classes of proteins. The first, cyclin-dependent protein
kinases (Cdk) cause the phosphorylation of selected
enzymes. As we will see in our study of cell metabolism, a
general feature of many regulatory proteins is that either
adding or deleting phosphate groups dramatically alters
function. The second class of proteins, the cyclins, bind to
the Cdk proteins and thereby regulate their enzymatic
activity. Cyclins get their name from the fact that they
undergo a cycle of synthesis and degradation with each cell
division. This means that the periodic assembly, activation,
and disassembly of cyclin-Cdk complexes are critical
elements in cell proliferation. Like most cellular activities,
understanding the details of gene expression is central to
understanding cellular function, for cyclins, it is easy to
visualize the significance of synthesizing these proteins at
just the ideal moment during the cell cycle. Conversely,
inappropriate synthesis or failure of disassembly is likely
important when cell growth becomes uncontrolled, that is,
tumor formation.



Macromolecules and Cellular
Physiology

Although we have considered some aspects of lipid
structure, especially related to membrane structure, it is
apparent that normal cellular function depends on a myriad
of biochemical reactions and macromolecules. At first
glance, the number of biologically relevant molecules in
cells seems overwhelming. However, some relatively simple
combinations of atoms—methyl (—CHj), hydroxyl (—OH),

carboxyl (—COOH), and amino (—NH3) groups—appear

repeatedly in biologically important molecules. Second,
repeating combinations of relatively simple compounds
create most of the large complex macromolecules. Most of
the organic molecules in cells are derived from four major
groupings of molecules. These are simple sugars or
carbohydrates, amino acids, fatty acids, and nucleotides.

Major phases of metabolism can be subdivided in a variety
of ways, but a simplistic view would consider activities that
build new cellular components (anabolism) compared with
those that breakdown various cellular elements
(catabolism). Interestingly, both processes are occurring
simultaneously. For example, catabolism of various nutrient
compounds by digestive tract tissues provides the
structural building blocks for other tissues to grow or
synthesize and secrete products (anabolism). Catabolized
nutrients also yield elements needed for energy production
(usually ATP). We begin our study of cellular physiology by
first considering major classes of macromolecules.
However, our discussion is no substitute for related classes
in chemistry and biochemistry. Our goal is to provide an
overview to aid your understanding of physiological
processes.



Proteins

In the absence of disease or trauma, most cellular proteins
are synthesized from free amino acids or peptides absorbed
from the blood stream. The cell membrane (and associated
carrier proteins) regulates the uptake of these molecules
from the interstitial fluids. Understanding amino acid
transporters is an area of active research but many features
are common between tissues. Some of these transporters
depend on ions (e.g., Na*t, Cl™> and K*) or use an H™-
gradient to drive transport. The Na*- dependent system - A
regulates the accumulation of neutral amino acids regulate
the accumulation of neutral amino acids within the cells
when compared with plasma concentrations. There is much
interest in the regulation of amino acid uptake to
understand factors limiting milk and meat protein
synthesis. From an animal production viewpoint, much of
the value of animal products resides in their protein
content, for example, meat, milk, and eggs.

While the significance of proteins as important building
blocks in anabolism is evident, the enzymes that are vital
for cell function are also proteins. Like most biologically
critical macromolecules, linking together subunit
monomers—the amino acids—in this case allows the
creation of a large variety of proteins. Individual amino
acids share the common structure illustrated below. The R
(or residual group) is attached to the a carbon and is
unique for each amino acid. For the simplest, the amino
acid glycine, the R is a hydrogen atom. Individual amino
acids bind together by a dehydration synthesis reaction
(named because of the release of water in the reaction).
Newly created covalent bonds between amino acids are
called peptide bonds (Fig. 2.18).

There are 20 common amino acids. The essential amino
acids are so named because they are needed in the diet.



Others are created by intermediary metabolism. However,
specific amino acids considered essential vary between
species, especially in ruminants compared with non-
ruminant species. This is because the bacteria and protozoa
of the ruminant can generate amino acids not initially
available in the diet fed to the animals. As illustrated in
Figure 2.18, all amino acids have two functional groups (or
reactive groups), an amine (—NH,) and a carboxylic acid

residue (—CHOOH). Differences in the number and
arrangement of atoms in the R group give each of the
amino acids its unique chemical attributes. For example, if
the side group is a simple string of hydrocarbons (leucine,
e.g.), this region of the amino acid will be very hydrophobic,
much like the fatty acid tails of a phospholipid. Other side
groups, for example, the inclusion of an additional amine
group (lysine, e.g.), would make the amino acid very
hydrophilic and more basic. Thus, the properties of the R
groups give each amino acid its unique properties. These
are acidic, basic, uncharged polar or nonpolar attributes. In
addition to the common names, the amino acids are also
denoted by simple abbreviations or a single-letter code.
Other important amino acids or their derivatives such as
ornithine, 5-hydroxytrytophan, L-dopa, and thyroxine occur
but these molecules do not typically appear in proteins.
Interconversions between some of the amino acids, as well
as between amino acids and intermediates of carbohydrate
metabolism associated with Krebs cycle reactions are also
common, as part of normal cellular activity. Transamination
reactions allow the conversion of selected amino acids into
their corresponding keto acid and the simultaneous
conversion of another keto acid into an amino acid.
Oxidative deamination of amino acids occurs primarily in
the liver. This initially leads to the generation of ammonia,
which is highly toxic to cells. Fortunately, most ammonia is
rapidly converted into water-soluble urea, which can then
be excreted. Table 2.6 provides a listing of some of the



properties of the amino acids. These properties explain
much of the physical-chemical properties of proteins.
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Fig. 2.18 Structure of amino acids. Panel (A) shows the
general structure of an amino acid. The formation of a
dipeptide is illustrated in panel (B). Two amino acids (A and
B) are linked by the formation of a peptide bond between
the carboxylic acid moiety of one amino acid and the amine
group of the other amino acid. In this process, a molecule of
water is produced. The reverse reaction, hydrolysis,
requires the addition of water to cleave the peptide bond.

Proteins are long chains of amino acids linked by peptide
bonds. Two amino acids create a dipeptide, three a
tripeptide, and so forth. Ten or more linked amino acids
create polypeptides and those with greater than about 50
amino acids are simply called proteins. Because each of the
amino acids has unique properties because of variation in
the R groups, the sequence of amino acids produces
polypeptide and protein chains with correspondingly varied
and complex properties. With the availability of 20 different
amino acids, the variation of possible structures and
therefore functional properties is very large. This is
analogous to the huge number of words possible with the
26 letters of the alphabet.

Four levels of structure illustrate the organization of
proteins. The linear sequence of amino acids in a protein is
its primary structure. Analogous to the beads on a string,
with each bead an amino acid. However, proteins in
solution do not simply exist as a long strand. Instead,
variations in the properties of the R groups allow
interactions between the protein and other molecules in the
local environment as well as interactions between other
amino acids of the same protein chain. This twisting and
bending produces a more complex secondary structure.
One of the more common results is the formation of coils.
Imagine a coiled telephone cord, if you can recall seeing old
home telephone landlines. Perhaps at your grandparents’
home? Parts of proteins organized in this way create what



are called a helix segments or regions. The a helix
configuration is stabilized by hydrogen bonds that occur
between NH and CO groups of amino acids of the primary
chain that are spaced about four amino acids apart along
the series. To reinforce the significance of the primary
sequence, this interaction can only occur if the side groups
of the amino acids allow hydrogen bonds to form. The «
helix formation only occurs within a single protein chain. In
contrast, the formation of B pleated secondary structure
can occur via interactions with amino acids within the same
protein or by interactions between independent proteins. In
this secondary structure arrangement, the amino acids are
oriented side by side to produce a layer somewhat like a
pleated ribbon. A given protein can exhibit both a helix and
B pleated sheet structure in different regions of the protein.
A further or tertiary structure occurs when o-helical or B-
pleated regions of a protein twist or fold upon on another to
create globular-like structures. To maintain this complex
array, both hydrogen bonds and covalent bonds are
required. When two or more independent protein chains
interact to produce larger aggregates, the protein(s) are
said to have a quaternary structure. Examples include the 4
chains that create functional hemoglobin or the 12 proteins
that create the enzyme fatty acid synthetase.



Table 2.6 Characteristics of common amino acids.

Name Abbreviation Single
Letter
Alanine Ala A
Arginine Arg R
Asparagine  Asn N
Aspartic Asp D
Cysteine Cys C
Glycine Gly G
Glutamic acid Glu E
Glutamine Gln Q
Histidine His H
Isoleucine Ileu I
Leucine Leu L
Lysine Lys K
Methionine  Met M
Phenylalanine Phe F
Proline Pro P
Serine Ser S

R Group Class

Nonpolar side
chains

Basic side chains

Uncharged polar
side chains

Acidic side chains

Nonpolar side
chains

Nonpolar side
chains

Acidic side chains
Uncharged polar
Basic side chains

Nonpolar side
chains

Nonpolar side
chains

Basic side chains

Nonpolar side
chains

Nonpolar side
chains

Nonpolar side
chains

Uncharged polar
side chains



Name Abbreviation Single R Group Class

Letter
Threonine Thr T Uncharged polar
side chains
Tryptophan Trp W Nonpolar side
chains
Tyrosine Tyr Y Uncharged polar
side chains
Valine Val \Y Nonpolar side

chains

As the discussion suggests, the three-dimensional structure
of a protein is critically important in allowing the protein to
carry out its function. Because much of the secondary,
tertiary, or quaternary structure depends on interactions
between amino acids and the creation of hydrogen and or
ionic bonds, it is easy to see that changes in the local
environment of the protein can markedly affect function.
For example, changes in pH or aqueous conditions can alter
interactions that depend on ionic or hydrogen bonds. These
changes in protein structure are called denaturation.
Depending on the degree of insult and the protein involved,
when conditions return to normal the protein can return to
its appropriate, functional state. As an example of
irreversible denaturation, consider what happens to the
jelly-like albumin of the egg white when it is heated, or it is
mixed with a bit of vinegar to make a sauce. There is no
going back to the original protein structure.

Fibrous or globular are additional classifications of
proteins. Fibrous proteins are usually elongated and
relatively insoluble. Examples include structural proteins
found in the connective tissues of blood vessels; in
subcutaneous regions, surrounding muscles, or other
glandular structures; and in tendons and ligaments. The



most abundant of these is collagen, made by fibroblasts
located throughout the body. Collagen begins with the
synthesis of a monomeric form, helical tropocollagen. Other
types of collagens occur in the basement membrane just
underneath epithelial cells. In fact, collagens are the most
abundant proteins in the body. Other examples of fibrous
proteins include other connective tissue proteins, such as
elastin and keratin, and the contractile proteins of muscle
cells, such as actin and myosin.

Globular proteins, by contrast, are generally very soluble,
compact, and spherical. These proteins are reactive and
therefore more fragile than fibrous proteins. Because their
functionality depends on their three-dimensional shapes
and a high degree of structural organization, disruption or
denaturation effectively destroys function. Enzymes,
antibodies, and protein hormones are examples of globular
proteins. Adequate functioning of globular proteins depends
on the maintenance of active site(s) of the protein. Figure
2.19 illustrates the denaturation of a globular protein.

The 2024 Nobel Prize in chemistry was awarded to three
scientists, Dr. David Baker, Dr. Demis Hassabis, and Dr.
John Jumper for their work using a powerful computational
tool and Al to accurately predict how proteins twist and fold
to create complex three-dimensional structures. Previously,
such attempts depended on tedious, laborious
crystallography and X-ray diffraction methods. It has been
known for many years that proteins are strands of amino
acids but using that information to predict shape and
function had largely been a pipe dream. That is until the
creation of the Al tool, called AlphaFold2, which was shown
to be able to predict three-dimensional structures of
proteins. The Nobel committee concluded, “This is one of
the really first big scientific breakthroughs of AL.” As noted
by the director of the National Institute of General Medical
Sciences (a division of NIH), “Structure determines



function, it's as easy as that. If we can design proteins to
look a certain way, then they might have a certain function
that could be useful.” The possibilities are indeed
staggering. Imagine custom proteins with unique shapes
and functions. Perhaps new enzymes that degrade toxins or
plastics or blockers for actions of pathogens. Regardless,
our central theme of structure and function being linked to
physiological function shines yet again.
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Fig. 2.19 Protein structure and function. Protein
interactions and the significance of secondary and tertiary
structure are illustrated. Functional binding between a
hormone receptor and the binding hormone or ligand
requires that the ligand achieve the correct shape and
orientation so that the amino acids that make the binding
site match the active site of the receptor. This is illustrated
by the correspondence between the two proteins (panel A).
When the ligand protein becomes denatured, these critical
amino acids lose their alignment so that the hormone can
no longer bind to the receptor, and function is lost (panel
B). Similar protein interactions are required in biochemical
reactions, for example, substrates binding to active sites of
enzymes, neurotransmitters binding to their receptors,
antibodies binding to antigens, or molecules binding to
protein transporters in the cell membrane.

Classic autoradiographic studies, which traced the
movement of radiolabeled amino acids through the
secretory cells, established that the site of protein synthesis
was the RER. For example, when lactating rats were
injected with [3H]-leucine or tissue explants were incubated
with radiolabeled leucine, the percentage of labels in the
RER subsequently fell following peak labeling of the Golgi
region of the secretory cells. Within 30 minutes of exposure,
labels began to decrease in the Golgi but increased in the
alveolar lumen. These simple but convincing studies
demonstrated that after synthesis in the RER, proteins were
rapidly transported to the Golgi for packaging into
secretory vesicles and subsequent exocytosis.

Steps for protein synthesis are essentially the same for all
cells, although the final packaging and fate of newly
synthesized proteins varies between cells and tissue types.
Aside from directing its own replication, DNA also directs
protein synthesis by its capacity to generate mRNA. Each
gene is composed of a segment of DNA, which carries the



chemical instructions for the synthesis of one polypeptide
chain in its arrangement of nucleotide bases (Adenine,
Thymine, Cytosine, and Guanine). Each sequence of three
bases—the triplet code—directs the joining of a specific
amino acid in the mature mRNA molecule. Although one-
half of the double-stranded DNA serves as a template for
synthesis of the mRNA (transcription), not all the
nucleotides in the gene appear in the final mRNA blueprint.
The genes of higher organisms contain exons, the amino
acid specifying sequences, separated by introns. These
noncoding introns range from 60 to 100,000 nucleotides in
length. Transcription of a particular gene depends on the
binding of a transcription factor to a site on the DNA
adjacent to the start sequence for the gene. This region is
the promoter. The transcription factor mediates the binding
of the enzyme RNA polymerase. This enzyme acts to open
the DNA helix and the DNA segment coding for the protein
is uncoiled. Only one strand of the DNA, the sense strand,
serves as the template for the creation of a complementary
mRNA. However, before the mRNA can direct protein
synthesis, the noncoding introns are enzymatically removed
before the newly made mRNA exits the nucleus for
translation. Single-stranded RNA also differs from double-
stranded DNA in having the sugar ribose instead of
deoxyribose and the base uracil instead of thymine. This
feature provides a prepared means to assess the ability of
cells for proliferation or synthesizing of proteins by
measuring the incorporation of radiolabeled thymidine or
uracil, respectively.

While it is beyond the scope of this book, elegant molecular
studies have confirmed that the specific proteins for
secretion are synthesized by membrane-associated
ribosomes and that the newly made proteins have short
sequences of amino acids, which serve as signals to allow
binding and vectoring of the nascent protein into the



cisternal spaces of the RER. The signal peptide is cleaved
as the protein progresses to the Golgi apparatus for
possible posttranslational modification, that is, enzymatic
addition of sugar residues or phosphate groups. The
proteins are then released from the Golgi as secretory
vesicles. Subsequently, they migrate to the apical
membrane of the cell where they are released by exocytosis
(see Fig. 2.4). Thus, mechanisms of protein synthesis are
essentially the same in all cell types. However, total protein
synthesis and the degree to which proteins are
manufactured for secretion varies markedly from cell type
to cell type.

Carbohydrates

As with proteins, carbohydrates are utilized as both
structural components in cells and as precursor molecules
for energy production. The primary dietary carbohydrates
are polysaccharides, disaccharides, and monosaccharides.
Carbohydrates are classified according to size and relative
solubility. For example, monosaccharides are more soluble
than larger polysaccharides. Polymeric forms of
carbohydrates are stored as relatively insoluble granules,
that is, starch in plants and glycogen in animal cells.
Common monosaccharides include those with 3, 4, 5, 6, or
7 carbons these are trioses, tetroses, pentoses, hexoses,
and heptoses, respectively. Derivatives of trioses are
generated when the enzymes of the glycolysis biochemical
pathway break down the common hexose sugar glucose.
These molecules are used by the cells for various catabolic
and anabolic activities. For example, trioses are used to
produce glycerol needed to synthesize the backbone for the
attachment of fatty acids in triglycerides (see Fig. 2.2).
Understanding this biochemical pathway is critical to
gaining an appreciation of cellular energy production.
Pentose sugars (ribose and deoxyribose) are key



components of nucleotides, nucleic acids, and several
coenzymes. The hexose monosaccharide, glucose plays an
especially critical role in intermediary metabolism,
particularly as an energy source. The hexose sugars,
glucose, galactose, and fructose are especially important.
These monosaccharides serve as the monomers of building
blocks for the generation of more complex carbohydrates
needed by the cells. Many glycoproteins (proteins with
attached sugar residues) appear on cell surfaces. Other
complex polysaccharides appear in connective tissues, for
example, glycosaminoglycans where they serve important
roles in the maintenance of tissue structure and hydration.

Carbohydrates contain carbon, hydrogen, and oxygen with
the hydrogen and oxygen occurring in a 2 : 1 ratio as in
water. This explains the word carbohydrate, that is,
hydrated carbon. Structurally, these simple sugars can be
represented as chains, but more often, a cyclic ring
structure is preferred. Figure 2.20 illustrates the formulae
and structures of some of these common simple sugars.
Compounds that have the same structural formulae but
have a different spatial arrangement of their atoms are
called stereoisomers. The presence of carbon atoms
attached to four different atoms or groups, known an
asymmetric carbon, allows for the formation of isomers.
The number of possibilities depends on the total number of
asymmetric carbons in the molecule (n) and is determined

by the following expression 2. Glucose with its 4
asymmetric carbons has 16 possible spatial isomers.
Furthermore, the orientation of the H and OH groups
around the carbon adjacent to the terminal primary alcohol
residue (OH group) determines whether the sugar is a D or
L isomer. Nearly all monosaccharides in mammals are D
isomers.

Whether they are created via dehydration synthesis or
because of digestion from larger polysaccharides,



disaccharides are physiologically important. One of the
most common is lactose or milk sugar. Lactose is made of
glucose plus galactose. For most mammals, lactose supplies
much of the energy needed by the suckling neonate as well
as the monomeric building blocks needed for rapid tissue
development. Maltose, which derives from two glucose
molecules, is a common cleavage product generated by the
hydrolysis of starch. Table sugar, sucrose, is a combination
of glucose and fructose. As the name suggests, six-carbon
fructose is a common fruit sugar. It also is a component in
reproductive tract secretions. Figure 2.21 illustrates the
structures of some of these common disaccharides.

Whether plant starch or glycogen, both are polymers of
glucose and are the essential sources of glucose used
throughout the body in monogastric species. Glucose is also
essential for ruminants. However, fed starches are
fermented before any glucose reaches the small intestine
for absorption. For these animals, the primary fermentation
products: acetate, butyrate, and propionate supply the
precursors for fatty acid synthesis and energy production.
To supply needed glucose, portal blood supplied to the liver
contains the propionate produced by rumen fermentation.
The liver converts propionate into glucose for use by the
cells. This is gluconeogenesis. It is important in all animals
at times but is especially critical in ruminants because so
little dietary glucose is available for absorption across the
small intestine.

Dietary starches undergo some hydrolysis by a-amylase in
the saliva. However, reduced stomach pH suppresses this
initial breakdown, that is, a-amylase pH optima is near
neutrality. However, hydrolysis of starches increases again
as starch reaches the small intestine and additional
amylases from the pancreas and small intestine appear.
Glucose is stored primarily in liver and muscle cells in the
form of glycogen. Mobilization of these reserves of glycogen



provides glucose when needed. When ATP is plentiful, and
stocks of glycogen are sufficient, additional energy reserves
are produced by the conversion of glucose to acetate and
ultimately fatty acids are stored as triglycerides in
adipocytes. Figure 2.22 illustrates the structure of
glycogen. Subsequent chapters will describe the
biochemical reactions and pathways involved in the
catabolism of glycogen and other carbohydrates needed to
supply the energy and building blocks for the synthesis of
important macromolecules.
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Fig. 2.20 Structure of sugars. Panel (A) provides line
structures for two structural isomers of the common hexose
monosaccharide, glucose (arrows). Panel (B) gives the
cyclic structure for o-D-glucose. The arrangement and
numbering of carbons in a pentose sugar appear in panel
(C). Panel (D) shows the difference between ribose and
deoxyribose, the sugar residues present in RNA and DNA,
respectively.

Lipids

Although we have discussed triglycerides and phospholipids
related to membrane formation, other lipids are also
important. Some are messenger molecules. Details of
endocrine and other aspects of cell signaling will be
considered in subsequent chapters but some appreciation
of these special lipids is warranted. Steroids are
structurally very different from triglycerides. Cholesterol
provides the core structure for the synthesis of these
critical molecules. Despite its “bad press” cholesterol is
nonetheless essential. In addition to serving as the parent
molecule for steroid hormone production, it is also a vital
element in membranes, where it acts to increase membrane

fluidity. It is also essential to produce vitamin D and
production of bile salts.

Unlike the hydrocarbon chain of fatty acids, cholesterol is
composed of a series of interlocking rings with a side chain.
Specifically, the four interlocking A, B, C, and D rings of the
cholesterol core contain the
cyclopentanohydrophenanthrene nucleus that occurs
repeatedly in all the steroid hormones. For example, two
structural types of steroid hormones are made in the cortex
of the adrenal gland. Those that have a two-carbon side
chain attached at position 17 of the D ring for a total of 21
carbons the C,; steroids and those that have a keto or

hydroxyl group at position 17 for a total of 19 carbons the



Cq9 steroids. Most C,q steroids have a keto group at
position 17 referenced as 17-ketosteroids. The C;q steroid

hormones have androgenic or testosterone-like effects or
actions. The C,, steroids of the adrenal gland are either

mineralocorticoids or glucocorticoids. The
mineralocorticoids have primary effects on sodium and
potassium excretion. The major hormone in this class is
aldosterone. The glucocorticoids as you might guess from
the name have primary effects related to glucose and
carbohydrate metabolism. Examples of specific steroids in
this class are cortisol and corticosterone. We discuss other
sex steroids, for example, estrogen and progesterone in
subsequent chapters. The primary point is to appreciate the
fact that despite the seemingly small differences in
structure between, for example, estrogen and testosterone,
these two steroid hormones have markedly different effects.
The specificity of hormone receptors expressed in various
target cells explains these differences in action. For
example, estrogen molecules bind very poorly to androgen
receptors, and conversely, testosterone binds very poorly to
the estrogen receptors.

The eicosanoids are a diverse family of lipids generated
from a 20-carbon fatty acid called arachidonic acid.
Arachidonic acid is plentiful in the plasma membrane. The
four major groups of eicosanoids include prostaglandins,
prostacyclins, thromboxanes, and leukotrienes. A
commercial preparation of prostaglandin F,«, lutalyse

(dinoprost tromethamine) is familiar to many dairy and beef
producers because it is used in a management scheme to
synchronize estrus in cattle. The product acts to cause early
dissolution of the corpus luteum on the ovary. Various
eicosanoids are important in the control of blood pressure,
gastrointestinal tract motility, vasoconstriction, and blood
flow.



Because the major lipids in plasma do not circulate freely in
the aqueous environment of the blood, fatty acids and other
important lipids associate with carrier molecules. Free fatty
acids are bound to albumin (a major protein produced by
the liver). Most of the cholesterol, triglycerides, and
phospholipids appear in a complex with lipoproteins for
transport. Variation in the ratio of protein to lipid explains
the differences between the five families of lipoproteins.
They can be identified based on the position they migrate to
following high-speed centrifugation. Those with greater
lipid contents (less density) orient closer to the top of the
centrifuge tube and those with less lipid further toward the
bottom of the tube. This is somewhat like the cream rising
to the top of a container of non-homogenized milk. This
explains the description of the lipoproteins as very low
(VLDL), intermediate (IDL), low (LDL), or high (HDL)
density lipoproteins. The other class includes the
chylomicra produced in the intestinal villi. These are critical
in the initial packaging and transport of digested
triglycerides. Lipoproteins are topics in the popular press,
because of their involvement with lipid and cholesterol
transport in the blood and relationships with health. For
this purpose, usually, only the major classes HDLs and
LDLs are distinguished. The amounts and ratios of these in
the blood are important diagnostic tools related to
cardiovascular health in humans and animals. Cells can
take up cholesterol and other lipids from the blood. Most of
the cholesterol is associated with LDLs. When cells need
cholesterol to make new membranes or for other purposes,
they synthesize transmembrane receptors for the LDL
proteins. These receptor proteins migrate within the
membrane and localize in clathrin-coated pits. These LDL-
rich pits undergo endocytosis. LDLs that bind to the
receptors are internalized. These coated vesicles are
processed by interactions with lysosomes to release the
cholesterol for use by the cell. Interestingly, more than 25



different receptors are processed via this clathrin-coated pit
pathway. In the case of cholesterol, if the LDL receptor-
mediated up take of cholesterol is blocked this leads to
excess accumulation of cholesterol-laden LDL in the blood,
and this excess cholesterol is believed to contribute to the
production of atherosclerotic plaques and consequently
cardiovascular disease. The study of families with strong
genetic links to cardiovascular disease initially led to the
discovery of this relationship. That is one of the
mechanisms responsible for increased disease was a
mutation that prevented normal expression of the LDL
receptor. The structures of selected lipids are illustrated in
Figure 2.23.
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Fig. 2.21 Structure of disaccharides. Panel (A) shows the
combining of galactose and glucose to produce the
disaccharide lactose or milk sugar. Panel (B) depicts the
creation of the disaccharide sucrose from the combination
of glucose and fructose. Maltose, a disaccharide composed
of two molecules of glucose, follows a similar pattern.
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Fig. 2.22 Structure of glycogen. A simple example of the
structure of a portion of glycogen is illustrated. Repeating
glucose monomers are linked together to form large,
branched chain polymers. These relatively insoluble
molecules serve as ideal storage products and appear in
liver and muscle cells as dense granules. Cleavage of the 1 :
4a linkages that produce the linear chains and the 1 : 6«
linkages that make branches depend on two different
enzymes when glycogen is hydrolyzed for use by the cell.
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Fig. 2.23 Structure of specialized lipids. Structures of
some of the specialized lipid molecules are illustrated.
Cholesterol and the steroid hormones and their relatives
have the cyclopentanohydrophenanthrene nucleus with four
hydrocarbon rings in common (upper panel). Additions of
side chains to the 17 carbon, methyl, or hydroxyl groups, or
the addition of double bonds in the A ring led to the
production of cholesterol, estradiol, testosterone, and other
steroids. The relatively linear hydrocarbon chain of the 20-
carbon arachidonic acid becomes folded and modified to
yield various prostaglandins, thromboxanes, or
leukotrienes.

Nucleic Acids

Understanding DNA or RNA requires an appreciation of the
molecules that compose these macromolecules. Nucleic
acids are produced from combinations of nucleotides, but
nucleotides are in turn a combination of three elements: (1)
a phosphate group, (2) a pentose sugar (either ribose or
deoxyribose), and (3) a nitrogen-containing base (either a
purine or a pyrimidine). There are three types of
pyrimidines: cytosine (C), thymine (T), and uracil (U). The
two types of pyrimidines are adenine (A) and guanine (G).
Thymine is unique to DNA and uracil is unique to RNA.

Variation between DNA strands or in other words between
different genes depends on the sequence of nitrogenous
bases that occur. A combination of either deoxyribose or
ribose and one of the bases creates a nucleoside. Including
the phosphate group (sugar + base + phosphate) creates a
nucleotide. The phosphate groups join the hydroxyl group
on the Cs carbon of the sugar residue. Moreover, as you will

see related to ATP production it is common to find mono-,
di-, or triphosphates attached to many nucleotides. To
illustrate, a combination of adenine + deoxyribose + one
phosphate makes adenosine monophosphate or AMP. The



same base and sugar with two phosphates make ADP or
adenosine diphosphate. With the addition of a third
phosphate adenosine triphosphate or ATP is generated.

Single strands of DNA or stands of RNA are produced when
a phosphate group from one nucleotide (attached to the Cjy

carbon of the pentose sugar) links with the hydroxyl group
located on the C; carbon of the pentose sugar of another

nucleotide. Thus, the nucleic acid chain grows in a 3’ to 5’
direction. This means that along the course of a growing
nucleotide chain, the nitrogenous bases do not directly link
with other bases in the same chain. For DNA, this
arrangement allows for complementary base pairing
occurring between adjacent chains. This is the essence of
double-stranded DNA. The DNA molecule resembles a
ladder. The outside is represented by the covalently linked,
pentose sugars and phosphate groups of the nucleotides.
Complementary bonding between bases creates the rungs
of the ladder. Now if the ladder is imagined as being
twisted like a spiral staircase, this gives a reasonable
approximation of the DNA.

However, it is important to remember that while linkages
between sugars within a chain are maintained by strong
covalent bonds, the interactions between nitrogenous bases
between two DNA chains depend on simple hydrogen
bonding, like the interactions between adjacent water
molecules (see Fig. 2.1). These hydrogen bonds, while not
strong individually, are critical because of their abundance,
this also allows the double-stranded DNA to unzip as
required for gene transcription. Once this occurs, the
strands can then readily rejoin. Interactions between bases
allow for bonding between adenine and thymine, cytosine
and guanine. These linkages are called complementary
bonds or A+ T and C + G are called complementary bases.
However, the stands are oriented so that one is oriented in
a b’ to 3’ direction and the other 3’ to 5’ (the numbering is



based on the orientation of phosphate groups linking the 3
or 5 carbons of the pentose sugar). In single-stranded RNA
molecules, the bases are A, G, C, and U (replaces the T
found in DNA). Ribose is the pentose sugar involved instead
of deoxyribose. Examples of nucleic acid structures and
components appear in Figure 2.24 and Figure 2.25.
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Fig. 2.24 Structures of nitrogenous bases found in DNA
and RNA. Structures of the parent nitrogenous bases,
purine (A) and pyrimidine (B), and specific bases occurring
in DNA and RNA are illustrated.

Cellular Biochemistry

The cell theory, namely the idea that cells only arise from
other cells, appeared in the late 1800s. This now seems
elementary but in the 1600s, Robert Hooke based it on
initial observations of plant samples, which showed that
tissues were composed of cells. This was followed by
studies by the German scientists Schleiden and Schwann
who insisted that all living things were composed of cells.
This idea flew in the face of the notion of spontaneous
generation, which suggested that organisms arose from
debris or other inert nonliving materials. Four ideas
inherent in cell theory are:

The cell is the fundamental structural and functional
unit of living organisms.

The function of organisms depends on activities of cells
both individually and collectively.

The biochemistry of cells depends on the subcellular
organelles present in the cell.

Propagation of life requires cellular activity.

Despite the relevance of the cell in physiology, chemistry,
physics, and biochemistry are at the center of all catabolism
and anabolism. In other words, it is reasonable to think of
the cell as the core-organizing element that allows for
control and coordination of the many chemical and physical
reactions that constitute life and living. Understanding
physiology requires an appreciation of these other scientific
disciplines. Be advised that our discussions of specific



chemical reactions, biochemical events, or physical
properties are no substitute for specific classes in physics,
chemistry, or biochemistry. However, we do believe that a
sincere, thoughtful study of physiology provides an
opportunity to integrate the fundamentals gained from the
study of these disciplines. What could be more interesting
than learning how our bodies and those of our animals'
function?

Chemical Bonds

Cellular activity reflects both the creation of complex
macromolecules dependent on combining other simpler
molecules and the creation of new bonds, as well as
catabolic activity to break the bonds in nutrient molecules
to supply the building blocks for these new creations. Some
of the energy derived from breaking chemical bonds is
reserved for future use by the cells. Enzymes catalyze
chemistry. As you learned in general chemistry, attractive
forces maintain orientations between atoms in molecules to
produce chemical bonds. Three major types of bonds are:
hydrogen bonds, ionic bonds, and covalent bonds. In
addition, Van der Waals forces, such as hydrogen bonds,
are important in the maintenance of structure of complex
biological molecules when charge differentials aid the
maintenance of structural relationships. We have already
discussed hydrogen bonds in our description of the
behavior of water (see Fig. 2.1). Hydrogen bonds exist
when a hydrogen atom is covalently bound to an
electronegative atom. The most common examples are
oxygen and nitrogen. When these groups occur close to
other strongly electronegative atoms, this produces a kind
of tug of war as the two electronegative atoms “fight” for
dominion of the hydrogen atom. These reactions create
attractive forces that link or bridge the molecules.
Hydrogen bonds are particularly important as



intramolecular forces that act to mold the three-
dimensional shape of many macromolecules. Much of the
folding of proteins that define their tertiary structure
depends on hydrogen bonds. Another example is the
interactions between complementary strands of the DNA
molecule. Despite the relative weakness of individual
hydrogen bonds, they are collectively critical for normal
cellular functioning.
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Fig. 2.25 Structure of a single strand of DNA. Bases shown
are adenine, thymine, and guanine (A). The repeating
pattern with the backbone of deoxyribose and phosphate
groups is apparent with a variable sequence of nitrogenous
bases (B).

Ionic bonds exist when the transfer of electrons from one
atom to another generates attractive forces between atoms.
This happens because the usual balance between + and —
charges is lost, and ions are formed. The atom that accepts
electrons acquires a net negative charge becoming an
anion. The electron donor, now called a cation, has a net
positive charge. Atoms with opposite charges attract. This
is the basis of the ionic bond. A commonly used example of
ionic bonds is table salt or sodium chloride. As you may
recall from general chemistry, sodium has an atomic
number of 11 and therefore has only one electron in its
third or outer valence shell. To achieve stability the atom
would have to acquire an additional seven electrons (the
third orbit around the nucleus can accept eight electrons).
Stabilizing this outer orbit is more likely to happen by
shedding the single electron so that the second orbit gets
filled and becomes the valence shell around the nucleus of
the atom. Chlorine has an atomic number of 17. The outer
valence shell needs only one electron to fill its valence
orbit. When it accepts an electron, stability is increased but
the atom acquires a net negative charge and becomes an
anion. As you would suspect, ionic bonds are common
between atoms with one or two valence electrons in
metallic elements (e.g., sodium, calcium, and potassium)
and elements with seven valence electrons (e.g., chlorine,
fluorine, and iodine). Most ionic compounds exist as salts.
When dry they form highly organized crystals because of
their ionic bonds. In aqueous environments, salts dissociate

to produce ions. Many more common ions (Ca*?, Na*, K,
C17) are critical to normal cellular physiology because of



their roles in the regulation of the activity of many enzymes
and are significant in the maintenance of polarity across
cell membranes. Calcium, which is the most abundant
essential mineral in the body, is especially important. It not
only is critical for the activation of various cytoplasmic
kinases, but it is also essential for muscle function, and in a
more stable form (hydroxyapatite—Ca;¢(PO,4)g(OH,)) it is a
fundamental part of the inorganic, extracellular structure of
bone. This likely explains the reason for the lack of finding
shed antlers or skeletal remains of animals in rural areas.
Other animals, especially rodents use these materials to
supply their mineral needs.

Maintenance of ionic gradients across the plasma
membrane of cells uses about one-third of basal energy
generated from ATP hydrolysis. Na-K ATPase protein
transporters in the plasma membrane move Na* and K*
against their concentration gradients (energy-requiring) so
that concentrations of intracellular Na* are about 10-fold
lower inside than outside the cell (~15 vs. 150 mEq/L) with
the opposite for K* ions (~14 vs. 140 mEq/L). Because
these ions passively move down their concentration
gradients, the ATPase pumps must be constantly active.
Somewhat like the bilge pumps of a boat that act to
constantly remove water that leaks or splashes into the
boat. The transporters link sodium and potassium

movement so that each action of the protein ejects 3Na*t

out of the cell and carries 2K™* ions into the cell. Coupled
with the fact that the membrane is slightly more permeable
to K™ than Na™* under basal conditions, the action of the
ATPase protein maintains the ionic and electrical gradient
across the cell membrane. These actions, combined with
the accumulation of cellular proteins cause the production
of an electrical gradient across most cells of about —40 mV
(inside relative to outside). Many cells, especially nerve



cells, take advantage of changes in ion concentrations or
polarity for cell signaling. The activity of chemical and
voltage-regulated gates for sodium and potassium
(transporter proteins) explains the abrupt changes in
membrane potential that occur during nerve transmissions.

Aside from transferring electrons, the sharing of electrons
between atoms stabilizes atoms as well. In these cases, the
valence orbits of the two atoms are shared. This is the
essence of covalent bonds. If a single pair of electrons is
shared, this creates a single covalent bond. This is shown as
a single line connecting two atoms. In other cases, atoms
can share two or three electron pairs, this produces double
or triple covalent bonds that are illustrated by double or
triple lines between atoms (O—O) as in O, gas or (N N) in

N, gas (see Fig. 2.18). Some atoms are considered

relatively reactive and others are relatively inert. Figure
2.26 shows the atomic structure of some example atoms
and explains the reason for these differences.

Carbon is an especially abundant cellular atom. It has four
electrons in its outer or valence orbit, but stability is
achieved when the orbit is filled (eight electrons). This
means that there are numerous possibilities for sharing
electrons to achieve stability. One possibility is to create a
sharing of four electrons from four distinct neighbors. This
would be the case in the creation of methane gas (CH,).

Because hydrogen needs either to lose an electron or gain
another to complete its outer valence orbit, sharing
between the single carbon atom and four hydrogen atoms
satisfies both atoms. Numerous examples of covalent bonds
involving carbon atoms are shown in the structures of
neutral lipids (essentially hydrocarbon chains),
carbohydrates, and proteins (see Figs. 2.2, 2.18, and 2.20).
By convention, carbon atoms are not explicitly shown but
are understood to be positioned at line intersections. A



simple example of double bonds is the sharing of electrons
between a carbon atom and two oxygen atoms. In carbon
dioxide (CO, or O=C=0) sharing of electrons is equal

between the atoms. Because there is no separation of
charge this covalent bond is also called a nonpolar covalent
bond. Nonpolar covalent bonds are common. For example,
consider the fatty acid tails of the phospholipids in cellular
membranes (see Fig. 2.3). Our prior discussion of water
(see Fig. 2.1) illustrates an example of a polar covalent
bond. In these instances, like spoiled children, one or more
atoms of the bond unit have a greater capacity to attract
the shared electrons. Because the electrons spend more of
their time in orbit near the stronger partner, these covalent
bonds produce a separation of charge. In other words, on
average there is a separation of charge, one area of the new
molecule has a net negative charge (shared electron(s)
more often in this region) and a net positive charge (shared
electrons more often playing next door). As a rule, small
atoms with six or seven valence electrons (oxygen,
nitrogen, and chlorine) are better able to attract electrons
and thus described as being strongly electronegative. These
atoms favor “hogging” shared electrons to complete their
valence orbital shells. Atoms with only one or two valence
electrons are more likely to relinquish control of shared
electrons and are therefore described as electropositive
atoms. Examples of these include hydrogen, potassium, and
sodium. If you ponder the difference between polar and
nonpolar covalent bonds, it should be easy to imagine why
molecules with an abundance of polar covalent bonds easily
dissolve (associate) with water. Conversely, molecules with
few or any polar covalent bonds, lipids, for example, have
little capacity to interact with the abundant polar water
molecules in our cells and bodies.
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Fig. 2.26 Examples of chemically reactive and inert atoms.
The red balls depict electrons in orbit around the nucleus of
each atom. Helium and neon with filled valence orbits have
little incentive to interact with neighboring molecules. In
contrast, oxygen, carbon, and hydrogen need a change in
the number of valence electrons to complete their outer
shell of electrons and maximize stability.

Chemical Reactions

It is apparent that living processes depend on an almost
bewildering array of chemical reactions. Molecules in our
food or in the rations fed to our animals are destroyed
(chemical bonds broken) to supply intermediate molecules
for building blocks, that is, consider hydrolysis of plant
starches to supply glucose for production of glycogen in
liver cells. Some of the glucose is oxidized to produce ATP
needed to supply cellular energy. DNA and RNA are
synthesized as cells flourish and grow. How do we organize
and make sense of these reactions? Fortunately, despite the
number of individual molecules involved, patterns begin to
evolve. For example, the breaking down of bonds between
the glucose and fructose in the disaccharide sucrose or the
peptide bonds between alanine and lysine in a protein
molecule are both hydrolysis reactions. Chemical reactions
occur when chemical bonds are created between atoms,
chemical bonds between atoms are broken, or when
chemical bonds are rearranged. A common illustration is to
denote the reactions in simple symbolic expressions as
chemical equations. For example, the combination of
carbon and oxygen to create carbon dioxide could be
written in the following manner.



20 + C — CO.s.
(reactants) (product)

This is an example of a synthesis reaction that requires the
formation of new chemical bonds. This is expressed by the
following expression: A + B —» AB. Simplistically, such
reactions explain the anabolic side of metabolism. Figure
2.18 shows an example of a synthesis reaction between two
amino acids to create a dipeptide. The opposite of this is a
decomposition reaction. These are often hydrolysis
reactions because of the addition of water to complete the
reaction. The expression AB — A + B gives a generic
example of such a reaction. Specific examples would
include the cleavage of glucose monomers from glycogen,
the cleavage of peptides from a dietary protein by enzymes
in the intestinal lumen, or the initial reactions of beta-
oxidation—the process that acts to catabolize two carbons
at a time from fatty acids chains. These are all examples of
catabolic reactions.

Another type of reaction is the exchange reaction. As the
name suggests, in this case, a functional group is moved
from a donating molecule to a receiving molecule. These
expressions AB+C—->AC+BorAB+CD—-AD+CB
illustrate such common reactions. For example, the
nucleotides ATP or GTP are frequent donors of a phosphate
group to another molecule. A very large family of enzymes
called kinases catalyze these phosphorylation reactions. As
apparent in our discussion of cell signaling, many important
regulatory enzymes are themselves controlled by their
phosphorylation state. Some of these proteins activate
when a phosphate group is added but others are inhibited.
Other examples also abound. For example, the first step in
the catabolism of glucose in the biochemical pathway,
glycolysis, involves the introduction of phosphate to
produce glucose-6-phosphate catalyzed by the enzyme



hexose kinase. Other exchange reactions transfer amino
groups to allow the generation of nonessential amino acids.
For example, the enzyme, alanine-pyruvate transaminase,
functions to promote the transfer of amino groups from
most amino acids to generate alanine by adding the amino
group to pyruvate.

A final class of reactions to consider is the oxidation-
reduction reaction. These reactions are central to the
catabolism of nutrients to manufacture ATP. Failure of
these reactions, as occurs in the absence of oxygen, results
in death. The essence of the reactions is the exchange of
electrons between reactants. The molecule or atom that
loses the electron (electron donor) is described as oxidized.
The reactant that accepts the electron is said to be reduced.
Many of these reactions involve the transfer of hydrogen
(which of course includes the electron). These reactions are
key in our discussion of aerobic respiration.

Significance of Enzymes

It is difficult to overstate the importance of enzymes in
cellular metabolism. Without the presence of enzymes to
catalyze the numerous biochemical reactions required for
anabolic and catabolic activities, life would cease. All
enzymes are globular proteins that act as promoters of
various but specific chemical reactions. Reactants must be
present in the cell but rates of reaction for virtually all
biologically relevant processes are nonexistent if the
required enzymes are absent or defective. As catalysts,
enzymes accelerate reaction rates. However, the enzymes
do not become altered in the process. The enzyme can be
thought of as a kind of biochemical matchmaker. Binding
sites for substrates allow for close association of the
substrates, a lowering of activation energy, and an
enhanced opportunity for the reaction to take place.
Because of the critical nature of the substrate binding sites



on the enzyme, even small changes in conditions can
perturb the arrangement of amino acids around the binding
site, rendering the enzyme ineffective (see Fig. 2.19).
Because of the unique nature of the binding site, enzymes
are highly specific. For example, the enzyme hexose kinase,
which adds a phosphate group to glucose, has no capacity
to add a phosphate group to fructose, even though both
molecules are hexose sugars.

Some enzymes are functional just as they are synthesized,
that is the protein alone. Other enzymes require the
presence of a particular ion (often a trace mineral such as
Mg, Co, Cu, and Mn) in their environment. These ions are
thought to maintain the active binding site of the enzyme in
the appropriate conformation for reactants to bind. These
aids to enzyme function are called cofactors. Still, other
enzymes operate in combination with organic molecules
called coenzymes that are essential for the enzyme to carry
out its function. Coenzymes assist some groups of enzymes
by acting as carriers of various specific functional groups or
electrons (hydrogen atoms). Many coenzymes are derived
from vitamins, which explains the need for these substances
in the diet. For example, the B vitamins riboflavin (B,) and

niacin (B3) give rise to flavin adenine dinucleotide (FAD)

and nicotinamide adenine dinucleotide (NAD), respectively.
These cofactors become reduced because of carbohydrate
catabolism. When membrane bond enzymes in the
mitochondria subsequently oxidize them, a portion of the
energy associated with these electron transfers is utilized
to drive the synthesis of ATP. Finally, some enzymes are
composed of more than one protein. Some enzymes are also
first synthesized as pro or precursor enzymes that only
become active when they reach the area where they are to
be used. For example, digestive enzymes synthesized by
pancreatic cells are secreted into ducts where the enzymes
are mixed with alkaline secretions and dumped into the



lumen of the small intestine. The enzymes only become
functional when they enter the lumen of the intestine. This
is an important safety mechanism. Because these enzymes
can hydrolyze a wide array of cellular proteins,
inappropriate activation of the enzymes at the time of
synthesis and secretion could degrade your own pancreatic
tissue. This is clearly undesirable.

Table 2.7 Enzyme classifications.

Enzyme Class Action Example

Oxidoreductases Oxidation- Lactate
reduction reactions dehydrogenase
(electron-hydrogen

transfer)

Transferases Transfer of groups Hexose-6-
(other than phosphotransferase
hydrogen between (hexose kinase)
substrates)

Hydrolases Cleaves ester, Amylase

peptide, and other
types of bonds

Lyases Removes groups Aldolase
leaving behind
double bonds

Isomerases Interconversions of Phosphohexose
optical or isomerase
geometric isomers

Ligases New bonds to link Glutamine synthase
together two
substrates

Most enzymes are named based on the reactions they
catalyze or the substrates upon which they act. For
example, enzymes that cleave starch molecules are called



amylases, those that cleave proteins are called proteases,
lipases break down lipids, and so forth. Others are
designated as dehydrogenases because they act to remove
hydrogen atoms or decarboxylases for the removal of
carboxyl groups. Unfortunately, there are often multiple
names applied to the same enzymes and traditional names
remain in usage. For example, the small intestine enzyme
chymotrypsin is a hydrolase but more specifically it is a
proteinase and further a serine proteinase because this
defines the catalytic mechanism by which the enzyme
cleaves proteins. The International Union of Biochemistry
promotes a very systematic nomenclature for the naming of
enzymes. However, in much of the physiological literature
common and general names for enzymes abound. Table 2.7
provides a six-level classification of enzymes along with
examples.

Three steps occur in enzyme action. Step one is substrate
binding to the active site of the enzyme (formation of the
enzyme-substrate complex). This binding induces a
conformation change in the protein that allows the
rearrangement of the substrates and formation of the
product (step two). The third step is the release of the
products from the enzyme. This happens because the newly
created product no longer has a shape that is compatible
with the active site of the enzyme. Enzymes function by
reducing activation energy. Some chemical reactions can be
promoted in the test tube by heating the reactants. This
increases kinetic and thermal energy makes collisions
between substrates more frequent, thereby reducing the
required activation energy. Lowering activation energy in
this manner in cells is not feasible. For example, one of the
consequences of a high fever is the degradation of some
proteins. By mechanisms that are poorly understood,
binding a substrate(s) to its specific enzyme lowers
activation energy. The significance is profound. Compared



with non-catalyzed conditions, rates of reaction increase a
million or more-fold. Just as remarkable, once the product is
released, the enzyme is free to repeat the process
thousands of times. Indeed, some cellular enzymes remain
in the cell for extended periods before they must be
replaced. Figure 2.27 illustrates the idea of lowered
activation energy and mechanisms of enzyme action.

Extracellular Environment and Cell
Function

Animal cells are continually bathed in extracellular liquid
called interstitial fluid that is mostly derived from blood. It
is like blood plasma but contains few if any blood cells
(some wandering leucocytes are sometimes present) and
blood clotting factors are absent. Other electrolytes,
nutrients, and water are abundant. The movement of these
compounds into and out of cells is controlled by both
passive and active mechanisms. The health of the cells
depends on the fact that the plasma membrane is
semipermeable and selective. This means that some
substances are allowed to pass across the membrane, but
others are not. As you might guess, nutrients are readily
captured, waste products secreted, and many potentially
harmful substances excluded. The purpose of this section is
to characterize some fundamental properties related to
cellular transport and maintenance of the cellular
environment within appropriate boundaries. As noted
previously, maintenance of normal concentrations of
nutrients and ions in body fluids is an important part of
homeostasis.
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Fig. 2.27 Significance of activation energy. Panel (A)
demonstrates the effect of lowering activation energy on
the chemical reactions. Enzyme-catalyzed reactions are
markedly enhanced. In panel (B), the mechanism of enzyme
action is depicted. Each enzyme is highly specific; only
substrates capable of binding to the active sites will be
affected. In step 1, the enzyme-substrate complex is
formed. In step 2, internal rearrangements occur, and
substrates are covalently linked. In step 3, the new product
is released, and the enzyme is free for another round of
activity.

Osmosis

The diffusion of solvents, water, for example, through a
selective or semipermeable membrane is called osmosis.
Water transport occurs when there is a difference in the
relative concentration of water molecules across the
membrane. If both sides of a water-permeable membrane
are exposed to distilled water, there is no net movement of
water molecules. Just as many molecules would randomly
move in either direction across the barrier. If, on the other
hand, a substance (solute) was dissolved in the water on
one side of the membrane but not the other, the relative
number of water molecules per unit volume would be
decreased on the side of the membrane with the solute. If
the membrane were impermeable to the dissolved
substance but permeable to the water, then water
molecules would begin to leave the area with the higher
concentration of water molecules and pass across to the
opposite side. The movement of solvent in this manner is
called osmosis. Figure 2.28 illustrates the effects of
membrane permeability on diffusion and osmosis. In the
open system illustrated in the figure, differences in
osmolality drive the movement of water molecules until
hydrostatic pressure becomes sufficiently high to resist



continued movement. Movement of water molecules to a
region of greater solute concentration can be prevented by
applying pressure. The pressure required to prevent the
migration of solvent molecules is the effective osmotic
pressure of the solution.
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Fig. 2.28 Diffusion and osmosis. The upper panels
illustrate the process of simple diffusion. At the beginning
(A), two sides of a u-tube are separated by a membrane that
is permeable to the solute (red particles) in the left arm of
the tube. Over time (B), the solute molecules diffuse down
their concentration gradient to areas of lower
concentration. With sufficient time, the solute molecules
become equally dispersed throughout the entire solution.
The lower panels demonstrate osmosis. Two sides of the u-
tube are separated by a semipermeable membrane that is
permeable to the solvent (indicated by the green coloring)
but not the solute (red) molecules (C). Because the right
side of the tube has a greater concentration of solvent
molecules, they move from the right side through the
membrane. Migration continues until the hydrostatic
pressure equals the osmotic pressure (D). Note the
difference in the levels of liquid (arrows) after the
experiment has continued for some time.

If we consider the cytoplasm of the cell (or the aqueous
environments of many cellular organelles), there are
multiple opportunities for varying concentrations of solutes
and corresponding differences in osmolarity across these
membranes as well as between the cytoplasm and the
outside interstitial fluid. Because the membrane-bound
compartments are permeable to water, osmosis has
dramatic effects. For these reasons, it is important that the
osmolarity of interstitial fluids and consequently blood be
maintained within narrow boundaries. Changes in the
osmolarity of the solutions bathing cells can cause cells to
either shrink or swell. The capacity of a solution to affect
the tone or shape of cells by modifying the internal water
volume of the cell is called tonicity. A typical value for blood
plasma or interstitial fluid is about 300 mOsm 1/L. Cells
exposed to solutions with the same osmolarity or tonicity,
as blood plasma will retain their normal shape. Such



solutions are described as isotonic. Examples include 0.9%
saline (NaCl) or a 5% glucose solution. These solutions are
routinely used for the preparation of intravenous
treatments because the solutions have no impact on normal
cell volume. Solutions with a greater effective osmotic
pressure than blood are hypertonic and those with lesser
effective osmotic pressures are hypotonic. Cells placed in a
hypertonic solution lose water and shrink. Cells placed in
dilute (hypotonic) solutions swell. As an extreme example, if
cells are placed in distilled water, there are no dissolved
substances, so water molecules enter the cells until the
cells rupture. Figure 2.29 illustrates the responses of red
blood cells incubated in isotonic, hypertonic, or hypotonic
solutions.

Osmotic pressure (P) is related to temperature and volume
such as the pressure of a gas as described in the following
equation:

nRT

vV
In this expression, n is the number of particles, R is the gas
constant, T is the absolute temperature, and V is the
volume. In usual physiological circumstances, R, T, and V
are essentially constants. This means that the primary
factor affecting osmotic pressure is the number of particles
or solute molecules per unit of solvent. With ideal solutions,
the osmotic pressure can be easily predicted. For example,
if the solute under consideration ionizes completely, each
molecule or particle is osmotically active. For example, 1
mole of NaCl per liter of water (58 g) would yield a 2 osm or
2000 mOsm solution. This is because NaCl dissociates
completely so that each Na and Cl ion exerts an osmotic
effect. By contrast, 1 mole of glucose (180 g) per liter would
produce a solution with an osmotic pressure of only 1 osm
or 1000 mOsm. For solutes that do not ionize the molarity



and osmolarity of the solution are the same. However, it is
important to consider if the solute under consideration is
penetrating or nonpenetrating relative to the cell
membrane. If cells are exposed to a 300 mOsm solution of a
penetrating solute, the solute will enter the cells, the
relative water concentration outside the cell increases
proportionally and water then enters the cells. The solution
effectively becomes more hypotonic overtime. In addition,
biological fluids are not ideal solutions. Interactions
between molecules or partial dissolution of ionizing
substances mean that simply knowing the concentrations of
various substances in blood, lymph, or urine, for example,
cannot be used to accurately calculate osmolarity.
Fortunately, it is possible to measure osmolarity by indirect
means. The temperature at which a fluid freezes is directly
related to the osmolarity of the solution. Thus, the effective
osmotic pressure of even complex solutions can be
determined by measuring freezing point depression.



Isotonic




Fig. 2.29 Significance of tonicity. The consequence of
placing red blood cells in solutions with differing tonicity
values is illustrated. In panel (A), cells are in an isotonic
solution. Because the relative number of water molecules is
the same inside and outside the cell, there is no net
movement of water molecules and no change in cell volume.
In panel (B), cells are placed in a hypotonic solution. Here
the number of water molecules outside is much greater
than on the inside, so water enters and rapidly swells the
cells. In fact, if the solution is sufficiently hypotonic, the
cells will rupture. This is shown on the left. These are
remnants of red blood cell membranes. Panel (C) shows the
effect of suspending cells in a hypertonic solution. Because
the relative numbers of water molecules are greater inside,
the cells lose water, and they shrink. This is called
crenation and is characterized by the spikes of the cell
membrane shown on the left.

Transport Mechanisms

Passage of molecules into and out of cells and across
organelle membranes occurs by either active or passive
transport. For passive mechanisms, there is no direct
energy expenditure by the cell. Active mechanisms, in
contrast, require metabolic energy. Table 2.8 provides a
listing of the membrane transport processes.

As illustrated in Figure 2.9, simple diffusion is the tendency
for molecules to disperse evenly throughout a solution.
Substances that are small, nonpolar, and lipid-soluble
readily pass across cell membranes. Examples are oxygen
and carbon dioxide. Because oxygen concentrations are
virtually always higher in the blood and interstitial fluid
than in the cytoplasm, oxygen continually diffuses into cells.
Similarly, carbon dioxide is nearly always higher inside the
cells, because of metabolic activity, so carbon dioxide is
continually diffusing out of the cells. Most water-soluble



molecules cannot simply diffuse through the cell
membrane. This is because these polar molecules cannot
“dissolve” in the fatty acid tails of the phospholipids of the
lipid bilayer of the membrane. However, if the substance is
small enough, it can pass through the plasma membrane by
passing through water-filled pores. Integral membrane
proteins that span the entire width of the cell membrane
create these pores. This means that substances that are
sufficiently small and polar can essentially diffuse across
the membrane by interacting with the water associated
with these membrane-spanning proteins. Some of the pores
are always available but others can be regulated. For
example, in the cells of the kidney tubules, specifically the
collecting ducts, the permeability of the cells to water
uptake by osmosis is variable. This reflects changes in the
conformation of these pore-forming proteins. When
antidiuretic hormone (ADH) concentrations are elevated,
the pores are widely available so that much of the water in
kidney filtrate is recovered. When the secretion of ADH is
inhibited, more of the pore-forming proteins acquire a
conformation that impairs water movement, so urine
production increases and the urine produced is more
diluted (Box 2.2).



Table 2.8 Summary of transport processes used by cells.

Transport
Type
Passive

Simple
diffusion

Facilitated

diffusion

Osmosis

Filtration

Active

Active
Transport

Exocytosis

Energy
Source

Kinetic
energy

Kinetic
energy

Kinetic
energy

Hydrostatic
pressure

ATP

ATP

Description

Movement of
molecules down
a concentration
gradient

Like simple
molecule bound
to a carrier

Basically,
simple diffusion
of water via a
semipermeable
membrane

Movement of
water and
solutes through
a
semipermeable
membrane by a
pressure
gradient

Move a solute
against a
concentration
gradient

Secretion of
cellular
products via
fusion of

Example

Transfer of
oxygen, some
ions

Transfer of
glucose into
cells

Water transport

Transfer of
water and
solutes from
capillaries

Secretion of
milk proteins
and lactose



Transport Energy
Type Source

Phagocytosis ATP

Bulk-phase ATP
endocytosis

Receptor- ATP
mediated
endocytosis

Description Example

membrane-
bound secretory
vesicles

So-called cell- Removal of
eating ameboid- foreign debris
like engulfing of or dead cells by

extracellular macrophages
materials by

pseudopodia

So-called cell- Occurs
drinking, essentially in all
involves the cells

appearance of
depression of
the plasma
membrane and
progressive
incorporation of
fluid-filled

vesicles

Ligand binding Uptake of

to surface cholesterol and
receptors iron;

causes the downregulation
clustering of of protein
bound hormone
receptors in receptors

clathrin-coated
pits which are
then taken into
cells for



Transport Energy Description Example
Type Source

processing by

lysosomes



Box 2.2 Practical anatomy and physiology

Certainly, the plasma membrane is a barrier to
extracellular space. It was long believed that water
simply passed across cell membranes by diffusion.
However, the realization that water transport varied
dramatically in different membranes, for example,
proximal tubular cells versus cells of the ascending loop
of Henle in the kidney led to the discovery of proteins
called aquaporins (AQPs). These membrane-spanning
proteins are especially abundant in cells such as those in
the kidney nephron and are believed to be long sought
after “water channels or pores” hypothesized in the past.

The first of these proteins was identified in 1992 (Benga,
2012). A recent review, Zhu et al. (2023), describes at
least 13 of these proteins divided into three groups: (1)
classic aquaporins, (2) aquaglyceroporins, and (3)
unorthodox aquaporins. Aquaporin 3 seems to be
especially relevant in the GI tract with involvement in
diarrhea and irritable bowel syndrome. Skowronski
(2010) reported the expression of AQPs 1, 5, and 9 in the
pig uterus during the estrous cycle and early pregnancy,
thus suggesting that changes in AQPs are involved in
changing the uterine environment to support
reproduction. Oberska and Michalek (2021) reviewed
studies suggesting the importance of multiple
aquaporins in the male reproductive tracts of cattle,
sheep, horses, pigs, and poultry. Zhang and Yang (2023)
expanded the relevance of aquaporins to include both
male and female reproductive tracts.

Given the complexity of sperm and semen production the
importance of the localized environment necessary for
the creation, maturation, and transport of spermatozoa,
and the role of the female reproductive tract in sperm




transport, fertilization, implantation, etc. it is no surprise
that the aqueous environment of male and female
reproductive tracts must be carefully controlled if
reproduction is to be successful.

. J

Many important nutrient molecules, glucose, and certain
amino acids are too polar to dissolve in the lipid bilayer for
diffusion and too large to pass into the cells by passage
through the plasma membrane pores or channels. These
substances nonetheless pass into the cell by diffusion
because they can interact with carrier proteins located in
the plasma membrane. Precise mechanisms for this
transport process are not well understood. However, it is
generally believed that binding of the substance to be
transported causes a conformational change in the protein
carrier that acts (1) to shield the molecule from interactions
with the lipid bilayer and (2) to simultaneously move the
molecule across the membrane. With the change in
conformation, the carrier protein can no longer bind the
molecule, so it is released to the inside of the cell. This type
of transport is called facilitated diffusion because
substances transported still must pass down their
concentration gradients, but the presence of the carrier
proteins is required to mediate the transport. Unlike simple
diffuse, there are limitations. First, the carrier proteins
themselves are typically highly specific. For example,
carrier proteins that facilitate the diffusion of glucose
would not be expected to also transport ribose. Secondly,
the process can be saturated. This is essentially the reason
why diabetic animals have glucose in their urine. Under
normal conditions, a combination of facilitated diffusion and
active transport can remove and recover all the glucose
molecules that appear in the kidney filtrate. However,
concentrations of glucose in the blood and consequently the
urinary filtrate of an animal with diabetes can be many




times higher than normal. Because the number of transport
proteins in the membrane of the kidney tubule cells is
limited and the rate of transport finite, not all the glucose
can be removed before the fluid passes out of the nephron
and into the renal pelvis. This is an example of saturation.
Simply put, when all the binding sites are occupied, the rate
of transport is maximized. This rate of transfer, called the
Vnaxs 1S unique for each class or type of carrier protein. The

capacity of the carrier to function is also affected by the
relative ability of the binding site on the carrier protein to
attract and hold the molecule for transport. This attraction
is described as affinity. Carrier proteins with high affinity
for their transport partner can sequester, bind, and
transport their partner molecules even when concentrations
are very low. Estimating the Ky; or binding constant for this

interaction provides a quantitative measure of affinity. The
Ky is the molar concentration at which half of the carrier

proteins are occupied. The lower this value the greater the
affinity. Interestingly, similar aspects apply related to the
binding of hormones to their specific receptors.

Carrier proteins may also be affected somewhat like
enzymes. Competitive inhibitors can block the binding of
the ligand (molecule to be transported). These inhibitor
molecules essentially compete for the same binding site. In
some cases, the competing molecule is transported but not
in other cases. Some inhibitors can bind to regions other
than the ligand-binding site of the carrier protein and
induce a change in conformation that then makes the usual
binding site incapable of interacting with the transport
molecule. These effects are like the actions that serve to
modulate enzyme activity. Carrier proteins that facilitate
the transport of a single molecule or class (single binding
reaction) across the membrane are called uniporters or
uniport transporter proteins. Their V., and Ky, values



determine the rate of reaction for these carriers. Other
transporters are more complicated because the transfer of
one solute depends on the simultaneous binding and
transport of another molecule. If the molecules for
transport move in the same direction, the carrier is called a
symport (something like a symbiotic relationship) but if the
molecules move in opposite directions the carrier is called
an antiport. Clearly, the kinetics that affect the actions of
symport and antiport carriers are more complex than for
simple uniport carriers. As an example, consider the uptake
of glucose. Most animal cells have uniport carriers that take
up glucose from the extracellular fluids where its
concentrations are usually higher than in the cytoplasm.
This is a passive transfer that depends on facilitated
diffusion. However, intestinal and kidney cells continue to
take up glucose even when concentrations are low. They
actively sequester glucose across their membranes via a
symport carrier linked with the diffusion of Na into the cell.
In other words, the movement of Na down its concentration
gradient allows for the coupled transport of glucose into the
cell. While cellular energy is not directly needed,
maintenance of an effective concentration gradient for Na
does require energy. Figure 2.30 illustrates differences
between simple diffusion and carrier-mediated diffusion as
well as theoretical models of three types of carrier proteins.

Filtration is the physical process whereby water and solutes
are forced through a membrane or a capillary wall by
simple hydrostatic pressure. Despite the nonselective
nature of this type of transport, it is critical for many
physiological functions. The creation of urinary filtrate or
movement of fluids across capillary beds throughout the
body demonstrates physiological filtration. Filtration is
considered passive, but it is obvious that pressure in the
cardiovascular system depends on continued cardiac
activity and the muscle tone of arteries.
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Fig. 2.30 Carrier protein-mediated transport properties. In
panel (A), the kinetics of simple diffusion compared with
carrier-mediated transport are shown. For simple diffusion,
the rate is directly proportional to the concentration of the
transported molecule. Carrier-mediated transport shows a
maximal rate (V. regardless of further increase in

concentration. The concentration at 1/2 V., iS an estimate
of the binding affinity (Ky;). Panel (B) illustrates the action

of a uniport carrier protein. Step (A) shows the binding of
the transport molecule to the protein, followed by a change
in carrier conformation (B), and then the release (C) of the
molecule to the inside of the cell. Symport carriers follow a
similar pattern except that solute molecules (red and green
symbols) bind and are transferred simultaneously in the
same direction. In antiport carriers, the transport of one
molecule depends on the simultaneous binding and transfer
of another molecule in the opposite direction.



Hydrolysis of ATP and release of chemical bond energy that
fuels the transport of substances across membranes is
active transport. Mechanisms are variable but fall into two
broad groups. The first, like facilitated diffusion, depends
on specific membrane carrier proteins. The second is the
formation and uptake of vesicles. Carrier-mediated
transport is specific, but unlike diffusion processes, moves
molecules against their concentration gradients. In primary
active transport, ATP is used to phosphorylate the carrier
protein. The binding of the phosphate group to the protein
alters its conformation. This causes the transport molecule
to be shuttled across the cell membrane and released. One
of the best studied of these carriers is the sodium-
potassium ATPase pump. The carrier in this instance is a
membrane-bound enzyme that cleaves ATP and functions to
maintain steep gradients for Na* (~10-fold higher outside)
and K* (~10-fold higher inside) relative to the plasma
membrane. These ion gradients are essential for normal
signaling in nerve cells and the initiation of muscle
contractions. Another example of active transport is closely
linked with muscle activity. When muscle contraction
occurs, the cytoplasm of the cell is flooded with calcium. To
regulate contraction events, calcium ions are pumped uphill
back into storage inside the sarcoplasmic reticulum or back
out of the cell in some situations. The working of the
sodium-potassium ATPase pump is illustrated in Figure
2.31.

In addition to its relevance in maintaining Na and K
gradients and osmotic balance, the sodium-potassium
ATPase pump is also responsible for the transport of many
important molecules. This is called secondary active
transport. With greater concentrations outside the cell and
the fact that the inside of the cell has a net negative charge,
there is a continuous electrochemical gradient that

promotes the diffusion of Na*t ions back into the cell. This is



a bit like filling a pond behind a dam. Open a sluice and the
water pours. The energy of the water flow can be used to
spin a turbine to produce electricity or as in the 1800s to
turn grinding wheels to produce corn meal or flour. The cell
can take advantage of energy from this downhill diffusion of

Nat by linking it with the uptake of other important
molecules. For example, recovery of glucose and some
amino acids, against their concentration gradients, can be
achieved in this manner. This is illustrated in Figure 2.32.
Ion gradients are critical for the actions of many different
membrane transport systems. Some of these are like the
symport for glucose. For example, other specific symport
carriers are also linked with the electrochemical gradient
for Na* cotransport uptake of some amino acids and other
sugars. Ion gradients are also important in the operation of
the antiport carrier that operates in the membrane of cells
in the gastric pits in the stomach to regulate the pH of
gastric juices by secretion of HCI.

In addition to the transport involving specific membrane
carrier proteins, substantial numbers of molecules
associated with the cell surface or molecules simply
positioned near the surface can be moved into the cells by
either pinocytosis (engulfment of fluids) or endocytosis
(engulfment of particles). Both processes require energy.
Control of endocytosis is complex and poorly understood. In
some cases, the process is receptor mediated. That is the
binding of a specific ligand to proteins on the cell surface
initiates a cascade that leads to endocytosis of the receptor
and associated ligand. This process often begins in areas of
the membrane containing clathrin-coated pits. These
endocytosed receptor proteins can be processed in at least
three different ways, depending on the receptor-ligand
combination and cellular conditions. Multiple vesicles are
believed to fuse to create a larger membrane structure
called an endosome, from which smaller vesicles bleb or



bud. A common fate is for receptors to be recycled to the
same region of the membrane (recycling), to another area
of the membrane (transcytosis), or to be shuttled to
lysosomes for destruction. As for pinocytosis, it is generally
believed that essentially all cells continually ingest bits of
their plasma membrane along with fluids via the continuous
generation of these very small vesicles.



Fig. 2.31 Action of ATPase pumps. In step 1, Na ions from
the cytoplasm bind to three sites on the protein. In step 2,
complete loading stimulates the hydrolysis of ATP and
phosphorylation of the protein. Phosphorylation causes a
conformation shift and unloading of Na ions to the outside
of the cell (step 3). Unloading of Na exposes two K binding
sites available to K ions from the extracellular space (step
4). Complete loading of K ions (step 5) triggers the release
of the phosphate group and the release of K ions to the
inside of the cell (step 6). Once K ions are released, the
protein returns to the conformation as in step 1 and is
ready for the loading of Na ions once again.



Sodium- Na+-glucose
potassium symport
pump transporter

Fig. 2.32 The sodium-potassium ATPase pump and sodium-
glucose symport. As detailed in Figure 2.31, the Na-K pump
maintains a gradient so that concentrations of Na are
higher outside the cell. As Na ions diffuse down their
electrochemical gradient, the inside of the cell also has a
net negative charge, and the movement of Na is linked with
the simultaneous transfer of glucose into the cell
(transporter on the right). With respect to glucose uptake,
this is sometimes called secondary active transport,
because ATP is not directly required for action of the

glucose-Nat symport, but it is needed to create and
maintain the Na't gradient across the cell membrane.

Specialized blood-related cells, especially neutrophils and
macrophages actively, undergo phagocytosis. This process
is familiar from our images of amoeba surrounding food
particles. Similarly, these leucocytic cells send pseudopods
around cell debris or bacterial cells and engulf the material.
The ingested material is captured in a membrane-bound



body called a phagosome. Usually, this is followed by fusion
with lysosomes to degrade the material. Interestingly, in
some cases, protein fragments from the degraded material,
especially in the case of foreign substances, are returned to
the cell surface so that other leucocytes can detect it.
Macrophages and other immune cells that carry out this
activity are called antigen-presenting cells. This process
allows other immune cells to generate memory cells and
initiate the production of antibodies against the foreign
invader. Figure 2.33 illustrates types of endocytosis and the
trafficking associated with endocytosis.



Chapter Summary

While the definition of living has been stretched to include
viruses and perhaps prions, for animal physiology, the cell
is the fundamental unit of life. Combinations of cells create
tissues, groups of tissues lead to organs, and groups of
organs physiological systems. Four principles are derived
from cell theory.

« The cell is the primary structural and functional unit of
living organisms.

- The function of organisms depends on cell activity.
« Cell biochemistry is dictated by cellular organelles.

« Propagation of life depends on cellular activity.

Cells and Organelles

The combinations of structures within cells allow for
specific functions but common features of nearly all cells
include: the cell membrane, mitochondria, nucleus,
nucleolus, Golgi, ribosomes, RER, microtubules,
microfilaments, and inclusions (lysosomes, peroxisomes,
secretory vesicles). The structure of the plasma membrane
and membranes surrounding many internal organelles are
similar. Each exhibits an inner and outer leaflet of highly
polar “heads” of phospholipids and an internal leaflet
consisting of the nonpolar tails of the phospholipids. In
addition, integral membrane proteins are incorporated in
either the inner or outer phospholipid leaflets or may span
the entire membrane. Many of these proteins function as
receptors for hormones and GFs or are involved in signaling
related to immune function. This membrane structure is
frequently described as a fluid mosaic model. Centrioles are
a specialized arrangement of cellular proteins and



microtubules that appear in cilia and flagella. They are also
critical in cell division as they organize and direct the
movement and separation of the chromosomes when the
cell divides during mitosis.






Fig. 2.33 Processing of vesicles derived from receptor-
mediated endocytosis. Processing of vesicles derived from
receptor-mediated endocytosis is illustrated in panel (A).
Once vesicles enter the cell they fuse to produce the
endosome. Vesicles that bleb from the endosome are
subjected to one of three fates. Many of the receptor
proteins are returned to the plasma membrane to be reused
at the original site (recycling) or in a different location of
the plasma membrane (transcytosis). Other vesicles along
their proteins (receptors and/or ligands) are degraded by
lysosomal enzymes following fusion. Panel (B) illustrates a
specialized type of endocytosis (phagocytosis) that is
employed by certain white blood cells. Macrophages, for
example, identify cellular debris or perhaps bacterial cells
for engulfment. Cytoplasmic extensions called pseudopods
extend and surround the targeted particle (1). The material
is engulfed and captured in a vesicle called a phagosome
(2). Fusion between the phagosome and lysosomes (3) leads
to the destruction of the captured material (4). The next
two panels (C and D) illustrate differences between
pinocytosis and receptor-mediated endocytosis. Pinocytosis
is more random because the cell has no control over
specific molecules that can be secured.

Macromolecules and Cell Function

It should be no surprise that cell and physiological function
depend on multiple interactions to catabolize various
nutrient macromolecules (lipids, proteins, and
carbohydrates) to supply the materials to synthesize ATP or
synthesize cellular organelles. Most cellular proteins are
created from the uptake of amino acids or peptides
absorbed from the bloodstream. The basic amino acid
structure includes the a-carbon, an amino group, and a
carboxyl group. The remaining side group attached to the
carbon varies to create the individual amino acids. For



example, if this residual or R group is a hydrogen atom this
yields the simple amino acid glycine. There are 20 common
amino acids.

Simple monomeric sugars include the six carbon hexoses
such as glucose, galactose, or the five carbon ribose.
Disaccharides are familiar as lactose or sucrose. In
polymeric forms, glucose creates glycogen, which is
important as a storage molecule to supply glucose to
maintain blood glucose concentrations between meals.

In addition to the phospholipids critical for membranes,
other lipids, for example, cholesterol provide the backbone
for the synthesis of a myriad of steroid hormones. Lipid
stored to generate ATP comes from triglycerides composed
of a three-carbon glycerol molecule with three attached
fatty acids.

Nucleic acids are necessary in synthesizing DNA and RNA
as well as many coenzymes necessary for ATP production.
The two-ringed base purine gives rise to adenine and
guanine, while single-ring pyrimidine is utilized to produce
thymine, cytosine, and uracil.

The making and breaking of molecular bonds is at the
center of cellular biochemistry. Covalent bonds are
essential, but the presence of hydrogen bonding is also
extremely important in the maintenance of the structural
integrity of DNA and the structures of proteins. Chemical
reactions in cells are dependent on the actions of enzymes,
which allow reactions that would rarely if ever happen
spontaneously. All enzymes are cellular proteins and the
actions of many require the presence of cofactors or
coenzymes.

Movement of critical nutrients across cell membranes often
depends on the presence of specific transport proteins
located within the membrane. Carriers that move materials
against their concentration gradients require energy



expenditure usually either directly or indirectly in the form
of ATP hydrolysis. Three broad classes of transporters are
recognized: uniport, symport, and antiport. Materials can
also enter cells via bulk phase endocytosis, receptor-
mediated endocytosis, or in special cases phagocytosis.
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3
Fundamental Biochemical Pathways
and Processes in Cellular Physiology

While our focus is physiology, as we have already seen,
understanding physiological functions depends on an
appreciation of chemistry, biochemistry, physics, and
related disciplines. This chapter introduces you to
mechanisms that explain how cells satisfy energy needs
and generate the building blocks required for growth and
development. In many respects our discussions are
rudimentary. However, this foundation will give you the
tools and concepts to understand the roles and actions of
each physiological system and to excel in advanced courses
in nutrition, reproduction, lactation, or other biological and
animal-oriented courses.

Metabolism and Energetic Definitions

We have all heard the expressions, “there are no free rides”
or “no free lunches.” This is certainly true when it comes to
living our lives, but it is also a physiological truth. For
example, acquiring the energy to maintain the ionic
gradients we discussed in chapter two depends on the
hydrolysis of adenosine triphosphate (ATP). The question
becomes, where did the energy needed to produce ATP
come from in the first place? Essentially, some molecules
are catabolized so that others can be created.
Simplistically, living systems are in a constant
thermodynamic battle. As the second law of
thermodynamics indicates, the natural tendency is the
production of equilibrium with the dispersion of energy and
increasing disorder. In other words, increased entropy.



Living systems, cells, tissues, organs, systems, and
organisms are just the opposite. The degree of complexity
and organization in living systems is antithetical to this law.
Unlike most of the nonliving universe, open biological
systems can exchange matter and energy with their
surroundings. This allows living systems to move away from
the dispersion and energy equilibrium that the second law
of thermodynamics dictates. The first law of
thermodynamics is familiar as the maxim that energy can
neither be created nor destroyed. More formally, it is
expressed in this way: the total energy of a system plus its
surroundings remains constant. Thus, the exquisite
organization and complexity that characterize living
systems are at the expense of free energy from the
environment. The energy that can be harnessed to do work.
Thus, living systems are analogous to an oasis in the
desert. The oasis, often short-lived in a geological sense,
provides a place for relief for the weary traveler. Living
systems represent transient conditions during which time
nonequilibrium conditions related to energy-matter
circumstances exist.

A fundamental postulate of theoretical biology is that life
processes can be explained in terms of chemistry and
physics—that is, in terms of matter and energy. Building on
this idea, life processes are represented by the many
chemical reactions (enzymatic and nonenzymatic) and
physical reactions that occur within cells and tissues, or,
simply stated, metabolism. The yin and yang of metabolism
are anabolism and catabolism. Our discussion begins with
catabolism.

The phrase intermediary metabolism appears often in
nutrition and biochemistry texts. This refers to the many
steps of reaction between the initiation of a biochemical
process and its completion. For example, the complete
oxidation of the critical nutrient glucose begins with the



uptake of the glucose into the cell and the entry of the
molecule into a sequence of reactions called glycolysis. This
is an example of a biochemical pathway. The steps in the
pathway detail the reactions necessary to convert this six-
carbon hexose sugar into two three-carbon molecules of
pyruvate. This process is also called anaerobic respiration.
The various molecules that are produced in the 10 steps of
glycolysis are called intermediates. Other biochemical
pathways generate their group of intermediate molecules.
Consequently, intermediary metabolism refers to the
creation and existence of the hundreds of molecules that
are fabricated as various molecules progress toward their
final biochemical destination. Finally, although we typically
describe important biochemical pathways singly, it needs to
be emphasized that a host of biochemical reactions or
pathways are occurring simultaneously. Intermediates from
one pathway often supply materials used in other
pathways. For example, one of the intermediate steps in
glycolysis produces triose phosphate. This molecule can
supply the carbon atoms to make pyruvate or, alternatively,
be shuttled out of the glycolysis pathway to produce
glycerol necessary in the anabolic pathway to make
triglycerides. A key idea is that regulation and control of
the rates of activity of these various, often competing
biochemical pathways, is critical. Resources must be used
effectively and efficiently.

Given the importance of energy to fuel the biochemical
reactions in cells, some definitions are in order. What do
we mean by energy? Are all forms of energy equally
valuable from a physiological viewpoint? We often say that
the diets we supply to our animals give them the energy
they need for productive functions. For example, to allow
draft horses to pull wagons, thoroughbreds to race, or cows
to produce milk. Our animals do not consume energy
directly, but rather it is the digestion of foodstuffs that



liberates the nutrient molecules that can then be oxidized
in a controlled, deliberate fashion to meet energy needs. In
physics, energy is described as the capacity to do work. In
biological systems, energy is expressed as heat units or
calories. A calorie (cal) is the amount of energy needed to
increase the temperature of 1 g of water 1 degree at a
pressure of 1 atmosphere. Other related terms are the
kilocalorie (1000 cal) or the megacalorie (Mcal =
1,000,000 cal), often used in descriptions of the energy
content of feedstuffs. Other measures of energy also
appear. For example, 1 joule (]J) is the work done by a force
of 1 N working over 1 m (m? x kg x second™2). Other
measures of energy can be derived as well (1 cal =4.187]
or 0.004 British Thermal Units (BTU)).

It is also clear that not all the bonds or chemical energy in
food molecules can be captured for use by tissues or cells.
If a known quantity of a food material or nutrient is
completely combusted or oxidized in the presence of
oxygen and the heat generated is measured, this estimates
the gross or potential energy of the substance. This process
is called calorimetry. This technique is valuable because it
provides a measure of the potential energy available in
each nutrient. However, as another old expression says, “it
takes money to make money,” there are biochemical costs
involved in acquiring the energy available in various
nutrients. Just as there are overhead costs in running a
business or a university for that matter, there are
physiological costs that must be paid to capture the
nutrient energy. For example, consider feeding your horse
a carrot and the steps needed to capture the energy in the
starch. For processing, there is mastication and
swallowing, transport to the small intestine, secretion of
gastric and intestinal enzymes, and transport of digested
glucose molecules across the epithelial cells. All these



events can be thought of as overhead or maintenance costs
associated with the physiological processing of the carrot.

Thus, the amount of energy present in the diet does not
equal the energy ultimately available to the animal. Animal
science nutritionists often conduct feeding trials to
evaluate the practical value of different feedstuffs. These
feedstuffs are often complex mixtures. Consider the total
mixed rations that are often fed to dairy cows with various
combinations of forages and concentrates. In such studies,
great care must be taken to account for measurement
errors, for example, spilled feed and variation in the
efficiency of digestion and ingestion. Particularly for
complex rations, the gross energy content of the diet gives
only a broad indication of how valuable the diet is to the
animal. What happens if one of the components in the diet
cannot be digested? What if there are interactions so that
the breakdown component affects the microorganism
population of the GI tract so that normally effective
nutrients are lost? Even under the best conditions,
especially for animals fed fibrous feeds, a part of the feed is
not digested and contributes to the energy content of the
feces. The difference between the gross energy content of
the diet and the portion of the energy available to the
animal is called digestible energy. Various diets can then
be compared based on their digestibility energy, usually
expressed as a fraction or percentage of the gross energy.
From measurements made over the course of several days
and sometimes weeks, average daily energy consumption
minus the energy content of the feces and urine can
determine the apparent digestible energy of the feed. It is
called apparent because some, generally small, portion of
fecal energy comes from sloughed intestinal epithelial cells,
bacteria cells, and substances that have been excreted by
way of the feces.



For nutrients that are ultimately absorbed, the energy
content still does not match the energy ultimately available
to the animal. The fraction represented by digested and
absorbed nutrients is called metabolizable energy. This is
the fraction of total or gross energy in the diet that is
directly available to the tissues and cells to be processed.
This energy can be used for maintenance, heat generation
(sometimes considered a waste product), or for more
recognizable practical productive functions, that is, muscle
growth, egg production, or milk production. Metabolizable
energy is less than digestible energy, typically about 80%,
because of other losses in addition to the fecal losses. This
fraction would be lower still if the heat that is generated is
considered a waste product. The additional losses include
molecules lost in urine and gaseous products from gut
fermentation that are expelled. These products are
especially plentiful in herbivores and particularly
ruminants. The fraction of energy that is ultimately used for
physiological activities is called net energy. Figure 3.1
illustrates the processing of dietary energy.
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Fig. 3.1 Processing of feedstuff energy. Compared with the
total estimate of gross energy in consumed feeds, the
amount of energy ultimately available to cells and tissues is
substantially reduced.

It is common to characterize energy that is needed for
basal or resting life activities in animals as the energy of
maintenance. These energy costs do not reflect energy
needed for work in a production agriculture sense. For
example, work done by a draft horse or racehorse or
energy recovered from products such as meat, milk, or
eggs. These are critical physiological functions: the action



of the Na-K ATPase pump, cardiac function, and so forth.
As Figure 3.1 illustrates, there are additional energy costs
associated with acquiring feed and assimilating nutrients
themselves. Generally, maintenance activities are the
energy costs of preserving an adult animal under resting or
sedentary circumstances, in the absence of weight gain or
loss, in thermoneutral conditions. In practical terms, this
ideal status is rarely obtained, but it does give a framework
to understand the meaning of maintenance energy costs. In
humans, the term basal metabolic rate may be more
familiar and is determined for subjects in a quiet,
thermoneutral environment, about 12 hours after a meal.

Basal energy needs are determined indirectly by measuring
oxygen consumption under these conditions. This is
effective because the amounts of oxygen needed to
completely oxidize fats, proteins, or carbohydrates are
known. If CO, production is simultaneously measured, the

respiratory quotient can be calculated (moles of CO,
exhaled divided by the moles of O, consumed). These data

can then be used to estimate the nature of the nutrients
(protein, carbohydrate, or fat) being oxidized for energy
production. The alternative to indirect calorimetry is to
measure heat production along with the completed
collection of gases and other wastes. This is clearly a
difficult and expensive undertaking with large domestic
animals. However, Table 3.1 shows an example of
calorimetry data from a study by Tyrrell et al. (1988)
designed to determine, in part, if the metabolic rate of
dairy cows treated with bovine somatotropin (bST) was
increased compared with controls. Briefly, nine cows
received bST (51.51U/day) or a daily control injection in a
single reversal experimental design, which utilized 14-day
treatment periods. With increased milk production after
bST (22% increase), cows already in a negative tissue
nitrogen balance (—21 g/day) tended to become more



negative during the bST treatment period (-34 g/day).
Energy and nitrogen balances were measured in open-
circuit respiration chambers. As predicted from increased
milk production, there was a corresponding greater heat
energy loss and increased milk energy secretion after bST
treatment. The tissue energy balance was —1.1 Mcal/day
during the control treatment period. Increased use of
energy reserves with bST treatment decreased tissue
energy balance to —9.8 Mcal/day. These researchers
concluded that much of the effect of bST to increase milk
production in dairy cows depends on increased use of
tissue reserves and altered partitioning of nutrients rather
than dramatic effects on the digestibility of nutrients or
apparent changes in maintenance requirements of the
animals. Simply, the increases observed would have been
expected with the degree of increased milk production,
regardless of the specific reason for increased production.



Table 3.1 Effect of bovine somatotropin (bST) in lactating
dairy cows on milk production and energy metabolism
parameters.

Data are adapted from Tyrrell et al. (1988).

Variable Treatment
Control bST
Milk yield (kg/d) 26.0+0.5 31.8+0.5!

O, consumption (L/d) 5345+ 58 8723 +58!
CO, production (L/d) 5391 £58 5454 +58

% Intake
Fecal energy 33.9+0.5 35.2+0.5
Digestible energy 66.0+0.5 64.8+0.5
Gaseous energy 5.3+0.1 5.8+0.5!
Urinary energy 3.2+0.05 3.3+0.05
Heat energy 34.6+0.7 37.6+0.7!
Retained energy 229+0.9 18.1+0.9!
Milk energy 24.2+0.9 31.7+0.9!
Tissue energy -1.6+£1.6 -13.7+1.6!

1
- Indicates a statistically significant difference between treatments P < 0.5.

Production of ATP

For essentially all physiological activities, the most useful
and available form of energy comes from ATP, or adenosine
triphosphate. When the terminal phosphate group is
cleaved to produce adenosine diphosphate (ADP), each
mole of ATP yields 7400 calories. There are other similar
high energy-yielding molecules, but most are like ATP, for
example, GTP or creatine phosphate. Indeed, the formation



of creatine phosphate (which acts as a storage form of
energy in muscle cells because of its capacity to regenerate
ATP from ADP) gains this capacity only when ATP is
produced more than immediate demand, as in the following
reaction.

ATP + Creatine <+ ADP + Creatine phosphate.

This means that the production of ATP is vital. The
structure of ATP is shown in Figure 3.2. Mitochondria are
critical because the final stages of oxidation of several
coenzymes occur within these organelles. When the
reduced coenzymes are oxidized, a portion of the energy
produced is utilized to drive the synthesis of ATP from ADP
as shown below.

ADP + Phosphate + Energy — ATP.

As you might guess, since many different feedstuffs can be
used to produce energy, a host of nutrient molecules can be
modified to enter the biochemical pathway for ATP
production. Although some ATP can be generated in the
absence of oxygen through substrate-level phosphorylation
(essentially the regeneration of ATP from ADP as with
creatine phosphate), production rates are minor compared
with oxidative phosphorylation. In a nutshell, this explains
the critical need for oxygen. Within the mitochondria,
where reduced coenzymes are oxidized, oxygen serves as
the final acceptor of electrons in this cascade of reactions.
Without oxygen, the electron transport chain fails, and the
energy normally available to drive phosphorylation of ADP
to regenerate ATP also fails. Needs for continuous supplies
of ATP are so acute that unless oxygen is quickly returned,
death occurs in a matter of minutes. To understand the
pathways for ATP generation, we will focus first on the
catabolism of carbohydrates and specifically on the
catabolism of glucose. Once we have this core of



information, we will then discuss how other nutrients can
be diverted to drive ATP generation.

ADP + Phosphate + Energy — ATP

NH,

N \ 0 0 0
Il [l Il
CH,=0~P—0 — P= & —P—0

| I |
o 0 (0)

Structure of ATP

OH OH

Fig. 3.2 Structure of adenosine triphosphate (ATP) is
presented. It is the most important labile energy carrier in
the body. Hydrolysis of the terminal phosphate bond yields
an exceptionally high level of free or (available) energy.
The nitrogenous group should be familiar as adenine;
linkage with the ribose produces adenosine, and the
addition of a single phosphate moiety gives adenosine
monophosphate, or AMP, and two adenosine diphosphates,
or ADPs.

Glycolysis

We begin our quest to understand energy production with
glucose because it is the most common nutrient used for
acute energy production. The initial processing of glucose
molecules begins in the cytoplasm of the cell. Once inside
the cell, six-carbon glucose is converted in a series of
reactions into two three-carbon molecules of pyruvate. The



10 linked reactions responsible for this conversion are
called glycolysis, the Embden-Meyerhof pathway, or
anaerobic respiration. Carbohydrate catabolism usually
begins with glucose, but you should remember that
polymers of glucose (glycogen in animal cells) can be
cleaved to provide the glucose monomers to enter the
glycolysis pathway. Thus, the cell likely contains stores of
glycogen that can be cleaved to supply glucose aside from
the uptake of glucose across the plasma membrane. Table
3.2 provides a listing of some often confusing, similar-
sounding terms that have to do with carbohydrate
metabolism. It may be useful for you to periodically refer to
this table as you study this important topic. Figure 3.3
provides an outline of each of the steps in glycolysis. We
have purposefully not given all the chemical structural
details showing changes in carbons and functional groups
as glucose is modified through glycolysis. If this is needed,
it appears in any introductory biochemistry book. Our goal
is for you to appreciate the highlights, the overall chemical
events, and, most importantly, the physiological relevance.
Although each of the reactions of glycolysis is enzyme
mediated, we have focused on two glycolysis reactions and
their associated enzymes along with one other reaction that
is not strictly part of glycolysis. These are (1) the
conversion of glucose to glucose-6-phosphate, step one of
glycolysis, catalyzed by hexokinase; (2) step three, the
conversion of fructose-6-phosphate into fructose 1,6-
diphosphate, catalyzed by phosphofructokinase (PFK); and
(3) the conversion of pyruvate into lactate, catalyzed by
lactate dehydrogenase (LDH). Some specific reactions and
molecules associated with glycolysis are in Figure 3.4. At
this point, it is worth remembering the significance of
glycolysis. This pathway allows the conversion of the
nutrient glucose into molecules that can then be shuttled
into the mitochondria for use in the process of oxidative
phosphorylation. However, as we indicated above, oxidative



phosphorylation (simply the production of ATP linked to a
series of oxidation-reduction reactions) requires oxygen. In
addition to preparing molecules for entrance into the
mitochondria, a small amount of ATP is produced during
the glycolysis reactions. In contrast with mitochondrial
activity, this occurs via substrate-level phosphorylation.
However, the amount of ATP made in this manner is very
small compared with that which occurs with the complete
catabolism of glucose (glycolysis reactions + mitochondrial
activity), but it is nonetheless essential. This is because the
production of ATP via glycolysis alone can occur in the
absence of oxygen. For this reason, it is called anaerobic
respiration.

Table 3.2 Common terms associated with the metabolism
of carbohydrates.

Term Definition

Glycolysis Anaerobic oxidation of a molecule of
glucose via 10 enzymatic reactions to
produce two molecules of pyruvate. The
reactions occur in the cytoplasm

Glycogenolysis The breakdown of glycogen to produce
glucose for utilization in the glycolysis
catabolic pathway

Glycogenesis Synthesis of glycogen from glucose

Gluconeogenesis The formation of glucose from
noncarbohydrate substrates. Important
in times of stress, glucose is available
from nonessential amino acids. Critical in
ruminants due to fermentation of dietary
carbohydrates
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Fig. 3.3 Chemical steps and intermediates in glycolysis are
illustrated.

Let’s outline the steps of glycolysis. Typically, glucose is
captured by the action of membrane transporters and
passed into the cytoplasm. At this juncture, a phosphate
group is added to the sixth carbon of the glucose. This then
produces glucose-6-phosphate. Somewhat ironically, even
though glycolysis ultimately leads to energy production, in
the first step of glycolysis, ATP is used. This is because the
phosphate group added to the glucose is donated from ATP,
as illustrated in Figure 3.4. In the next step (2), glucose-6-
phosphate is converted into another hexose sugar by the



action of the enzyme phosphohexose isomerase, that is,
fructose-6-phosphate. Step 3 again utilizes another
molecule of ATP as the enzyme PFK catalyzes the addition
of another phosphate group to produce fructose 1,6-
diphosphate. Step 4 is a cleavage reaction catalyzed by the
enzyme aldolase, which produces two three-carbon
molecules. These are dihydroxyacetone phosphate and
glyceraldehyde 3-phosphate. In step 5 the enzyme
phosphotriose isomerase converts dihydroxyacetone into a
second molecule of glyceraldehyde 3-phosphate. There are
now two identical molecules to continue through glycolysis
so that products made from this point are doubled. Step 6
depends on the enzyme glyceraldehyde 3-phosphate
dehydrogenase. As we will discuss in more detail relative to
mitochondrial activity, this enzyme requires the oxidized
form of the coenzyme nicotinamide adenine dinucleotide, or
NAD™. During this reaction, the NAD* becomes reduced
(NADH), and inorganic phosphate is added to the substrate
to produce 1,3-bisphosphate glycerate. The first direct
production of ATP occurs in step 7 as a phosphate group is
cleaved and the energy is utilized to simultaneously add a
phosphate group to ADP. This is an example of substrate
phosphorylation to produce a molecule of ATP, and the
reaction is catalyzed by phosphoglycerate kinase. Step 8
depends on phosphoglycerate mutase to induce a
rearrangement of the 3-phosphoglycerate made previously
to yield 2-phosphoglycerate. Step 9 is the conversion of the
2-phosphoglycerate into phosphoenolpyruvate catalyzed by
enolase. Step 10 is another ATP-making event as the
enzyme pyruvate kinase acts to transfer a phosphate from
phosphoenolpyruvate to ADP as pyruvate is also created. At
this point, the pyruvate is at a crossroads. The redox state
of the tissue determines which of the two alternative paths
will be followed. If oxygen is available, the pyruvate is
shuttled into the mitochondria as subsequently described.



If oxygen is limited, that is, in anaerobic conditions,
pyruvate is reduced by the action of LDH and the coenzyme
NADH becomes oxidized again. This is a critical process
under these conditions. You may recall that step 6 of
glycolysis requires the oxidized form of this coenzyme

(NAD™). Although only a small amount of ATP is derived
directly from glycolysis, even this would be lost were it not
for the action of LDH. As an aside, there are also several
isozymes of LDH that are important clinically. For example,
the unique structure of the LDH from heart muscle can be
detected in blood serum in animals (or people) that have
suffered cardiac injury (Figure 3.5). Table 3.3 summarizes
ATP production that is associated with glycolysis.
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Fig. 3.4 Selected reactions of glycolysis. Panel (A) shows
the action of the hexokinase. This enzyme adds a phosphate
group (red circle) to carbon 6 of glucose. This effectively
traps the glucose inside the cell since it can no longer bind
to membrane transporters. Panel (B) shows the
phosphorylation of fructose 6-phosphate by the enzyme
phosphofructokinase (PFK). PFK is a critical regulatory
enzyme of glycolysis because its activity is modulated by
the ATP/ADP ratio in the cytoplasm. A high ratio inhibits,
and a low ratio stimulates the enzyme. These first two
reactions can be thought of as energy-requiring activation
phases of glycolysis. Panel (C) illustrates two reactions that
produce ATP by substrate phosphorylation. Remember, two
molecules of each substrate are produced when fructose
1,6-diphosphate is cleaved (steps 4 and 5 of glycolysis), so
a total of four molecules of ATP are produced. When the
ATP debt is paid for the use of ATP in the first two
reactions, the net gain is +2 ATP under anaerobic
conditions. If the reduced NADH (two molecules) produced
in step 6 of glycolysis can be oxidized in the mitochondria
(aerobic conditions), an additional six ATP are generated
because of glycolysis.

The Cori Cycle

Most carbohydrates in the diet are readily converted into
glucose, galactose, or fructose when digested. These
molecules are absorbed into the portal vein that drains the
intestinal tract for use by the liver and other tissues. There
are various other compounds that are also considered
glucogenic. These are molecules that can readily be
converted into glucose to be processed via glycolysis for
subsequent ATP production or for use in other biochemical
pathways. For example, propionate which, is derived from
the fermentation of dietary carbohydrates in ruminant
animals, is an essential substrate to allow ruminants to



synthesize the glucose they need. These glucogenic
compounds can be divided into two groups: (1) those that
are essentially direct conversions into glucose without a
significant amount of recycling, such as propionate and
certain amino acids, and (2) products of partial metabolism
of glucose in selected tissues that are then transported in
the liver or kidney for generation of glucose, such as
lactate. In all animals, there are times when oxygen is
locally limited so that anaerobic respiration is favored, and
lactic acid accumulates. For example, lactic acid
accumulates in active muscle tissue and produces the
sensation of muscle fatigue. In addition, since erythrocytes
lack mitochondria, they rely on glycolysis for all their ATP
needs and consequently continually produce lactic acid
regardless of oxygen availability. Most of the lactic acid
from muscle or erythrocytes diffuses into the bloodstream.
Fortunately, it is transported to the liver and, to a lesser
extent, the kidney, where it can be converted into glucose.
At this point, it can be stored as hepatic or renal cell
glycogen or released back into the bloodstream for use by
muscle or other tissues (see Fig. 3.10). The cycling of lactic
acid from muscle (or other tissues) to the liver and the
return of glucose is called the Cori cycle and is outlined in
Figure 3.6.



Action of lactate
dehydrogenase

0 0
[ |
C-0 _ C-0
! |
c|: =0 /" \ HO-C-H
| NADH NAD I

(keto form)

Fig. 3.5 The action of lactate dehydrogenase (LDH) is
illustrated. After an initial spontaneous rearrangement of
pyruvate from the enol form to the keto isomer, LDH
catalyzes the conversion of pyruvate to lactate. Most
important in anaerobic conditions, this is linked with the
simultaneous oxidation of reduced NADH. This newly
produced NAD is essential for glycolysis to continue under
these conditions. This is because NAD?' is required for step
6 of glycolysis.

Table 3.3 Summary of ATP production in glycolysis.

Reaction ATP Production Number per
Type Mole of
Glucose
Glyceraldehyde 3-P Creation of 6

dehydrogenase reduced NADH
(2)



Reaction ATP Production Number per

Type Mole of
Glucose
Phosphoglycerate kinase Substrate-level 2
phosphorylation
Pyruvate kinase Substrate-level 2
phosphorylation
Subtract ATP used by -2
hexokinase and
phosphofructokinase
Summary Net gain 8
(aerobic)
Net gain 2

(anaerobic)
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Fig. 3.6 The Cori cycle. In active muscle (e.g., with
anaerobic conditions), the conversion of pyruvate into
acetyl-coenzyme A (acetyl-CoA) and processing via the TCA
cycle is blocked (red X). This leads to lactate or lactic acid
production. The lactate diffuses out of the muscle tissue
into the blood, where the liver and kidney can convert
lactate into glucose-6-phosphate for storage as glycogen or
conversion to glucose-1-phosphate then glucose. Muscles
or other tissues in the body can then use this regenerated
glucose.

Krebs Cycle

Let’s now trace the fate of pyruvate that is produced at the
end of glycolysis under aerobic conditions. Remember, our



goal here is to understand how the catabolism of glucose
and other carbohydrates is used to generate the ATP
essential to cells and tissues. Once this foundation is
established, we will then be able to understand how other
nutrients can also be used for energy production. The next
major biochemical pathway for this processing is called the
citric acid or Krebs cycle. These reactions occur inside the
mitochondria, so before pyruvate can be modified, it has to
pass across the mitochondrial membrane.

This occurs via the action of a specific membrane
transporter. The pyruvate is then quickly oxidatively
decarboxylated (removal of CO,) to produce acetyl-CoA.

This reaction is catalyzed by the action of the multienzyme
complex pyruvate dehydrogenase. The product, acetyl-
coenzyme A (acetyl-CoA), plays an especially central role in
energy metabolism. This overall reaction, which involves
two coenzymes, is outlined:

Pyruvate + NAD ™ + CoA — Acetyl-CoA + NADH + CO;.

The oxidized-reduced NAD* and NADH are familiar from
the action of glyceraldehyde 3-phosphate dehydrogenase,
or LDH, and reactions of glycolysis. Now a description of
coenzyme A (CoA) is in order. CoA is a complex molecule
derived from pantothenic acid (common in meats and
grains), thioethanolamine, and ATP. The essential feature is
that CoA acts as a carrier of acyl groups. Specifically, the
thiol group of the thioethanolamine residue of the molecule
functions in this manner in a variety of reactions involved
in fatty acid oxidation, fatty acid synthesis, and acetylation
reactions. The molecule is also important in oxidative
decarboxylation reactions, as with pyruvate. A common
convention is to abbreviate the structure of the reduced
form of the molecule as CoA-SH, which designates the
reactive SH group of the molecule. So, the acetyl group



that is now part of acetyl-CoA is derived from the
catabolism of pyruvate (two carbons remaining after
decarboxylation of pyruvate). Acetyl-CoA is at the
confluence of a variety of major metabolic pathways.
Almost all carbohydrates and fats that are catabolized for
energy production are utilized to generate acetyl-CoA. In
addition, several of the nonessential amino acids from
degraded proteins are also cannibalized to generate acetyl-
CoA. As a special case in ruminants, one of the major
products from the fermentation of dietary carbohydrates is
acetate, which is readily converted to acetyl-CoA for
subsequent processing through the mitochondria.
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Fig. 3.7 Outline of the Krebs cycle reactions. Since each
glucose molecule yields two pyruvate molecules (in the
presence of oxygen), this allows two turns of the cycle.
With each turn, two carbons are removed from the citric
acid (six carbons) by decarboxylation reactions; this leads
to the production of the 4-carbon intermediate oxaloacetic
acid. Oxaloacetic acid initiates the cycle as it condenses
with acetyl-CoA (two carbons) to produce citric acid.
Although the pyruvate that entered the mitochondria had
three carbons, remember that two carbons were lost as
CO, to generate acetyl-CoA. Although not “officially” part

of the Krebs cycle, at the time of decarboxylation of the
pyruvate, NAD* is simultaneously reduced. Four additional
oxidations by the removal of hydrogen atoms occur during
the cycle. This yields four molecules of reduced coenzymes
(three NADH + H* and one FADH,). One ATP molecule is

made with each turn of the cycle due to the initial creation
of GTP, which then provides the phosphate group to make
ATP from ADP. As in glycolysis, this is another example of
substrate-level phosphorylation.

Back to our story, at this point, the two carbons of the
acetyl group of acetyl-CoA and the four-carbon molecule
oxaloacetate condense to create the six-carbon compound
citrate. This is the first step of the Krebs cycle, as outlined
in Figure 3.7. There are two critical physiological points to
the Krebs cycle reactions. The first is that some ATP is
produced directly via substrate-level phosphorylation of
ADP, like that which occurs in glycolysis. The second and
most important is that with each turn of the cycle, reduced
forms of the coenzymes NAD and flavin adenine
dinucleotide (FAD) are produced. When enzymes of the
electron transport chain, also located in the mitochondria,
subsequently oxidize these molecules, this yields the
energy for the synthesis of most of the ATP that can be



created from the overall catabolism of glucose. We have
provided only a skeleton outline showing the names of the
intermediates of the Krebs cycle reactions and the locations
of specific events. Remember that each molecule of glucose
generates two molecules of pyruvate, so there are two
turns of the cycle for each glucose molecule.

As was the case with glycolysis, the coupled oxidation-
reduction reactions are a critical part of the processing.
The combination of NAD+ and NADH appears again along
with FAD and FADH. The enzymes that catalyze these
oxidation reactions by the removal of hydrogen atoms are
dehydrogenases, for example, LDH, whose action is
illustrated in Figure 3.9. For these reactions to take place,
the enzymes require the assistance of coenzymes that act
to hold or carry these hydrogen atoms. It can be a source of
confusion, but the transfer of the hydrogen atom, with its
lack of a neutron but paired electron and proton, is
effectively viewed as an electron transfer. Thus, oxidation-
reduction reactions defined by either electron acceptance
or electron donation are linked with the movement of the
hydrogen atom. This explains the abbreviations related to

FAD versus FADH, or NAD* versus NADH + H* in the

Krebs cycle reactions that are outlined in Figure 3.7.
Figure 3.8 gives an example of this type of reaction.

At this point, you are probably wondering just how much
ATP gets generated from glucose catabolism and when this
occurs. As we have seen, each turn of the Krebs cycle
generates two molecules of ATP via substrate-level
phosphorylation. The key for the majority of ATP
production depends on a cluster of interrelated membrane-
bound enzymes that make up the electron transport chain.
The activity of these enzymes also accounts for essentially
all our need for oxygen. As the electron chain functions, the
hydrogen atoms (electrons) that are removed as various



intermediates of glycolysis and Krebs cycle are oxidized
and progressively passed along until they are combined
with oxygen. Oxygen is the final electron acceptor in the
chain, so water is formed. The reduced forms of both
NADH and FADH, that were generated in the Krebs cycle

become oxidized again as their hydrogens are donated to
the electron chain enzymes. The energy that is produced as
electrons pass ultimately to oxygen is indirectly used to
power the attachment of inorganic phosphate groups to
ADP to create ATP. The enzyme responsible for this final
step is ATP synthase, whose activity is linked to the
movement of hydrogen atoms down a concentration
gradient across the membrane of the mitochondria. Some
of the energy from the action of the electron transport
chain acts to transport hydrogen ions out of the
mitochondrial matrix space. The resulting electrochemical
gradient drives hydrogen ions back across the membrane in
conjunction with ATP synthase, leading to ATP generation.
Because of the need for oxygen as the final electron
acceptor in the electron transport chain, the making of ATP
in this manner is called oxidative phosphorylation.
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Fig. 3.8 Reduction of FAD. Coupled reduction of FAD in
conjunction with the conversion of succinic acid to fumaric
acid, as occurs in the Krebs cycle is shown. Arrows indicate
the fate of hydrogen atoms (electrons).
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Fig. 3.9 Electron transport chain and reduced coenzymes.
Each linked protein oscillates between reduced and
oxidized states. As an upper protein is reduced, its capacity
to hold the electron is lowered, and the next protein in the
cascade captures the electron. This continues until the
oxygen atom at the end of the cascade captures the
electron. The overall reduction in energy for electrons
passed from NADH to oxygen is 53 kcal/mol, but the energy
is captured stepwise. Since electrons from FADH, enter the

chain further down, less energy is available, so fewer ATP
molecules are created.

Interestingly, the position along the electron transport
chain at which FADH, or NADH + H* donate their electrons

differs. Because of this, the amount of energy that is
produced is greater for NADH compared with FADH,. Each

pair of hydrogen atoms from NADH + H* supplies energy
for the creation of three ATP, but the two hydrogen atoms
from FADH, yield only two ATP. Most of the proteins of the

electron transport chain are closely linked clusters within
the inner mitochondrial membrane, along with more mobile
proteins (coenzyme Q and cytochrome C) that act as
carriers between complexes. Figure 3.9 illustrates the
release of energy associated with the oxidation of NADH or
FADH, in the electron transport chain, and Table 3.4

summarizes ATP production from the completed catabolism
of glucose.

Under ideal conditions, the complete oxidation of 1 glucose
molecule to CO, and water yields 36-38 ATP. Alternative
figures come from uncertainty about the energy yield of
reduced NAD™ that is produced from glycolysis. For these
molecules to be utilized, they must be passed across the
mitochondrial membrane by active transport. An estimate
of this “expense” is that the net ATP gain from reduced



NAD™ derived from the cytoplasm is only two ATP per
molecule instead of the usual three ATP for those created
inside the organelle. Since two of these molecules are
produced in the cytoplasm during glycolysis, the total yield
is reduced to 36 ATP per molecule of glucose. Regardless,
when oxygen is available, energy captured from the
biological oxidation of glucose is highly efficient. If a mole
of glucose is completely combusted, as in a calorimeter, it
yields 686 kcal. Energy obtained in the creation of high-
energy ATP bonds equals 262 kcal for an efficiency of 38%
[262/686 x 100]. This is markedly more efficient than most
machines. Energy not captured in the formation of ATP is
liberated as heat.



Table 3.4 Summary of ATP production from the Krebs
cycle and electron transport chain reactions.

ATP Production Type Number per

Mole of
Glucose
Pyruvate to acetyl- Creation of reduced 6
CoA NADH (2)
Isocitrate to a- Creation of reduced 6
ketoglutaric acid NADH (2)
o-Ketoglutaric acid Creation of reduced 6
to succinyl CoA NADH (2)
Succinic acid to Creation of reduced 4
fumaric acid FADH, (2)
Malic acid to Creation of reduced 6
oxaloacetic acid NADH (2)
Succinyl CoA to Substrate 2
succinic acid phosphorylation GTP
and then ADP to ATP
Total from Krebs 30
and electron
transport chain
Total from 8
glycolysis
Grand total 38

Intermediary Metabolism: Processing
and Pathways

Now that we have an appreciation for the processing of
glucose to make ATP, we will explore some of the
alternatives for storing glucose for situations when it is not



immediately required for ATP generation, as well as
pathways involved in mobilizing carbohydrate reserves.
Similarly, we will also consider pathways that allow other
important nutrients, that is, proteins and lipids, to be
processed for ATP production. As we shall see, glycolysis,
the Krebs cycle, and the electron transport chain are
central to the capacity to catabolize many different
nutrients.

Glycogenesis, Gluconeogenesis, and Glycolysis

While much of the available glucose is used to produce
ATP, when energy demands are reduced, ATP production
also declines. Cells have little capacity to “store” ATP; in
fact, as ATP concentrations in the cytoplasmic rise, this
produces allosteric inhibition of the regulatory enzyme
PFK. So, what happens to excess glucose? Fortunately, this
rise in ATP stimulates reaction pathways that act to convert
excess glucose molecules into glycogen and into fat. Our
animals have much more capacity to store fat than to store
glycogen, but glycogen stores are nonetheless critical,
especially for acute energy demands. We will consider fatty
acid synthesis (lipogenesis) and catabolism (lipolysis) in a
subsequent section.

When glycolysis is inhibited but glucose is available, this
initiates glycogenesis (glyco = sugar + genesis for origin).
Like the case with glycolysis, the first step depends on the
uptake of glucose and conversion to glucose-6-phosphate
by the ubiquitous enzyme hexokinase. However, instead of
progressing through the glycolysis pathway, the glucose-6-
phosphate is converted to its isomer glucose 1-phosphate
by the action of glucose-6-phosphomutase. Interestingly,
the ability of this enzyme to bind glucose to its active site is
substantially less than for hexokinase. In other words, its
binding site has much less affinity for glucose. This means
that when concentrations of glucose are low (likely also



associated with a need for energy), then the hexokinase
reaction pathway is favored because of the higher affinity
binding site. Of course, high concentrations of ATP also
allosterically inhibit PFK. As glucose concentration
increases, the law of mass action promotes the activity of
the mutase enzyme, favoring the path toward glycogen
synthesis. The enzyme glycogen synthase catalyzes the
attachment of glucose-1-phosphate molecules to growing
glycogen chains (see Fig. 2.22).

As energy demands increase, stored glycogen molecules
can be hydrolyzed to cleave glucose molecules for