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Preface to the Third Edition
As we have concluded, now across several iterations of thistext, understanding physiology is closely tied to structureat multiple levels. This relationship between structure andfunction appears again and again at the cellular, tissue,organ, and system levels. We have sought to provide anarray of illustrations to support this overriding theme.Our goal with this edition is to provide sufficientfoundations for undergraduate students in agricultural andbiological sciences to be successful in upper‐level specialtycourses such as biotechnology, growth biology, lactation,nutrition, and reproduction. And for those in morebusiness‐oriented aspects of biology or animal sciences, thetext provides a core of understanding to aid decision‐making in daily life and in their chosen professions.Additionally, we believe that it will also provide graduatestudents a source to review key aspects of animalphysiology and anatomy in domestic animals.We have also added and updated many of the “Text Boxes”in each chapter to introduce unexpected relationships ornovel aspects of animal physiology and cutting‐edge newfindings. A key message is the understanding that ongoingresearch, especially aided by new technologies (the omicsrevolution, digital imaging, computer power, AI, etc.), israpidly adding to our knowledge base in molecular and cellbiology and consequently physiology. This only serves tosupport the folly of making dogmatic declarations. Considerthe advances in stem cell biology, understanding ofimmunology and genetics to allow the possibility of pigsbeing candidates for human organ transplantation. Theseexamples only serve to emphasize this point and to solidifythe significance of domestication of animals to human



endeavors. Whether this is in the form of the bonds weform with our pets or the husbandry of animals to supplyfood and fiber.We thank the many students we have known through theyears and especially the graduate students who werecritical to the success of our professional academic careers.We thank our wives (Cathy Akers, 54 years and counting,and Dr. Cindy Denbow) for their love, support, andunderstanding. We also thank Drs. Anthony Capuco, SteveEllis, Ben Enger, Frank Gwazdauskas, Ray Nebel, andFrank Robinson, and Mrs. Cathy Parsons for photographsand illustrations.
R. Michael Akers
D. Michael Denbow



Preface to the Second Edition
As we originally concluded, the study of physiology goeshand in hand with the consideration of anatomy at multiplelevels. While the fundamental focus of this text isphysiology, we sought to include enough discussion ofsystem, organ, tissue, and cellular anatomy for students toappreciate the critical interrelationships between anatomyand physiology. In short, to understand that structure andfunction are intimately interconnected. Our book is richwith illustrations that we believe add interest and enhanceunderstanding. Moreover, we have made all of theseillustrations available to instructors who adopt the book foruse in their classes. We have also increased the use oftextbox highlights to provide examples to compel studentinterest and inquiry. Chapter summaries and samplequestions for both the student and instructor, as well asspecific websites for each, will increase the utility of thetext as well. As before, our overriding goal with this editionis to provide foundations for undergraduate students inagricultural and biological sciences to be successful inupper‐level specialty courses such as nutrition,reproduction, lactation, growth biology, biotechnology, andthe like. We also anticipate that this text will provide newgraduate students with a readily understandable source forreviewing basic principles. We thank our wives (CathyAkers, 54 years and counting, and Dr. Cindy Denbow) fortheir love, support, and understanding through these longhours of figure making, writing, and editing. We also thankour graduate students, colleagues, and students in ourclasses for the inspiration, a helping hand, and lots ofquestions. We especially thank Ms. Sara Robinson forpreparing several drawings and Drs. Anthony Capuco,Steve Ellis, Frank Gwazdauskas, Ray Nebel, and Frank



Robinson, and Mrs. Cathy Parsons for photographs used inthe text.
R. Michael Akers
D. Michael Denbow



Preface to the First Edition
In our view, it is virtually impossible to adequatelyunderstand or study physiology without the considerationof anatomy. Although the fundamental focus of this text isphysiology, we sought to include enough discussion ofsystem, organ, tissue, and cellular anatomy for students toappreciate the critical interrelationships between anatomyand physiology. In short, to understand that structure andfunction are intimately interconnected. The goal of thisbook is to provide a foundation so that undergraduatestudents in agricultural and biological sciences will besuccessful in upper‐level specialty courses, such asnutrition, reproduction, lactation, growth biology,biotechnology, and the like. We also anticipate that thistext will provide new graduate students with a readilyunderstandable source for reviewing basic principles. Wethank our wives (Cathy Akers, 54 years and counting, andDr. Cindy Denbow) for their love, support, andunderstanding through these long hours of figure making,writing, and editing. We also thank our graduate students,colleagues, and students in our classes for inspiration, ahelping hand, and lots of questions. We especially thankMs. Sara Robinson and Dr. Rebecca Splan for preparingseveral drawings and Drs. Ray Nebel, Frank Robinson, andFrank Gwazdauskas for photographs used in thereproduction chapter.
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1
Introduction to Anatomy and
Physiology
Although several good anatomy and physiology textsdescribe humans, there are fewer options focused onanimals. The marked differences in physiology and anatomyof animals, compared to humans, mean that such texts arenot generally suitable. For example, animals typically walkon four legs, whereas humans walk on two. Ruminantanimals and birds have distinct adaptations to theirdigestive systems that make them unique from humans.The respiratory system of birds differs from that of humans,thus making birds able to fly at high altitudes. The focus ofthis text is to emphasize the anatomy and physiology ofanimals to appreciate their unique anatomical andphysiological adaptations.
Anatomy and PhysiologyAnatomy (rooted in Greek meaning “to cut open”) is thestudy of the morphology, or structure, of organisms.Consequently, anatomy deals primarily with form ratherthan function. Although certain anatomical arrangementsallow for specialized physiological actions. For example,the counter current circulation in the legs of wading birdsprotects extremities in harsh weather. Alternatively, theexquisite microscopic structure of kidney nephrons allowsthe recovery of vital elements from filtered blood. The pointis that form and function are intertwined. Appreciation ofanatomy aids the understanding of physiology. Anatomycan be divided into macroscopic (gross) or microscopicanatomy. Macroscopic anatomy deals with structures that



are visible with the unaided eye, whereas microscopicanatomy deals with structures visible only with the aid of amicroscope. Students, researchers, and medicalprofessionals have long recognized the value of viewingtissue samples or smears of biological fluids, e.g., bloodsmears and pap smears, to evaluate cellular function.However, advances in the use of immunocytochemistry,fluorescence‐labeled markers, multispectral cameras,sophisticated imaging software, etc., are revolutionizingthe understanding of cell and tissue biology. Figure 1.1gives an example of the ability to localize specific proteinswithin various cell types in the bovine mammary gland.There are various approaches for the study of macroscopicanatomy. Regional anatomy, as the name implies, dealswith all the structures, such as nerves, bones, muscles, andblood vessels, in a defined region such as the head or hip.Systemic anatomy describes elements of a given organsystem, such as the muscular or skeletal system. Similarly,the evaluation of groups of organs that work together for aspecific function, such as the digestion or elimination ofwaste products, i.e., the urinary system, is also anappropriate study approach. Surface anatomy looks at themarkings that are visible from the outside. These mayinclude knowledge of the muscles, such as thesternocleidomastoid muscle, to be able to find anotherstructure such as the carotid artery.Microscopic anatomy includes cytology and histology.Cytology is the study of the structure of individual cells thatconstitute the smallest units of life, at least in the sense ofanimal physiology. Histology is the study of tissues. Tissuesare a collection of specialized cells and their products thatperform a specific function. Tissues combine to formorgans such as the heart, liver, and brain.



Developmental anatomy is the study of the changes instructure that occur throughout life. Embryology, asubdivision of developmental anatomy, traces thedevelopmental changes prior to birth. The reproductivesystem is rudimentary at birth, and hence, the need tocontinue to follow development after parturition. Specificto farm mammals, understanding and management ofpostnatal development of the mammary gland andreproductive systems are essential for the success ofdairies, cow/calf operations, flocks of sheep and goats,piggeries, and so forth. It is now widely accepted thatmanagement decisions regarding nutrition, socialization,etc., of prepubertal animals can affect future performance.



Fig. 1.1 Photomicrograph of mammary tissue from aprepubertal female bovine mammary gland. This tissuesection stained with 4′,6‐diamidion‐2‐phenylindole (DAPI)shows cell nuclei in blue. Red staining localizes an antibodyagainst tumor protein p40, which is expressed in the nucleiof myoepithelial cells in the bovine mammary gland.Parsons et al. (2018)/with permission of Elsevier.Physiology is the study of the function of living systems.Although various systems will be presented separatelythroughout this book, it is important to recognize that allthese systems must work together to maintain normalfunction. Therefore, the cardiovascular system does notwork in isolation from the respiratory or nervous system,but instead, it works in unison to coordinate the



distribution of oxygen and the removal of carbon dioxidethroughout the body.Cellular physiology is the study of how cells work. Thisincludes the study of events at the chemical, molecular, andgenetic levels. Organ physiology includes the study ofspecific organs, i.e., cardiac or ovarian. Systems physiologyincludes the study of the function of specific systems suchas the cardiovascular, respiratory, or reproductive systems.As you study anatomy and physiology, it will becomeapparent that structure and function have evolved tocomplement each other. The complementarity of structureand function is an essential concept. At multiple levels, areturn to this fundamental idea will hasten yourunderstanding of what sometimes seems to be anoverwhelming amount of information and detail. Ultimately,the point is for you to understand how an animal works andto understand its limitations. This relationship betweenform and function is evident beginning at the cellular level.For example, the epithelial cells lining the internal surfaceof the small intestine have tight junctions to restrict themovement of materials into the body from thegastrointestinal tract, whereas the epithelial cells liningcapillaries (endothelial cells) have modified junctions. Whythis difference? The lining of capillaries must be sufficientlyporous to allow solutes to move readily in either directionacross the capillary wall to nourish the tissues underneathand remove waste products.As another example, there are structural differencesbetween birds and mammals that allow flight. Birds havepneumatic bones, i.e., bones that are hollow and connectedto the respiratory system. These bones include the skull,humerus, clavicle, keel, sacrum, and lumbar vertebrae. Inaddition, fusion of the lumbar and sacral vertebrae is anadaptation for flight. This illustrates yet another example of



the complementary nature of structure and function, andthus the need to consider physiology and anatomy together.
Levels of OrganizationThe animal body has a complex organization extendingfrom the most microscopic up to the macroscopic (Fig. 1.2).Beginning with the smallest microscopic units of stability,the levels of organization are as follows:

Chemical Level. Atoms are the smallest units ofmatter that have the properties of an element. Theycombine with covalent bonds to form molecules such asmolecular oxygen (O2), glucose (C6H12O6), or methane(CH4). The properties of various chemicals have amajor influence on physiology. For example, at a lowpH, a chemical may not be ionized and can thus cross acellular membrane, whereas above a certain pH, thesame molecule may be ionized and thus unable to crossa lipid bilayer.
Cellular Level. In animals, cells are the smallest unitof life. However, cells have various sizes, shapes, andproperties that allow them to carry out specializedfunctions. Some cells have cilium that allows them tomove materials across their surfaces (i.e., the epitheliallining the bronchioles), whereas other cells are adaptedto store lipids, produce collagen, or contract whenstimulated.



Fig. 1.2 Levels of organization. (1) Atoms interact toform molecules, which combine to form complexchemicals. (2) Molecules combine to form cells, whichcan display specific functions depending on theproteins expressed. (3) Cells having a common functioncombine to form tissue. (4) Tissues combine to performa common function. (5) Organs can work together for acommon function. (6) All the organ systems combine toproduce a living animal.
Tissue Level. A tissue is a group of cells having acommon structure and function. The four general typesof tissue include muscle, epithelia, nervous, andconnective tissue.
Organ Level. Two or more tissues working for a givenfunction constitute an organ. Each of the tissue types



combines to form skin, the largest organ of the body, orthe cochlea in the ear, the smallest organ of the body.
Organ System Level. Organs can work together for acommon function. For example, the alimentary canalworks with the liver, gall bladder, and pancreas to formpart of the digestive system. The pancreas alsofunctions as part of the endocrine system. The organsystems include the integumentary, skeletal, muscular,nervous, endocrine, respiratory, digestive, lymphatic,urinary, and reproductive systems (Fig. 1.3).
Organismal Level. The organismal level, or the wholeanimal, includes all the organ systems that worktogether to maintain homeostasis.

HomeostasisThe 19th‐century French physiologist Claude Bernard(1965) coined the term milieu interieur, which referred tothe relatively constant internal environment, i.e.,extracellular fluid, in which cells live. Walter Cannon(1932), a 20th‐century American physiologist, later coinedthe term homeostasis meaning “unchanging” internalenvironment. The concept of homeostasis is fundamental tounderstanding physiology. However, it does mean that theinternal environment does not change. Rather,physiological systems function to maintain internalconditions within biologically acceptable boundaries. Thishappens despite exposure to a wide range of environmentalconditions. In this way, various internal conditions such asthe concentration of plasma glucose or electrolyteconcentrations or body temperature remain within narrowlimits through homeostatic mechanisms.Homeostasis is maintained at all levels of life. Individualcells, for example, control their internal environment via



selectively permeable membranes. These membranes allowthe selective movement of materials into and out of the cell.Transport depends on multiple factors, i.e., pH, size, orpresence of a specific transport system for a particularagent. Whole animals maintain their internal environmentby a host of behavioral and physiological mechanisms. Abehavioral method of regulation may include moving from asunny area to a shady area to decrease body temperature,whereas a physiological method may involve an increase insweating or panting to accomplish the same goal.





Fig. 1.3 Organ systems. The body consists of 11 majororgan systems that are shown above along with examplesof their components. (A) Integumentary system: forms theexternal covering of the body providing protection,preventing desiccation, supplying sensory informationabout the environment, and synthesizing vitamin D. (B)Skeletal system: functions in support, protection, andmovement. Also important in blood cell formation andmineral storage. (C) Muscular system: functions inmovement, maintains posture, and generates heat. (D)Nervous system: through its functions of sensory input,integration, and motor output, it quickly helps the animalinteract with the internal and external environment. (E)Endocrine system: collectively, all the endocrine‐secretingcells; these produce hormones that help maintain theinternal environment. (F) Cardiovascular system: includesblood vessels and the heart, which function to carrynutrients and waste throughout the body. (G) Lymphaticsystem: returns excess interstitial fluid to the blood andcontains phagocytic cells involved in immunity. (H)Respiratory system: provides oxygen and eliminates CO2.(I) Digestive system: assimilation, breakdown, andabsorption of nutrients. Provides an importantimmunological barrier against the external environment. (J)Urinary system: eliminates nitrogenous wastes, maintainsfluid and electrolyte balance, and has an endocrinefunction. (K) Reproductive system: functions to produceoffspring.
Homeostatic Regulatory MechanismsElaborate regulatory mechanisms exist to maintainhomeostasis. Homeostasis depends on the actions of thenervous and endocrine systems that communicate changesin the internal and external environment. The two systemswork in conjunction to make relatively rapid or slow



changes, respectively. The nervous system responds toimmediate, short‐term needs, such as seen in a reflex arc inwhich an animal withdraws its foot after stepping on asharp object. In contrast, the endocrine system generallyelicits responses that last hours or days, such as the releaseof insulin in response to a rise in blood glucose levels.Regulation that occurs at the cellular, tissue, organ, ororgan system level is autoregulation. For example, thepresence of tryptophan in the small intestine will cause thelocal release of cholecystokinin (CCK), which will cause thepancreas to secrete enzymes. Extrinsic regulation, on theother hand, involves the coordinated action of both thenervous and endocrine systems. Such regulation occurs, forexample, during prolonged stress where there is release ofnorepinephrine, epinephrine, and corticosteroids from theadrenal glands. This results in an increase in bloodpressure and a change in blood flow such that there is anincrease in skeletal muscle and a decrease in the digestivetract.



Fig. 1.4 Feedback systems. (1) A stimulus causes a changein a variable (i.e., plasma glucose, blood pressure, heartrate, etc.). (2) A receptor senses the change in the variableand sends that information to the control center. (3) Thecontrol center compares the level of the variable to a setpoint and then initiates appropriate responses to changethe variable. (4) The actions of the effectors bring about achange in the variable.The regulated factor is the variable. The regulatorymechanisms involve a receptor, a control center, and aneffector. The receptor (a modified neuron) senses a changein the environment, called a stimulus. In response to thestimulus, the receptor transmits an afferent signal to thecontrol center. The control center has a set point, which



defines the usual range of values for the variable. When theinput signal is outside of the range of the set point, anappropriate response occurs to correct the variable value.An efferent signal from the control center travels to theeffector. The effector induces a change in the controlledvariable to bring it back within the range of set point (Fig.1.4).
Feedback SystemsHomeostatic regulatory mechanisms consist of eithernegative or positive feedback systems. Negative feedbacksystems are far more common than positive feedbacksystems.
Negative Feedback SystemIn negative feedback systems, the control system initiateschange that counteracts the stimulus (Fig. 1.5). This eitherreduces or eliminates the stimulus thereby reestablishingthe variable near its set point and maintaining homeostasis.Using body temperature regulation as an example, everyanimal has a set point for body temperature with thecontrol center residing in the hypothalamus, a region of thebrain. When the body temperature of an animal rises, forexample, with sun exposure, temperature receptors in theskin and hypothalamus sense the increase and send asignal to the hypothalamus. The hypothalamus comparesthese signals to the set point and then activates heat lossmechanisms (effector) such as sweating and vasodilation.Sweating results in evaporative cooling, while vasodilationincreases the blood flow to the skin where heat is lost tothe environment through radiation, conduction, andconvection. The effector response results in a decrease intemperature back toward the set point.



Although the negative feedback system acts to correctchanges from the set point, it is also common for the setpoint to change under various conditions periodicallythroughout the day. When an animal gets a fever, the setpoint for body temperature increases. This results in theactivation of heat production pathways, including shiveringand vasoconstriction (Fig. 1.6). When the set point returnsto normal, the animal activates heat loss mechanisms.



Fig. 1.5 Negative feedback systems. (1) A stimulus causesa change in a variable, in this example, an increase in bodytemperature. (2) Information regarding the increase inbody temperature is carried to the control center, whichactivates appropriate heat loss mechanisms to decreasebody temperature toward the set point. (3) As a result, theheat loss mechanisms return body temperature to the set‐point value, and homeostasis is maintained.



Fig. 1.6 Changes in the homeostatic set points. The setpoint for a variable can change. For example, thedevelopment of a fever involves a change in the bodytemperature set point. (1) The control center responds toan increase in the set point for body temperature caused bya pyrogen (i.e., something that causes a fever) andactivates heat production pathways. (2) After being raisedto the elevated set point, body temperature is maintainedat this new level. (3) The set point decreases eitherbecause the animal fights off the cause of the fever or hasbeen given an antipyretic, so the set point decreases to theoriginal value. The control center now detects that bodytemperature is elevated, and it activates heat lossmechanisms. (4) Body temperature is returned to normal.



Positive Feedback SystemIn response to a stimulus, the animal elicits regulatorymechanisms that augment or exaggerate the effect. Thiscreates a regulatory cycle in which the response causes anaugmentation of the stimulus, which further increases theresponse. Although positive feedback systems are rare,there are situations where they prove beneficial. In thecase of blood clotting, an injured blood vessel secretesfactors that attract platelets to that site. These plateletssecrete factors that attract more platelets, and thus apositive cascade begins to occur. Although this is beneficialin preventing the loss of blood, if left unchecked, theclotting process would continue until all the blood in thebody is clotted, resulting in death.Birth is another classic example of a positive feedbacksystem. Near the time of parturition, oxytocin along withprostaglandins initiates uterine contractions. The uterinecontractions cause the hypothalamus of the mother torelease more oxytocin, causing greater uterinecontractions. This initiates a positive feedback loop toensure the completion of parturition.
Anatomical NomenclatureAs with any field of science, anatomy has its own language.It is necessary to know this language to accurately describestructures and events. When trying to describe the locationof the femur, simply saying that it is “in the back leg andlocated before the tibia and fibula” will not suffice.
Directional and Positional TermsAnatomical terms describe an animal that is in theanatomical position. In the case of humans that are bipeds(i.e., walk on two legs), this means standing with the arms



hanging by the side and the palms rotated forward. Foranimals that are quadrupeds (i.e., walk on four legs), theanatomical position entails standing on all four limbs.Table 1.1 provides a listing of positional and directionalterms. The use of such terms allows for more precisionwhile using fewer words to describe body structures. Forexample, one might say, “The knee is located on the frontleg approximately halfway between the trunk and thehoof.” With directional and positional terms, a betteranswer is “The knee is located distal to the humerus andproximal to the radius and ulna, in the middle of the frontleg.”



Table 1.1 Directional and positional terms.
Term Meaning ExampleDorsal Toward the back, also, belowthe proximal ends of thecarpus and tarsus, dorsalmeans toward the head (i.e.,dorsal replaces cranial)

The vertebralcolumn is dorsalto the sternum
Ventral Toward the belly The udder isventral to thetailCranial Toward the head The neck iscranial to thetailCaudal Toward the tail The tail iscaudal to theheadRostral Part of the head closer to thenose The beak isrostral to theearProximal Near the trunk or origin ofthe limb The elbow isproximal to theankleDistal Farther from the trunk The ankle isdistal to theelbowPalmar Below the proximal ends ofthe carpus, palmar replacescaudal

The dewclawsare on thepalmar surfaceof the forelimbPlantar Below the proximal ends ofthe tarsus, planar replacescaudal
The dewclaws ofthe hind limbare on the



Term Meaning Exampleplantar surfaceof the footMedial Toward the longitudinal axis(midline) The sternum ismedial to thelimbsLateral Away from the longitudinalaxis The scapula lieslateral to thespineSuperficial Nearer the body surface The skin issuperficial tothe ribsDeep Farther from the bodysurface The heart isdeep to the ribsAxial andabaxial Restricted to the digits, theseterms indicate positionrelative to the longitudinalaxis of the limb; axial andabaxial are closer andfurther to the longitudinalaxis, respectively

The lateral edgeof the hoof isabaxial to thephalanges

These terms can have different meanings when referring tohumans as opposed to animals. Although dorsal andposterior mean toward the back or spinal column inhumans, dorsal means toward the spinal cord in aquadruped while posterior means toward the tail.
Body PlanesWhen talking about anatomical locations, it is necessary toconsider the three‐dimensional nature of an animal. Thebody can be sectioned, or cut, in all three planes. Knowingwhich plane, one is observing when looking at a crosssection gives knowledge of the location of various



structures. Using the horse as an example, the terms arefurther depicted in Figure 1.7.A sagittal plane divides the body into right and left partsalong the longitudinal axis (Table 1.2; Fig. 1.7). If the planeis exactly along the midline of the longitudinal axis, it is amedian, or midsagittal, plane. Any sagittal plane other thanthe midsagittal is called a parasagittal (para = near) plane.A frontal (dorsal) plane runs longitudinally and passesthrough the body parallel to its dorsal surface and at aright angle to the median plane. In other words, it dividesan animal into a dorsal and ventral portion and runsparallel to the ground. In humans, such a plane runsperpendicular to the ground.A transverse plane runs perpendicular to the long axis ofthe structure. A transverse plane can divide an animal intoa cranial and caudal half, or it can divide a limb into aproximal and distal section.





Fig. 1.7 Planes of the body. The three major planes(frontal, transverse, and sagittal) are shown.
Table 1.2 Body planes.
Orientation of
Plane

Plane Description

Perpendicularto long axis Transverse Divides the body intocranial and caudal parts;also crosses an organ orlimb at a right angle to itslong axisParallel to longaxis Median(midsagittal) Divides the body into equalright and left halvesSagittal Divides body into unequalright and left halvesFrontal(dorsal) Longitudinal plane passingthrough the body parallelto the dorsal surface and atright angles to the medianplane
Body Cavities and MembranesA median view of an animal will reveal two cavities, thedorsal and the ventral. The dorsal cavity protects the brainand spinal cord and contains the cranial cavity within theskull and the vertebral, or spinal, cavity that is found withinthe vertebral column. The brain and the spinal cord arecontinuous; therefore, the cranial and vertebral cavities arealso continuous.When looking down the longitudinal axis, the trunk of theanimal can be divided into three cavities. The thoraciccavity is surrounded by the ribs and muscles of the chest. Itcan be further subdivided into the pleural cavities, each of



which houses a lung, and the mediastinum, which is locatedmedially between the lungs and contains the pericardialcavity. The mediastinum also houses the esophagus andtrachea.The abdominopelvic cavity is separated from the thoraciccavity by the diaphragm. The abdominopelvic cavity hastwo components: the abdominal cavity that contains,among others, the stomach, intestines, spleen, and liver aswell as the more caudal pelvic cavity. The pelvic cavity issurrounded by the bones of the pelvis and contains thebladder, part of the reproductive organs, and rectum.The walls of the ventral body cavities, as well as the surfaceof the visceral organs, are covered by a thin, double‐layermembrane called the serosa, or serous membrane. Theportion of the serosa lining the body cavity is called theparietal serosa, while the portion lining the organ is thevisceral serosa.The best way to visualize the relationship between the twolayers of the serosa is to imagine pushing your fist into aninflated balloon. The layer of the balloon closest to your fistwould be equivalent to the visceral serosa, while that partof the balloon on the outside would represent the parietalserosa. The two serosal membranes each secrete serosalfluid into the space between the two layers. This fluid actsas a lubricant to reduce the friction between the parietaland visceral serosa as they slide across one another. This isimportant when one considers how often the heart beats orthe lungs inflate, during which time the visceral andparietal serosa slide across one another.The serosa membranes have specific names depending ontheir location. When found surrounding the heart, it iscalled the pericardium (peri = around + kardia = heart).Therefore, the parietal pericardium lines the pericardialcavity, while the visceral pericardium adheres to the heart.



The pleura adheres to the lungs and lines the thoraciccavity, whereas the peritoneum lines the abdominopelviccavity and adheres to the visceral organs.
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2
The Cell: The Common Physiological
Denominator

Cells: A Common DenominatorAll physiological systems, for example, digestive,respiratory, or cardiovascular, depend on the actions andactivities of cells. Groups of cells and their productscoalesce to create the four primary tissue types [epithelial,neural, muscular, and connective tissue]. Chapter 4includes descriptions of the varied characteristics of thesetissues. Combinations of these tissues produce organs.Functionally related organs create physiological systems.For example, the digestive system includes the mouth, teethand oral cavity, esophagus, stomach, small intestine andlarge intestine, and essential accessory organs (liver,pancreas, gall bladder). This tube within a tubeorganization allows for acquisition of food, physicalmastication of foodstuffs, chemical digestion, and ultimatelyabsorption of nutrients across the lining of the GI tract intothe blood stream. The mature GI tract has elements of eachof the four major tissue types.The internal lining, the mucosa (an example of epithelialtissue), is composed of a layer of specialized epithelial cellscalled enterocytes. The enterocytes rest upon a thin layer ofextracellular proteins, the basement membrane. Themucosal layer also contains other specialized connectivetissue elements including proteins, collagen, and elastin, aswell as protein–carbohydrate hybrid molecules calledproteoglycans. The mucosa also houses a population ofscattered smooth muscle cells, the muscularis mucosa, and



a distinctive connective tissue called the lamina propria.The submucosa appears between the enterocytes and thenext major tissue layer, the muscularis. This regionprovides a passageway for capillaries and lymphaticvessels. Exocrine glands, which produce secretionsdestined for the lumen of the GI tract, also reside in thislocation. Closer to the outer circumference of the tract,there are two closely aligned, dense layers of smoothmuscle cells called the muscularis externa. The inner mostlayer of smooth muscle cells is oriented around thecircumference of the GI tract and the outer layer is orientedalong the longitudinal axis of the GI tract. The coordinatedcontraction and relaxation of these two smooth muscle celllayers provide for mixing and movement of gut contents. Athin layer of epithelial cells called the serosa covers theoutside of the GI tract that is adjacent to the internal bodycavity. The serosa is continuous with the mesentery, whichprovides a means for the entrance of veins, arteries, andnerve fibers into the muscularis externa and submucosaand for general support via attachment to ligaments.Despite the complexity of tissue and cell types in the GItract and the requirement of multiple cell and tissue typesfor maximum efficiency, the essential function of the GItract depends on the actions of the enterocytes.Consequently, understanding physiological systems andprinciples ultimately should begin with an appreciation ofcellular physiology and function. A common theme that wewill emphasize repeatedly is that structure and function gotogether. This idea will become apparent at multiple levelsof organization molecular, cellular, organ, and system. Ourstory begins with a discussion of the cell.Once past the primordial stem cell stage of the embryo,cells acquire varying degrees of structural and functionaldifferentiation. Differentiation of cells equips them for theirfunction. For many years, it was believed that once cells



differentiated it was impossible to reprogram them so thatthese cells or their daughters could be induced to follow adifferent path. Under usual circumstances this is likely true,however, it is also evident that advances in cell andmolecular biology have called this dogma into question. Forexample, the development of the cloned sheep Dolly in 1996was achieved using cultured fibroblasts. Other examples ofanimals cloned from fully differentiated cells have sincebeen demonstrated. It is now known that virtually alltissues harbor populations of undifferentiated cells thatserve as stem cells capable of being induced to proliferateand thereby create new lineages of cells that canrepopulate those tissues. Box 2.1 provides some examplesof mammary stem cells (MaSCs).



Box 2.1 Practical anatomy and physiology

There is a lot in the news lately about stem cells. Muchof this involves efforts to produce replacement tissues ororgans or combat the ravages of cancer and otherdiseases. What about general physiology, are thereexamples? The answer is yes. One of the most elegantdemonstrations of the existence of stem cells is for themammary gland. Using genetically similar mice,researchers first prepared recipient mice, which hadtheir rudimentary mammary epithelium surgicallyremoved before puberty. This resulted in animals withan intact mammary fat pad (the so‐called clearedmammary gland), that is, no remaining mammaryparenchymal tissue. Using cell separation and isolationtechniques, scientists recreated the entire epithelial(parenchymal) portion of the mammary gland andinduced milk synthesis following the injection of amammary stem cell (MaSC) into a cleared mammary fatpad (Kordon and Smith, 1998; Bussard and Smith,2011).MaSCs are key to mammary growth and cellreplacement and therefore are a biological target forefforts to increase milk production, persistency oflactation, and tissue repair. To pursue these aims,several approaches have been used to identify, isolate,and characterize the molecular properties of these cells.One of these has been to identify and isolate cells thatexhibit long‐term retention of bromodeoxyuridine(BrdU). You may recall that BrdU is a nucleic acidanalogue for thymidine and can be identifiedimmunocytochemically in cells (see Fig. 2.15). This effortis based on the hypothesis that stem cells are largelyquiescent and that they retain the original DNA strands



and transfer newly synthesized strands of DNA to transitamplifying daughter cells. Capuco (2007) reported theidentification of putative bovine mammary epithelialstem cells using this technique and subsequentlyexpansion of the population of putative bovine MaSCs byinfusion of xanthosine into the developing mammarygland (Capuco et al., 2009).Ongoing efforts are focused on finding easier‐to‐usetools to identify bovine MaSC that do not require the useof BrdU. For example, Choudhary and Capuco (2021)reported results for a large group of candidate markersfor MaSC/progenitor cells based on candidate genes andproteins in other tissues and animals usingimmunological detection of candidate proteins as well asan RNAscope®assays, which identify mRNA targets innuclei of mammary cells in tissue from prepubertalcalves and lactating cows. Much of this work is still inthe early phases but the potential benefits are huge.
These examples emphasize an unexpected plasticity oftissues and cells. It may be possible in the future tobioengineer replacements for damaged or diseased organsor tissues as the rules governing cell growth anddifferentiation are better defined.
Water: The Universal SolventBecause mammals are composed largely of water (~70%),cellular biochemistry is governed by interactions ofphysiologically important molecules and water of the cellcytoplasm, the water surrounding the cells (interstitialfluid), or the aqueous environment of various cellularorganelles. We all appreciate, at least in a general sense,that water is essential to our survival. However, considering



some of the physical‐chemical attributes of water helpsemphasize its physiological relevance. Water is an excellentsolvent for many but not all physiologically importantmolecules. Blood plasma, which is about 90% water,transports a myriad of dissolved nutrients (e.g., glucose,amino acids), minerals (e.g., Na, Cl, and K), and gases (e.g.,O2, CO2). Intra‐ and intercellular water is rich with vitalsolutes. The urinary system maintains body water reservesand functions to insure maintenance of blood pressure,blood volume, and proper osmolality.Water is the biological, universal solvent essential to life.Why is this true? The answer lies in its abundance and inthe structure of the water molecule. The chemical formulafor water (H2O) is well known. Figure 2.1 illustrates thatwater has a distinct dipole moment. This means that thereis an unequal sharing of electrons between the oxygen andhydrogen atoms of the molecule so that the molecule ispolarized. The oxygen atom, because of its greater capacityto attract electrons, has a slight negative charge. Therefore,the hydrogen atoms have a slight positive charge. Thispolarity causes the water molecules to arrange themselvesso that they form hydrogen bonds (opposite chargesattract). Hydrogen bonds, while weak compared withcovalent chemical bonds, are very important physiologicallybecause of their abundance. They also are important in theattraction between many macromolecules. For example, thetwo strands of DNA depend on hydrogen bonds createdbetween base pairs.Because of its dipole moment, there is a net negativecharge associated with the oxygen atoms of the watermolecule. This charge separation allows water molecules toorganize to form attractant bonds with other watermolecules. This property explains many of the attributes ofwater as the so‐called universal solvent and the ability ofother polar molecules to readily dissolve in water.



This attribute explains the commonsense example of oilsnot dissolving in water. Most common oils or lipids arecomposed of hydrocarbon chains that exhibit equal sharingof electrons between atoms and therefore exhibit little or nopolarity. Such nonpolar molecules cannot associate withwater and are described as hydrophobic (water‐fearingmolecules). Polar molecules, in contrast, readily associatewith water and are described as hydrophilic (water‐lovingmolecules). Interestingly, many cellular and tissuemacromolecules have both hydrophobic and hydrophilicregions. For example, the three‐dimensional shape of aprotein in the cell is determined by physicochemical forcesthat act to shelter groupings of hydrophobic amino acidsaway from water while at the same time allowinghydrophilic amino acids' hydrogen bonding interactionswith water. This fundamental property of water means thatit can form highly oriented layers or shells around chargedareas of large macromolecules, for example, nucleic acids,proteins, or proteoglycans, and thereby impact structure,organization, and function. Biochemists can take advantageof these properties to isolate macromolecules fromhomogenates of tissues or cells. For example, if theshielding of protein or nucleic acid charges by water isreduced by adding a water‐miscible solvent that reduceshydrogen bonding, protein–protein or nucleic acidinteractions are enhanced, and precipitation of themacromolecules occurs. This is often achieved by theaddition of ethanol or acetone.



Fig. 2.1 Hydrogen bonds and water.Other physiologically important properties of water includespecific heat, thermal conductance, and surface properties.Briefly, water can absorb substantial amounts of heatenergy without a drastic change in temperature.Alternatively, a significant amount of heat energy can belost without a dramatic effect on temperature. Thistemperature buffering is important because mostbiochemical processes are temperature sensitive.Evolutionarily, the greater success of warm‐bloodedmammals compared to cold‐blooded animals reflects theappearance of physiological mechanisms to maintain bodytemperature, and therefore water temperature. Because thewater content of animal tissues is so high, the total capacityto store heat energy is correspondingly high. The energyneeded to vaporize water is also relatively high. Think ofhow quickly you feel the cool effect of an alcohol swab onyour skin compared with a simple water‐moistened swab.This property can be viewed as both an advantage and adisadvantage, depending on the physiological



circumstances. In hot environments or with excessive work,thermoregulation depends on sweating or panting in manyanimals to reduce the thermal load. Too much loss andthere is dehydration. New visitors to hot, dry desertenvironments must be admonished to drink often to makeup for unrecognized insensible water losses. Many animalshave adapted specialized physiological mechanisms andbehaviors to minimize insensible water loss and tomaximize the efficient use of water. As another example,seal pups reared in polar seas (in many respects a “desert”environment regarding water availability) depend on waterderived from the metabolism of high‐fat milk to supplymuch of their water requirement. Consider the impact ofwater on the accumulation of milk in the mammary gland,blood in the cardiovascular system, or perhaps urineproduction. There are also numerous moist surfaces onmany organs. The surface properties of water also affectfluid movement, and the capacity of tissue surfaces tointeract. This phenomenon is evident in the meniscuscharacteristic of a test tube filled with water. Anothercommonsense example is the appearance of beads ofrainwater on the surface of a waxed car; the wax is veryhydrophobic so the molecules of water in the droplet aremuch more attracted to one another than the nonpolar wax.The spherical shape reflects the physics of attractionbetween the molecules and the fact that the sphere is theoptimal shape to minimize forces. Surface tension describesthese forces and is expressed in force per length ornewtons (N) per meter. Pure water has a surface tension of7 N/m, but dilute detergent reduces this to about 4 N/m.Surface properties of water play a critical role in manyphysiological processes. Surface‐acting amphipathicmolecules reduce surface tension. These molecules havedistinct polar and nonpolar domains. When placed onto amoist surface environment, the molecules disrupt theassociation between water molecules, and at liquid–vapor



interfaces limit water‐to‐water connections and thus thestrength of the surface tension. For example, the capacityof the lung alveoli to expand in the newborn requires thatthe surfaces of the epithelial cells lining the internal surfaceof the alveolar air sacs be coated with a surfactant. Thisminimizes the attraction of the surfaces and thereforeallows expansion. In fact, the surface tension of lungextracts can be as low as 0.5 N/m. Specialized alveolar cells(Type II cells) scattered among the normal epithelial cellssecrete surfactant. Production is stimulated by thesecretion of glucocorticoids (steroid hormones produced inthe adrenal gland), near the time of parturition. Animalsthat are born prematurely often have respiratory problemsbecause of failed surfactant production.
Cellular OrganellesStructures found inside cells are organelles. Examplesinclude the nucleus, mitochondria, and ribosomes. Mostorganelles are membrane covered. Other organelles,secretory vesicles, and lysosomes, for example, are uniquebecause of their membrane‐bound contents. Thus,understanding membranes is important to understandphysiology. We begin with lipids and especiallyphospholipids. Lipids are a heterogeneous group ofmolecules, but common attributes include: (1) beingpractically insoluble in water but (2) soluble in nonpolarorganic solvents such as ether, ethanol, or chloroform.Lipids include fats, oils, waxes, and related compounds.Figure 2.2 shows the general structure of moleculesnecessary to produce common fats called triacylglycerols ortriglycerides.Neutral fats are esters composed of two building blocks,glycerol and one of any number of different fatty acids.Glycerol is a three‐carbon alcohol derived from the



catabolism of the common hexose sugar glucose. Fatty acidmolecules are linear hydrocarbon chains with a carboxylicacid moiety at one end. This residue or group is the mostreactive or functional part of the molecule. Fatty acids varyin length, but the glycerol backbone of the triglyceride isconstant. Fatty acids also vary with respect to the numberof double bonds between carbon atoms. Those with nodouble bonds are saturated fatty acids, those with a singledouble bond are monosaturated, and those with more thanone are polysaturated. The degree of saturation and lengthof the fatty acids affect their properties. For example, theshorter chain members <6 carbons are somewhat watersoluble and volatile but longer fatty acids are neithersoluble nor volatile. Table 2.1 gives a listing of commonsaturated fatty acids, structural formulae, and commonfeatures. Common names of many of the fatty acids arewidely used but systemic names make deduction ofstructure easier. To illustrate, palmitic acid is the commonname for the 16‐carbon fatty acid hexadecanoic acid. Thisindicates the carboxylic acid of hexadecane (hexa meaning6 and deca meaning 10 and the ‐ane indicating an alkane).This fatty acid is also written as C16:0, which means thereare 16 carbons and 0 double bonds. Formally, triglyceridesare tri‐acyl esters derived from glycerol and any of severalfatty acids. The reaction involves a dehydration synthesisreaction (water is liberated, e.g., remember the earliercomment about seal pups getting water from milk fatcatabolism) between a carbon of the glycerol and thecarboxylic acid residue of each of the fatty acid chains tocreate the ester linkage illustrated generally below.



Fluid Mosaic ModelGlycerol linked with three fatty acids creates a triglyceride,two fatty acids a diglyceride, and a single fatty acid amonoglyceride. Only a few naturally occurring triglycerideshave the same fatty acid in all three ester positions. Mostare mixed acylglycerols. Phospholipids demonstrated by thegeneral formula shown in Figure 2.3, also contain aphosphoric acid residue. The alcohol moiety in manyphospholipids is also glycerol but for others, for example,the sphingophospholipids the alcohol is sphingosine.Phospholipids are often drawn in the form of a ball torepresent the polar head of the molecule and two trailingtails to represent the nonpolar hydrocarbon chains of thefatty acids. Along with associated proteins and some otherlipids, the capacity of the phospholipids to spontaneouslyform bilayers is essential to understand the formation of allthe cellular membranes. The now classic organization of theplasma membrane is described as a fluid mosaic model.This consists of a mosaic of globular proteins suspended ina sea of phospholipids. Membranes are organized with thepolar heads of two layers of phospholipids oriented eithertoward the aqueous environment of the interstitial fluid ortoward the aqueous environment of the cytoplasm. Thehydrophilic hydrocarbon chains of the fatty acids interact sothat the membrane has a trilaminar appearance, withphospholipid heads on either side with fatty acid tails in thecenter. This organization is apparent in well‐preservedtissues, embedded in plastic resins thinly sectioned (~900 nm) and prepared for examination in an electron



microscope. This organization is often likened to a peanutbutter sandwich with the peanut butter as the tails and thetwo slices of bread as the phospholipid heads. Thisfundamental structure is true for all cellular membranesbut there are differences in the specific composition, forexample, the Golgi membranes versus the plasmamembrane. Proteins associated with the membranes areoriented within either the outer or inner membrane leaflets.Other proteins completely span the membrane. Whatevertheir specific arrangement these proteins are calledintegral membrane proteins. Those that span the membraneoccur so that less polar amino acids reside within thecentral hydrocarbon tails of the fatty acid chains with polaramino acids located with the polar heads or aqueoussurfaces of the membrane. Examples of complex plasmamembrane proteins include receptors for hormones orgrowth factors (GFs) and those required for the transport ofmetabolites and nutrients.



Fig. 2.2 Triglyceride synthesis and structure.
Table 2.1 Common saturated fatty acids.
Fatty
Acid

Formula Attributes

Acetic CH3COOH Major end product of rumenfermentation, energy source forATP productionPropionic C2H5COOH End product of rumenfermentation, major precursor forgluconeogenesisButyric C3H7COOH Major end product rumenfermentation



Fatty
Acid

Formula Attributes

Caproic C5H11COOH Minor end product of rumenfermentationCaprylic C7H15COOH Small amounts of many fatsPalmitic C15H31COOH Common in all animal and plantfatsStearic C17H35COOH Common in all animal and plantfats





Fig. 2.3 Panel (A) illustrates the structure of a typicalphospholipid. Similarity to triglyceride structure isapparent. Panel (B) gives a common shorthand version ofthe phospholipid structure that is often used to demonstratethe arrangement of phospholipids to create the bilayerorganization of cellular membranes. Panel (C) shows theorganization of both phospholipids and proteins within atypical membrane. The polar phospholipid heads areoriented toward aqueous environments and thehydrophobic, hydrocarbon tails with each other in thecenter of the bilayer. Various membrane‐associatedproteins (indicated by the dark blue structures) orienteither with the hydrophobic center of the bilayer or withthe more hydrophilic outer region of the membrane,depending on the nature of the protein.Cellular membranes are fluid, dynamic, and activestructures. Membrane components are alsointerchangeable between many cellular components. Forexample, in the mammary gland of a lactating mammal,milk components are packaged into secretory vesicleswithin the Golgi apparatus. These product‐containingpackets progressively make their way to the apical surfaceof the cell for expulsion or secretion from the cell viaexocytosis. The membrane surrounding the secretoryvesicles becomes part of the plasma membrane.Furthermore, lipid droplets synthesized in the cellsprogressively enlarge and migrate to the apical surface ofthe cells for secretion. However, in this case, the dropletsliterally begin to protrude pushing a part of the plasmamembrane away from the cell surface. This continues untilthe droplets pinch off with the former plasma membranenow encapsulating the droplet. In this state, the membraneis referred to as milk fat globule membrane, but its originwas the plasma membrane of the epithelial cell. Figure 2.4illustrates the organelles and secretion activity of such a



mammary epithelial cell. Similar events would occur inmany other secretory cells, for example, the pancreas, liver,salivary gland, and pituitary gland.
Microscopy TechniquesBeginning with the invention of the light microscope in the1600s and progressive improvements in cell preservation,techniques to embed tissue in materials for sectioning, andstaining to identify specific cellular components, much hasbeen learned regarding cell structure and function.However, even simple smears of dislodged isolated cellscan be very useful in physiological or clinical situations. ThePap smear is routinely used in women's health to monitorthe cells of the cervix. The morphology of the cells isclassified to determine if any of the cells appear to haveprecancerous attributes, for example, altered nuclearmorphology or staining characteristics. Another example isthe blood smear, that is, a small sample of blood is spreadand dried on a microscope slide and then stained. Suchsmears are cover‐slipped, and a differential count isperformed. In this procedure, the slide is scanned in astandard pattern and the first 100 white blood cellsencountered are identified (lymphocyte, neutrophil, etc.)and tabulated. This information is used to produce adistribution profile of the types of leucocytes in the sample.For example, the horse averages about 55% neutrophils,35% lymphocytes, 5% monocytes, 3% eosinophils, and 1%or fewer basophils. Changes in these proportions canreflect various diseases. What would be your predictionabout a classmate with mononucleosis or a cat withleukemia?





Fig. 2.4 Diagram to illustrate major pathways for cellularsynthesis and secretion. Milk precursors in capillaries (Cap)are transported across the endothelial cells and basallamina (BL) to the interalveolar connective tissue. Nutrientspass across the alveolar BL and/or myoepithelium (My), thebasal plasma membrane (PM), and into the cytoplasm. Milkproteins are synthesized in the rough endoplasmicreticulum (RER), enter the RER lumen, and are transportedto the Golgi (GA) for processing and packaging. In typicalexocytosis, the secretory vesicles (SVs) with casein micelles(CM) and lactose leave the Golgi, translocate to the apicalPM, and release contents of the vesicle (SV1). Alternatively,vesicles can fuse to form chains for secretion (SV2) or fusewith the release of double membrane‐bound micelles (SV3).Milk lipid is synthesized in the region of the RER and asdroplets grow, they also translocate to the apical PM. Thesedroplets are enveloped by PM, protrude from the cell (LD1),and are pinched off from the cell into the lumen (LD2) andinto the lumen (LD3). It is also possible that SV can fusearound lipid droplets, with other droplets, and with theapical PM in groups (LD4). Lipid droplets might also bereleased via coalesced secretion vacuoles (Vac). Otherfeatures include mitochondria (M), nucleus (N), nucleolus(Nu), microtubules (Mt), microfilaments (Mf), coatedvesicles (C), and tight junctions (J).Diagram modified from Nickerson and Akers (1984).In dairy animals, mastitis status (mastitis is inflammation ofthe mammary gland) is routinely evaluated by the presenceand number of leukocytes in the milk. The technology usedis based on a well‐characterized relationship between cellnumber and the amount of a specific dye that binds to DNA.As the cell number increases in the milk sample, theamount of dye binding increases proportionally. Althoughthese assays are now automated, the milk smear is used tocalibrate these machines. Table 2.2 illustrates the



relationship between milk somatic cell count and milkproduction.In some experimental situations, it is useful to know thestage of the estrus cycle. For many laboratory animals, it isproblematic to collect enough repetitive blood samples tomeasure reproductive hormones (estrogen, progesterone,follicle‐stimulating hormone, luteinizing hormone) for thispurpose. However, the use of daily vaginal smears allowsfor monitoring the stages of the estrus cycle. The number ofcornified epithelial cells and leukocytes varies according tothe stage of the estrus cycle so that changes in thesecellular profiles indicate the stage of the estrus cycle.Although information obtained from smears of various cellsis useful, the technique is limited because most cells arepart of tissues. More importantly, the organization anddifferentiation of the various cell types and their productsare fundamental to understanding the physiology of a tissueor organ. For this evaluation, it is necessary to infiltrate thetissue and cells with a medium that is sufficiently solid toallow sections thin enough for light to penetrate to beprepared. The most common embedding medium is paraffinwax. Because tissues and cells are largely water‐based,fresh tissues are first preserved or fixed in an aqueoussolution containing chemicals that cross‐link major cellstructures and macromolecules. These include formalin,formaldehyde, glutaraldehyde, and others. After a period offixation, the tissues are dehydrated by transferring thetissue through a series of increasing concentrations ofethanol, then into xylene, a mixture of xylene and paraffin,and finally pure paraffin. This gradual process allows thewater to first be replaced by ethanol, then the ethanol byxylene, and the xylene by paraffin. The tissue blocks aresubmerged in additional paraffin in a mold and allowed toharden. Imagine the string in the center of a candle is theprocessed tissue. If the candle is carefully sliced in cross



section a piece of string would be in the center of eachslice, representing the fixed embedded tissue. The slicing ofthe tissue blocks needs to be precise and uniform.Embedded blocks of tissue are sliced in a machine called amicrotome. The machine uses a thin steel blade, much likea razor blade, and the sections usually are cut off in aribbon. Cut sections float on a water bath and aretransferred to a microscope slide. Once the sections aredried, the slides are typically dipped in xylene andprocessed back into an aqueous environment to allow thestaining of the sections. The staining allows visualization ofstructures in a standard bright field microscope. H&E orhematoxylin and eosin are very common stains. Thistechnique makes the cell nuclei dark blue, the cytoplasmvarious shades of blue to pink, and extracellularcomponents pink to red. Most histological slides used inphysiological classes are H&E stained. Many other stainsdeveloped for specific uses and examples are illustrated invarious sections of the text. One especially exciting recentinnovation in tissue staining is the use of specific antibodiesto localize proteins within cells or even within cellularorganelles. Figure 2.5 shows tissue blocks, molds, andprocessed sections for tissue embedded in paraffin.



Table 2.2 Relationship between MSCC, DHI cell countsscore, and milk production in dairy cows.Adapted from Jones et al. (1984).
MSCC DHI

Score
Milk Yield
(kg/d)

Milk Yield 305d
(kg)12,500 0 29.2 890625,000 1 28.6 872350,000 2 28.0 8540100,000 3 27.4 8357200,000 4 26.9 8205400,000 5 26.2 7991800,000 6 25.4 77471,600,000 7 24.6 75033,200,000 8 23.6 71986,400,000 9 22.5 6863Despite the widespread use of paraffin‐embedded tissuesections and the rich experimental and pathological historyof this technique, there are serious limitations. One of theseis that tissue sections thinner than about 5 microns (μm)cannot be easily prepared. A reasonable approximation ofan epithelial cell is about 10 × 10 × 10 μm. This means thatfor the study of intracellular organelles, the sections are toothick so, making it difficult to distinguish these structures.These limitations led to the development of plastic resinsdesigned for embedding cells and tissues. With thesubsequent development of specialized microtonesdesigned to use pieces of fractured glass or even diamondknives, it became possible to section fixed tissuesembedded in plastic very thin indeed. In fact, for lightmicroscopic study sections of 0.5–1 μm in thickness can beeasily prepared. To distinguish sections from the paraffin



blocks from those in plastic they are often called semi‐thinsections.





Fig. 2.5 Preparation of tissues for microscopicexamination. Panel (A) shows tissues that have beenembedded in paraffin (upper) or in plastic (lower) for thepreparation of sections for light microscopy. The tissue inthe paraffin block is visible as a faint yellow mass in thecenter. The width of the block is about the size of a USquarter. The tissue in the lower plastic block is not visiblebut occupies a position near the center of the block. Panel(B) shows a view of a typical microtome for the preparationof paraffin‐embedded tissues. Panel (C) shows a paraffin‐embedded tissue block mounted in the microtome. Witheach up‐and‐down motion of the microtome, the block oftissue moves past a stationary knife so that a ribbon ofserial sections (typically ∼5 μm thick) is cut. The ribbon ofsections is transferred to a water bath (panel D) andultimately floated onto a microscope slide. The sections areallowed to dry, then the paraffin is removed, and thesections are hydrated, stained, and subsequently cover‐slipped for examination. Processing of tissue embedded inplastic resins follows a similar procedure, but thinnersections (∼0.5 μm) can be prepared for light microscopy,and with the proper microtome, sections thin enough forelectron microscopy can be prepared.Perhaps more importantly, these breakthroughs allowedeven thinner sections to be examined by using the electronmicroscope. While a detailed consideration of the electronmicroscope is beyond the scope of our text, some analogywith the readily understood light microscope is useful. Thestandard compound microscope is essentially a two‐partmagnifying system in which the specimen is first magnifiedby the lens in the objective barrel and secondly by the lensof the eyepiece or ocular. Total magnification is the productof the magnification of the objective lens used and that ofthe eyepiece. For example, using a 20X objective lens witha typical 10X eyepiece produces an image that is 200‐fold



greater than the original. The specimen is placed on a stagebelow the objective lens. Light is then directed from a lightsource, through an aperture, then a sub‐stage condenser,and then through the specimen. Light rays from thespecimen pass through the objective lens and are focusedfor view through the eyepieces. This is accomplishedmechanically by raising or lowering the position of theobjective lens relative to the specimen. Resolution is thedegree of separation that can be seen between adjacentpoints in a specimen, in other words, the degree of detail.The smaller the distance that can be distinguished betweentwo points, the greater the detail in the image. With theunaided eye, points appear as independent structures onlyif 0.2 mm or 200 μm separates them but with a goodmicroscope points as close as 0.25 μm can be distinguished.Ultimately resolution of the bright field microscope islimited by the wavelength of light and sample preparation.The maximum useful magnification of the light microscopeis about 1400‐fold. Images can be reproduced to largersizes in the printing process, but this does not increase trueresolution.In the electron microscope, a beam of electrons replacesthe bean of light. The sample (now only about 900 nanometers (nm) in thickness) is positioned on a coppergrid and the grid is inserted into a sealed chamber andplaced under vacuum. A bean of electrons passes throughthe sample. To increase the electron density of the sample,the tissue is treated with heavy metals (usually lead citrateor uranyl acetate), which bind with macromolecules in thesample and improve sample resolution. The electron beanpenetrates the tissue located in the open spaces of the gridand the image produced is brought into focus by alteringthe voltage applied to a series of electromagnets located oneither side of the column, which houses the electron beam.The image is viewed first on a phosphorescent screen and



the image is saved by positioning and exposing film. Thefilm is developed, and images of the specimen are preparedby making photographic prints from the film. The processas described is called transmission electron microscopy. Asimilar process called scanning electron microscopy relieson images produced by coating surfaces often with a thinlayer of gold. Detailed images of intracellular structurebecame possible only with electron microscopy; severalexamples are included along with descriptions of cellorganelles. Figure 2.6 shows a block of tissue prepared forstudy in an electron microscopy, one of the small coppergrids, and an example of an exposed, developedphotographic plate.





Fig. 2.6 Comparisons between tissue preparation for lightmicroscopy and transmission electron microscopy. Theupper row shows samples prepared for paraffin, plastic,and electron microscopy. The holder in the center of theupper row is designed to hold a series of small copper grids(just below the coin to the right) that have very smallribbons of plastic‐embedded tissue. The tissue fragment isfirst embedded in a bullet‐shaped mold that is filled withplastic resin. Once the plastic is polymerized, the mold isremoved, and the hardened plastic with the tissue, nowlocated at the end of the bullet, is sectioned. The ribbon ofsections is then floated onto the copper grid. As can beappreciated from the scale offered by the coin, theseribbons must be maneuvered via a dissecting microscopeattached to the microtome. The middle row shows a slidewith a ribbon of unstained tissue compared withdeparaffinized, stained tissue. The plate to the right of themiddle row is an exposed, developed film plate (negative)from the electron microscope. The lower portion of thefigure shows a part of a glossy print made from thisnegative (the tissue is from the pituitary gland).
Organelles of the CytoplasmWhile many complete texts are devoted to aspects of celland molecular biology, a basic appreciation of cell structureis important in understanding cellular physiology andultimately tissue, organ, and systems‐level physiology. It isimperative to appreciate that essentially all organellesoccur in all cells. However, the total number andarrangement of these organelles vary markedly from celltype to cell type. Numbers can also change dramaticallywithin a given cell type depending on the activity of the cell.These differences reflect the degree of differentiation of thecell. For example, mammary alveolar epithelial cells takenfrom a non‐lactating pregnant animal have a very different



complement of cellular organelles than cells collectedduring lactation. This reflects differences in activitybetween these stages of development.Certainly, biochemical differentiation of the secretory cellsis required for the onset of milk secretion. However, thecells must also acquire the structural machinery needed tosynthesize, package, and secrete milk constituents. Whenalveolar cells first appear during mid‐gestation, they exhibitfew of the organelles needed for copious milk biosynthesisor secretion. The cells are characterized by a sparsecytoplasm with few polyribosomes, some clusters of freeribosomes, limited rough endoplasmic reticulum (RER), andrudimentary Golgi usually in close apposition to thenucleus, some isolated mitochondria and widely dispersedvesicles. Individual cells often contain large lipid droplets(especially during later stages of gestation) that along withirregularly shaped nuclei account for much of the cellulararea. Electron microscopic studies solidified the dramaticstructural changes in the alveolar secretory cells at theonset of lactation. These differences are illustrated inFigure 2.7 and Figure 2.8. Also, it is important toappreciate that similar changes in cell differentiation occurin many epithelial cells, that is, various glands, intestine,pancreas, etc. The mammary gland is a convenient anddramatic example.





Fig. 2.7 Cellular differentiation examples. Shown arecompanion light (A) and transmission electron microscopic(B) images of bovine mammary tissue of a nonlactating cowin late gestation. Note the relatively large proportion of cellarea occupied by the nuclei of the cells, relative lack ofcellular organelles, absence of cellular polarity, andminimal evidence of secretion. These cells are minimallyactive, so there is a correspondingly minimal complement ofcellular organelles.





Fig. 2.8 Examples of light and transmission electronmicroscopic images of lactating bovine mammary tissue.The cells typically have rounded, basally displaced nuclei,scattered fat droplets, and evidence of secretions (panel A).Note the lacy appearance of the apical ends of these well‐differentiated, polarized cells. Conformation that the lacyappearance indicates the presence of abundant secretoryvesicles is evident in the EM view of portions of twosecretory cells in panel (B).Panel (A) is unpublished, and panel (B) is from Nickerson and Akers (1984) /with permission of Elsevier.
MitochondriaCalled the powerhouses of the cell, mitochondria providemost of the ATP necessary for energy‐requiring reactions.Two membranes enclose the generally elongated thin hotdog‐shaped mitochondria. The outer membrane smoothlyencapsulates the organelle, but the inner membrane occursas multiple folds that form partitions called cristae. Thesurfaces of the cristae are studded with embedded enzymesthat interact with the internal gel‐like matrix of themitochondria. Briefly, as energy‐yielding nutrients aremetabolized, intermediate products from the digestiveprocess, for example, glucose, amino acids, and fatty acidsare converted into compounds that enter the mitochondria.These compounds are catabolized to carbon dioxide andwater by the action of the mitochondrial enzymes, a portionof the bond energy is captured and used to attachphosphate groups to ADP to generate ATP. This is calledaerobic respiration because it requires oxygen. Essentiallythe need for oxygen is explained by the fact that it isrequired for the production of adequate amounts of ATP.Mitochondria are very complex organelles. They have theirown DNA (derived incidentally from the mother) and RNA.As energy demand increases, mitochondria increase the



density of cristae or undergo fission to create newmitochondria. Active cells such as those in muscle,pancreas, or the lactating mammary gland may havehundreds of mitochondria but inactive cells (nonlactatingmammary gland) or quiescent lymphocytes, for example,have only a few. In living cells, the mitochondria can alsochange shape. Regardless of its morphology, the emergenceof mitochondria was a major evolutionary event. Figure 2.9illustrates typical mitochondria. It is widely believed thatmitochondria arose from bacteria that invaded theancestors of plant and animal cells.
RibosomesThese small dark‐staining organelles are composed ofproteins and a class of RNA called ribosomal RNA (rRNA).Each of the ribosomes has two subunits identified based onsize as 18 and 28s RNA. Ribosomes can appear singly asfree structures in the cytoplasm or sometimes arrangedalong coiled loops of mRNA called polyribosomes.Alternatively, especially in cells that are synthesizingabundant amounts of protein for secretion, ribosomes areattached to membranes to create RER. As subsequentlydiscussed, the ribosomes are the sites of protein synthesis.Because of the relationship between the endoplasmicreticulum and the Golgi apparatus, ribosomes of the RERallow newly manufactured proteins to be packaged insecretory vesicles for secretion from the cell. Freeribosomes in the cytoplasm function to synthesize proteinsdestined to act within the cell (Fig. 2.10).



Fig. 2.9 Panel (A) shows a diagrammatic representation ofprototypical mitochondria. The structure is clearly boundedby a double membrane with the inner membrane throwninto distinct folds or cristae. Panel (B) shows a group ofmitochondria (arrows) in the basal region of a bovinekidney cell, and panel (C) illustrates a high‐resolutionimage of mitochondria from the bovine ovary.
Endoplasmic Reticulum and Golgi ApparatusThe endoplasmic reticulum or ER is an interconnectednetwork within the cytoplasm of the cell. This system ofinterconnecting membrane tubes or sheets encloses fluid‐filled spaces that appear in two variations, smooth or roughER. It is also continuous with the nuclear membrane.Protein synthesis depends on three forms of RNA. Theseare (1) transfer RNA (tRNA), (2) rRNA, and (3) messenger



RNA (mRNA). When the mature mRNA reaches thecytoplasm, it binds to a small ribosomal subunit by basepairing to rRNA. The tRNA transfers amino acids to theribosome. There are approximately 20 different types oftRNA, each capable of binding a specific amino acid. Thelinkage process depends on a synthetase enzyme linked tothe cleavage of ATP to form the peptide bonds betweenamino acids in the growing peptide chain. Once its aminoacid is loaded, the tRNA migrates to the ribosome, where itmoves the amino acid into position, based on the codons ofthe mRNA strand. The amino acid is bound to one end ofthe tRNA (the tail), but the other end of the molecule (thehead) has a three‐nucleotide base sequence (anticodon),which is complementary to the codon of the mRNA. For agiven strand of mRNA, multiple ribosomes can becomeattached and as the ribosomes move along the molecule,many chains of new protein can be made simultaneously. Infact, it is not uncommon to find polyribosomes in thecytoplasm. These are represented in transmission electronmicroscopic views of active cells by chains or coils ofribosomes seemingly organized in the cytoplasm.





Fig. 2.10 Relationships between RER, Golgi, and secretoryvesicles. Panel (A) shows the arrangement betweenribosomes (red dots) on RER and the movement of newlymanufactured proteins into the cisternal space of the RERand then to the Golgi for packaging and appearance ofsecretory vesicles. Panel (B) shows a transmission electronmicroscopic view of RER, and panel (C) shows an array ofGolgi membranes. Panel (D) shows secretory vesicles fromepithelial cells in the mammary gland of a lactating animal.The dark, black granules are the casein micelles. Becauselactose is also produced in the Golgi and packaged forsecretion along with specific milk proteins, the vesiclesappear swollen. This is because lactose cannot cross thevesicle membrane, so water is drawn osmotically into thevesicle. For other protein‐synthesizing and secreting cells,the secretory vesicles more often appear denselycompacted, with the vesicle membrane directly adjacent tothe product. Panel (E) shows secretory vesicles and Golgiarea from bovine anterior pituitary cells. Notice the closeapposition of the membrane surrounding the secretorygranules.However, proteins destined for secretion from the cell aresynthesized by ribosomes attached to the endoplasmicreticulum. The mRNA for these proteins' codes an initialshort peptide sequence (signal peptide), which directs thegrowing peptide chains into the cisternal space of theendoplasmic reticulum. Because this space is continuouswith the Golgi apparatus, proteins destined for secretiontransfer into Golgi for packaging into secretory vesicles andsecretion from the cell by exocytosis. After synthesis in theRER, modifications to secretory proteins may also occur inthe Golgi apparatus. These posttranslational modificationscan markedly affect the structure of the protein and itsfunctional properties. Common modifications include theaddition of sugar or phosphate groups. Other components



can also be added to developing secretory vesicles in theGolgi. For example, in the mammary gland, the milk sugarlactose is synthesized within the Golgi apparatus by theaction of galactosyl‐transferase and α‐lactalbumin.As discussed in more detail in subsequent chapters, thereare many small single‐stranded RNA molecules (21–23nucleotides long) referred to as microRNAs (miRNAs) thatare synthesized in plants and animals. These molecules donot code for proteins, but they play a very important butstill evolving role in silencing some genes and inposttranslational modifications of proteins. They representan important additional layer of control in gene expression.Indeed, Drs. Victor Ambros and Dr. Gary Ruvkun wereawarded the 2024 Nobel Prize in Physiology or Medicine fortheir discovery of these unique molecules and their actionsin control of gene regulation. As you might expect thisdiscovery has caught the eye of many researchers andpharmaceutical companies seeking new and novel methodsto silence or otherwise control genes involved in theprogression of disease.As discussed in subsequent chapters, small vesicles calledendosomes, apparently produced virtually by all cells areknown to contain miRNAs (and other substances) that canimpact other tissues and cells. An especially intriguingexample is exosomes, which are secreted into colostrumand into milk. These exosomes are believed to have majorimpacts on the protection of the GI tract of newborns viainteractions with immune elements housed in the mucosallining of the intestine. These possibilities are outlined in thechapters on digestion, immunity, and lactation.
Lysosomes and PeroxisomesPeroxisomes are intracellular vesicles containing a mixtureof enzymes, namely oxidases and catalases. Oxidasesdepend on the presence of oxygen to detoxify various



noxious substances, for example, alcohols and aldehydes.They also convert toxic free radicals into hydrogen peroxidefor neutralization by catalase. Free radicals arehyperreactive substances known to alter the structure andfunction of a variety of regulatory molecules. Thus, theperoxisomes are essential to limit free radicalaccumulation. Peroxisomes are abundant in liver andkidney cells, two organs recognized for their capacity todetoxify harmful substances.Lysosomes also contain hydrolytic enzymes that can digestmany cellular proteins. Known as suicide bags or sacs,inappropriate release of the contents of these organellescould destroy the cell. In fact, the rupture of activatedlysosomes is involved in some aspects of programmed celldeath or apoptosis. Lysosomes are present in all cell types,but they are especially plentiful in neutrophils,macrophages, and other leucocytes. The acid hydrolaseswithin the lysosomes function best in an acidicenvironment. Consequently, the lysosomal membranecontains hydrogen transport proteins that sequesterhydrogen ions from the cytoplasm to maintain a low pH.Many cells are capable of capturing materials from near thecell surface by endocytosis. Vesicles produced in thismanner can then fuse with lysosomes. Captured moleculescan be digested by the acid hydrolyses and released intothe cytoplasm for use by the cell or for excretion. Thisdigestion process is especially important in macrophagesand neutrophils because these cells actively engulfpotentially harmful bacteria and other toxins. Destruction ofthese agents by the lysosomes is protective and in the caseof processed foreign proteins, fragments of the digestedproteins are presented to other cells of the immune systemto allow the development of specific immunity. Lysosomesare also critical in the recycling of worn‐out ornonfunctional organelles as well as a variety of metabolic



actions, for example, the release of thyroid hormones fromstorage.
Microfilaments, Microtubules, and Intermediate
FilamentsIt was originally assumed that the cytoplasm of the cell wasessentially a water‐filled space with multiple dissolvedsubstances. However, appropriate fixation and embedmenttechniques for electron microscope led to the realizationthat the cytoplasm contains an elaborate array of structuresthat make up the cytoskeleton of the cell. This does notmean that cells are rigid but microtubules, microfilaments,and intermediate filaments of the cytoskeleton provide anunexpected structure and organization to the cellcytoplasm. Some of these organelles are for communicationbetween the cell surface and interior, for transport ofvesicles for secretion, for cell division, or for cell adhesion.Microtubules are the largest of these organelles and as thename suggests are hollow tubes composed of α and βsubunits of the globular protein tubulin. They are slenderwith an outside diameter of 25 nm. When cut in crosssection they appear as small circles with 13 subunits oftubulin around the circumference. Its cylindrical structuredevelops as heterodimers of tubulin packed around acentral core, which appears as a space in electronmicrographs. At 37°C, purified tubulin polymerizes intomicrotubules in vitro in the presence of Mg and GTP.Several antimitotic cancer drugs (colchicine and itsrelatives) act by interfering with tubulin polymerization.Another antimitotic drug, Taxol, stabilizes microtubules andarrests cells in mitosis. These effects demonstrate thecritical role of microtubules in cell division. Polymerizationof tubulin to form microtubules occurs initially in a regionnear the nucleus called the centrosome. This is seen mostclearly in cultured cells first treated with colchicine to



disrupt the microtubules. After various periods groups ofcells were fixed and the microtubules were stained by usingfluorescent‐tagged antibodies against tubulin. When thedrug is removed, new microtubules can be seen growingout from the centrosome to create a star‐like structurecalled an aster. The microtubules then elongate toward theouter regions of the cell to reestablish the microtubulenetwork.It is also known that disruption of microtubulesdramatically impairs cellular secretion. For example,intramammary infusion of colchicine into the lactatingmammary gland virtually stops milk secretion but once thetreatment ends milk secretion rapidly returns to normal.This demonstrates the requirement for microtubules fortrafficking and exocytosis of secretory vesicles. An increasein the relative abundance of microtubules in mammaryepithelial cells corresponds with increased milk secretionfollowing parturition or increased secretory activity in otherepithelial cells. Two families of microtubule‐dependentmotor proteins, kinesins, and dyneins are involved inorganelle transport in the cytoplasm, in mitosis, andmovement of vesicles of neurotransmitter from sites ofsynthesis in the cell body to sites of release at the ends ofaxon terminals. Table 2.3 provides an example of changesin microtubule number and orientation related to cellfunction and Figure 2.11 shows the appearance ofmicrotubules in the mammary cells of a lactating cow.The protein actin is the primary component ofmicrofilaments and in many cell types actin accounts for 5%or more of the total cellular protein. Actin can exist as amonomer or like the tubulin of microtubules can polymerizeto form thin thread‐like structures (~7 nm in thickness)called filamentous actin. In most cells, about half of theavailable actin is present in the monomeric conformationbecause it is bound to a regulatory protein, thymosin. Rapid



changes in rates of polymerization–depolymerization inducechanges in the cell surface that produce lamellipodia(essentially cell projections) and ultimately cell movementand migration. Specific arrangements of microfilamentswithin the cytoplasm can be driven by the activation of cellsurface receptors. This is especially important for the actionof highly mobile phagocytic cells of the immune system.Bundles of microfilaments are also found near cell surfacesand are highly ordered within the microvilli of absorptiveepithelial cell layers. In this way, bundles of actin filamentsprovide structural integrity for the microvilli. This isfunctionally significant because the adaptation of havingthe microvilli on the surface of an intestinal epithelial cell,for example, markedly increases the surface area availablefor absorption. A single intestinal enterocyte has severalthousand microvilli. Actin filaments do not actindependently, rather a variety of actin‐binding proteinscontrol rates of filament formation and creation of thespecific filament groupings. For example, cross‐linkedmicrofilaments can form loose gels, or rigid bundles toanchor plasma membranes.Intermediate filaments are less labile than microfilamentsor microtubules and are more elemental members of thecytoskeleton. The protein structure of these filaments canvary between cell types, but the proteins are boundtogether something like a braided, woven rope. Thesefilaments are called neurofilaments in nerve cells andkeratin filaments in many epithelial cells. Regardless, theyprovide additional support for the cell. They are especiallyimportant in the creation of desmosomes. Desmosomes area type of anchoring junction that serves to hold adjacentepithelial cells together. In these regions, the plasmamembranes of the neighboring cells do not touch but linkerproteins (cadherins) extend outward from the desmosomalplaque of each cell. On the cytoplasmic side of the plaque in



each cell, intermediate fibers extend into the cytoplasm ofthe cell to interact with other cytoskeletal elements andprovide additional support. Other chapters describe typesof cell junctions and their properties.
Table 2.3 Microtubules in mammary cells.Adapted from Nickerson et al. (1982).

Nonlactating Lactating
LocationApical 4.6 ± 0.9 17.4 ± 2.1Basal 0.9 ± 0.2 3.7 ± 0.8
OrientationApical‐basal 4.2 ± 0.8 (50.3%) 18.9 ± 2.1 (65.6%)Lateral‐lateral 4.1 ± 0.6 (49.7%) 9.9 ± 1.5 (34.4%)

The average number of microtubules in the apical or basal cytoplasm observedin an apical to basal or lateral to lateral orientation with respect to the plasmamembrane in mammary epithelial cells of nonlactating and lactating cows.



Fig. 2.11 Microtubules and microfilaments. Panel (A)illustrates the organization of a microtubule and itsdevelopment from dimers of α‐ and β‐tubulin. Panel (B)shows a transmission electron microscopic view of theapical region of an epithelial cell from the mammary glandof a lactating cow. An elongated microtubule appears fromthe lower left toward the upper right of the image. Thearrows indicate microtubules that have been cutlongitudinally. Panel (C) shows the helical organization ofmonomers of actin arranged to create microfilaments. Panel(D) shows bundles (center right) of microfilaments insecretory epithelial cells.



CentriolesThese structures are composed of a short cylindricalarrangement of microtubules. They occur as a pair near thecenter of the centrosome. The centrosome acts as anorganizing center for building microtubules and serves asthe spindle pole during mitosis. The pair of centrioles areoriented at right angles to each other in an L‐shapedpattern. The centrosome duplicates and divides into twoequal parts during the interphase period of cell division, sothat each half contains a duplicated centriole pair. Thedaughter centrosomes migrate to either side of the nucleusat the start of mitosis forming the two poles of the mitoticspindle. The granular appearance of the cytoplasm in theregion surrounding the centrioles results from a complex ofproteins and fibers involved in the movement andduplication of the centrioles. Each centriole resembles apinwheel made of each of nine triplets of microtubulesarranged to form a hollow tube. They also form the basalstructures of cilia and flagella. Whereas the centriole has apattern of nine microtubule triplets, the basal bodies havean arrangement of nine pairs of microtubules orientedaround a central pair of microtubules. Although each of thecentral microtubules is complete, the outer doublets fuse sothat the pair shares a common layer. This 9 + 2 organizationis characteristic of most if not all types of cilia and flagella.The bending of the central core of the structure, theaxoneme, produces the movement of the cilia or flagella.Figure 2.12 illustrates a cross section through the tail of abovine sperm cell. The arrangement of doublets ofmicrotubules around a central pair of microtubules isapparent. The diagram shows that the microtubules arelinked with molecules of the protein nexin to form thecircular array. The doublets are decorated with inner andouter arms composed of the protein dynein and anchorageproteins that position the outer doublets around the central



core. In sperm cells, the asymmetric arrangement offilaments around the outside of the axoneme allows themovement of the tail to follow a figure eight pattern ofmotion characteristic of bovine sperm cell motility.
Nuclear StructureApart from mitochondrial DNA, most of the DNA ineukaryotic cells is nuclear. Comparable to the doublemembrane of the mitochondria, the nucleus is delimited bya double membrane called the nuclear envelope. Unlikemitochondria, these membranes are interspersed withnuclear pores. A complex of proteins populates these areasand acts to control the passage of molecules into and out ofthe nucleus. This is important because DNA, or genes mustbe transcribed to generate molecules of messenger RNA.Newly synthesized mRNA molecules are processed andtransferred to the cytoplasm for translation by theribosomes to create the many proteins needed by the cell.The presence of the nucleus in eukaryotic cells allowsprocessing related to DNA synthesis and gene activationlocalized away from other activities in the cytoplasm. Thislikely serves to minimize possible disruption of thesecritical gene‐related activities. In short, the eukaryotic cellshave evolved with the creation of numerous membrane‐bound organelles that allow for segregation of specific,divergent, biochemical reactions. This increases themetabolic and biochemical efficiency of eukaryoticcompared to prokaryotic cells.





Fig. 2.12 Centrioles and cellular movement. Panel (A)shows a cross‐section through the tail of a bovine spermcell. Panel (B) gives a diagrammatic representation of themolecular and associated proteins.The nucleus houses all the chromosomes and therefore thegenes. Fortunately for most cells, only a fraction of the totalDNA is actively utilized at any given moment. For example,although all cells would contain the gene copies for makingthe milk proteins or for synthesizing lactose, these geneswould only be activated in the epithelial cells of thelactating mammary gland. Many other genes are activatedonly at a particular developmental period or in response tovery specific stimuli. Consequently, much of the DNA istightly compacted in the nucleus.Most cells have a single nucleus but there are exceptions.Skeletal muscle cells, bone osteoclasts, cardiac cells, andsome liver cells are multinucleated. This is usuallyassociated with cells that have a larger‐than‐normalcytoplasmic volume. Except for mature red blood cells ofmammals, all cells are nucleated and even these cells havea nucleus until late in their developmental sequence. Ofcourse, without the nucleus and the genes necessary forprotein synthesis, these cells cannot replace proteins thatare progressively degraded by normal functioning.Although it is expected that the appearance of the nucleuswould change dramatically during cell division, even innondividing cells (so‐called interphase or G0 phase of thecell cycle) there are distinct differences between cell types.These differences can be useful to identify some cell types.For example, plasma cells have a distinct pattern ofcondensed chromatin around the periphery of the nucleusresembling a clock face. Neutrophils have elongated, lobednuclei that make the appearance of these cells unique.



Figure 2.13 shows an electron microscopy section throughthe nucleus of an epithelial cell. During most of the life ofthe cells, the DNA is in a complex with strongly basicproteins called histones, some nonhistone proteins, and asmall amount of RNA. This combination of proteins andDNA is called chromatin. While the double helix structureof DNA is widely familiar, the degree of order orcompaction of the DNA within the chromatin matrix varies.Compaction is extreme in cells that are preparing for thefinal stages of mitosis as chromatin appears as distinctpairs of chromosomes. However, even in cells in G0 degreesof chromatic condensation vary. Dark staining areasindicate regions containing condensed, presumablyinactive, chromatin. Lighter areas contain more active,extended chromatin. Clumps of condensed chromatin oftenappear around the periphery of the nucleus (peripheralchromatin) along with scattered islands of condensedchromatin throughout the nucleus. The interphase nucleusalso has a protein network called the nuclear matrix. Muchof this material appears as a thin, interwoven layer (thenuclear lamina) that adheres to the internal surface of thenuclear envelope. This provides support and anchorage forthe nuclear pores. An extension of the nuclear laminaradiates into the interior of the nucleus. This layer alsointeracts with a similar lamina that surrounds thenucleolus. Together they regulate nuclear shape, reinforcethe inner membrane of the nuclear envelope, secure thelocation of nuclear pores, and anchor condensed chromatinto the nuclear envelope. This organization remains exceptduring mitosis. Maintenance of the nuclear matrix isessential for routine gene transcription.



Fig. 2.13 The nucleus of epithelial cell is shown. Regions ofcondensed chromatin (CC) and extended chromatin (EC)are indicated along with nuclear pores (NPs) and thenucleolus (NC).
NucleoliThe nucleoli (little nucleus) are dark‐staining, generallyoval bodies located within the nucleus (see Fig. 2.13). Theyare not membrane‐bound and are sites for ribosomesynthesis and assembly. The size and number of nucleoli



vary between cells. Cells that are very actively synthesizingand secreting large amounts of protein are more likely tohave large nucleus and/or multiple structures. The nucleoliare closely linked to segments of chromatin (nucleolarorganizer regions) that contain the genes that code for thesynthesis of rRNA. As the rRNA is synthesized, proteinspreviously made in the cytoplasm, are combined in thenucleus to create one of the two subunits of the ribosomes.These subunits migrate out of the nucleus into thecytoplasm where they combine to make mature ribosomes.The primary rRNA transcript has a sedimentationcoefficient of 45S (Svedberg units) that corresponds to13,000 nucleic acid base pairs. From this precursormolecule, a 28S (5000 base pair) rRNA molecule is createdand combined into the larger (60S) ribosomal subunit. Asmaller 18S (2000 base pair) rRNA moiety is alsogenerated. It incorporates into the smaller (40S) ribosomalsubunit. Two additional smaller rRNA molecules combinewith the larger ribosomal subunit in its final mature state.The four primary rRNA molecules needed to manufacturethe complete ribosome depend on the same primarytranscript. This ensures that all the pieces necessary forribosome synthesis are available from the start ofprocessing.
Chromatin StructureIn its most available open state DNA, strands are unwoundas transcription occurs. At other times, the fundamentalbasic structural units of chromatin are the nucleosomes.These highly repetitive units are made of clusters or coresof eight histone proteins oriented in a repeating fashionalong the DNA strand. If the DNA strand is envisioned as aribbon, the histone clusters can be imagined as largeVelcro‐covered beads attached to the ribbon. Now imaginethat the ribbon with attached beads winds into a repeating



coil. This highly ordered structure allows a physicalmechanism for the compaction of very long linear arrays ofDNA inside the nucleus while maintaining orderliness. Inaddition to the physical aspects, the histones are alsoimportant regulators of gene expression. For example,changes in the methylation or phosphorylation of thehistones bound to the DNA modify their capacity tosequester or bind the DNA. If the histones in a particularnucleosome become dissociated with the DNA this wouldincrease the opportunity for the DNA in that region to beavailable for transcription. Responses of some target cellsto hormone stimulation induce the synthesis of newproteins. Corresponding with this, many of these hormonesalso alter rates of methylation of nuclear proteins. Thissuggests that gene activation must ultimately depend onregulatory molecules that modify interactions between thehistones and other nuclear proteins that function to controlchromatin structure. Figure 2.14 illustrates thisorganization.
Cell Growth and DifferentiationWhile a definition of growth might seem to have an obviousanswer, characterizing growth is not simple. The questionis what we mean when we say growth. The simple answermight be—it got bigger. However, it is important tounderstand that changes in mass can occur for a variety ofreasons. For example, under some circumstances, it ispossible to accumulate fluids in the interstitial spacesbetween cells so that edema occurs. This can occur infemale humans as the stages of the menstrual cycle waxand wane. Another example is the mammary edema thatfrequently occurs as cows or goats approach parturition orthe facial edema that can occur as a side effect of steroidtreatments. However, these increases in size are notgrowth. In most instances, growth depends on an increase



in cell number or hyperplasia. It is also possible for cells toincrease in size, this is called hypertrophy. Both processesare involved in growth. It is also possible to increase thenoncellular constituents between cells (extracellularproteins and complex carbohydrates) and affect an increasein tissue mass. Is this growth? This suggests that reallyunderstanding growth requires an understanding of thespecific types of cells that might be dividing to affect anincrease in tissue or organ mass as well as products thatthese various cells can synthesize.





Fig. 2.14 DNA and histone relationships. DNA‐bindingproteins as well as the histones form complexes(nucleosome subunits) that allow the coiling of DNA intocompact particles that make up chromatin. This can beenvisioned first by the formation of subunits to create thecore particle followed by the coiling of DNA around thestructure. This produces a structure described as beads ona string. Further, packing and condensation lead to ahigher order of structure and remarkably organizedpackaging of DNA.In many cases, it is possible to obtain a more detailed viewof growth by measuring specific tissue components. Forexample, at any given moment only small fractions of thetotal cells in a tissue or organ are actively synthesizing DNAin preparation for cell division. For a brief period justbefore the cell divides, it will have duplicated itschromosomes so that it will have twice (2n) the normalcomplement of DNA. However, because this typically occursin only a small fraction of cells, measuring the total tissuecontent of DNA is an effective, quantitative way todetermine changes in growth. After all an increase in theDNA content of a tissue or organ can usually only beexplained by an increase in cell number. Realization in theearly 1960s that the DNA content of cells is essentiallyconstant (except for the generally small proportion of cellsthat are undergoing DNA synthesis in preparation for celldivision at a given moment) ushered in a host of studies toestimate growth based on total DNA content. Techniques tomeasure DNA have evolved so that assay of DNA is now aprimary means used to determine if growth is due to anincrease in hyperplasia. Data in Table 2.4 illustrate thedramatic changes in mammary growth from birth tolactation in Holstein heifers and crossbred ewes. Measuredas trimmed udder weight or parenchymal DNA, mammarygrowth is greatest during gestation. However, the relative



lack of change in DNA from late gestation into lactationcompared with trimmed udder weight suggests that DNA isa better measure of cell growth, because increased weightmay be accumulated secretions. This method is especiallyvaluable when combined with careful dissection of themammary gland to distinguish the parenchymal portion(regarded as the function tissue of an organ) from thestromal tissue of the mammary gland. Even with carefuldissection of the mammary gland to remove apparentconnective tissue, there are clearly nonglandular cellularelements, that is, blood vessels, lymphatic vessels, nerves,fibroblasts, adipocytes, and white blood cells thatcontribute to the DNA content of the parenchymal tissuecompartment. This illustrates the difficulty of accuratelyestimating growth at the tissue level. Regardless, classicstudies in a variety of lactating species give direct evidencethat the number of mammary epithelial cells is proportionalto milk production. Indeed, the correlation between totalparenchymal DNA and milk production averages about0.85.



Table 2.4 Mammary parenchymal growth in heifers andewes.Data adapted from Sejrsen et al. (1982, 1986), Keys et al. (1989), Smith etal. (1989), and McFadden et al. (1990).
Stage of Development

Measure Prepuberty Postpuberty Mid
Gest

Late
Gest

Lactation

HeifersDNA (g) 1.1 2.6 16.3 39.3 38.8Wt. (g) 495 957 5,110 8,560 16,350EwesDNA (g) 0.02 0.09 1.3 3.3 2.6Wt. (g) 15 78 557 1,057 1,340A more acute, dynamic means to evaluate cell proliferationutilizes either radioactively tagged thymidine (a nucleotidebase that is unique to DNA) or the analog BrdU. Thegreater the rate of incorporation (or the proportion of cellnuclei that are labeled), the greater the growth ratebecause only cells in the S phase (period of DNA synthesisprior to cell division) of the cell cycle accumulate thesecompounds. Figure 2.15 provides an example of changes inmammary tissue cell growth induced by the treatment ofheifers with bovine growth hormone (bGH) and shows thatthe effect is primarily in the epithelial cells of the mammarygland. However, other components may also be excellentmeasures of growth. For example, an increase in muscletissue would be an evident desirable attribute for a lambproducer. Quantification of such an effect by measuringtotal muscle protein rather than DNA would be appropriate.Clearly, the question of growth is complex butunderstanding and regulating rates and types of tissuegrowth are key elements of many aspects of animal



agriculture. For example, lamb or beef producers areconcerned with getting their animals to market weight atan appropriate body composition as rapidly and cheaply aspossible. However, at a whole‐body level, the integration ofmultiple organ systems ultimately explains the rate ofgrowth and tissue composition of individual animals. It isalso apparent that the growth of all, but the simplest lifeforms is irregular. All tissues do not grow at the same rateor at the same times for that matter. Commonly observedchanges in stature, degrees of fatness, or morphology(secondary sex characteristics, e.g.) are familiar when weconsider aging. The evident differences in rates andpatterns of growth among different tissues or organs arethe essence of development.For many tissues not only must new cells be created butthese cells must acquire the capacity to carry out specificfunctions. The changing growth and development of themammary gland or uterus during the reproductive cycleprovide excellent examples of cellular differentiation.Analysis of mammary tissue at the light microscopy level,especially if the tissue is embedded in a plastic resin(compared with more traditional paraffin), allows anestimation of the proportion of alveolar epithelial cells,which fall into various classes of structural differentiation.Table 2.5 gives data to illustrate how the evaluation of celldifferentiation can be physiologically relevant. In thisexperiment, the effect of arresting cell growth and celldifferentiation was studied. Two diagonal mammary glandsof each of the two pregnant Holstein heifers were infusedwith colchicine every second day from one week prior toparturition until calving. Twice daily milking began atcalving and the drug treatment was discontinued. Data formammary biopsies obtained on day 21 of lactation is given.Clearly, measures of mammary epithelial cell structuraldifferentiation correlate well with function. In this



experiment, treatment with colchicine during the periodjust before calving prevented the normal structuraldifferentiation of the epithelial cells. This in turn markedlyimpaired the functioning of the mammary gland, eventhough drug treatment stopped immediately after calving.The point of this is to illustrate how changes in celldifferentiation reflect cell function.





Fig. 2.15 Proliferation and cell growth. Panel (A) shows theproliferation of bovine mammary epithelial cells indicatedby the percentage of epithelial cell nuclei incorporatingtritiated thymidine in prepubertal heifers before or after a1‐week treatment with bovine growth hormone. Panel (B)shows a histological section of mammary tissue from aheifer that was injected with BrdU 2 hours prior to tissuecollection. Cells that have incorporated BrdU (indicatingthese cells were in the S phase of the cell cycle) have beendetected by immunocytochemistry using a specificantibody. Several cells that were synthesizing DNA areindicated by the presence of dark granules over the cellnucleus.Panel (A) is adapted from Berry et al. (2003). Panel (B) is Courtesy of Dr.Steve Ellis, NSF.
Table 2.5 Effect of colchicine on structural differentiationof mammary alveolar cells.Data adapted from Nickerson and Akers (1983) and Akers and Nickerson(1983).
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Milk
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(kg)1
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%
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% RER % Golgi

Control 60 7 12 81 18 25Treated 17 49 46 6 7 9
1 Milk yield is given as kilogram produced per udder half during week threepostpartum.2 Light microscopy data are the percentage of epithelial cells classified asundifferentiated, intermediately differentiated, or fully differentiated.3 Electron microscopy data is the percent of cellular area occupied by roughendoplasmic reticulum or Golgi membranes and vacuoles.



Stages of the Cell CycleThe cell cycle is a description of the events the cellundergoes from the time of its initial creation until itdivides. However, there is a great deal of variation betweencell types as to how quickly they progress through the cellcycle. Some cells divide very rapidly indeed. For example,once stem cells of the immune system are activated, clonesof lymphocytes can be generated in a matter of days. Othercells such as neurons are thought to rarely divide. Althoughearly cytologists thought that cells that were not in themitotic phase of development were inactive because of theabsence of marked visual changes, this is not true. Cellswithout apparent mitotic figures or morphological changes(interphase cells) carry out the normal functioning oftissues, for example, secretion of pancreatic enzymes orexcretion activity of the kidney. The only “rest” is fromactivities directly leading to cell division. As a rule, oncecells acquire their terminal functional activity, for example,many glandular epithelial cells, they effectively ceasedividing becoming so‐called G0 cells. These cellsprogressively degrade but can be replaced by the daughtersof undifferentiated cells within the tissue. Dogma suggeststhat that G0 represents a terminal state so these cellscannot be induced to return to a path leading to celldivision; however, control of cell growth is an active area ofresearch.For cells that are not terminally differentiated, theinterphase period encompasses three sub‐periods. After theinitial division to create the cell, it enters G1. During thistime, the cells are metabolically active. They increasecellular organelles synthesize necessary proteins andincrease in size. However, the time that the cell spends inG1 can vary from a few hours in rapidly growing tissues toperiods of weeks or even years. With signals to continue



toward cell division, the cell enters the S or DNA synthesisphase. As G1 ends, the centrioles begin to replicate. Duringthe S phase, the cell DNA is replicated so that the cellproduces new histones and chromatin so that the cell hastwo complete copies of each of the chromosomes. Asindicated in our discussion of growth, incubating cells withradioactivity‐tagged thymidine and measuring the rate ordegree of incorporation provides a valuable tool forstudying cell growth. This is because appreciable amountsof thymidine are only incorporated into cells that haveentered the S phase of the cell cycle. Once duplication iscomplete, the cell enters G2. This is generally the shortestof the interphase periods, lasting only a matter of minutes.During this time the cells complete the synthesis ofenzymes and other proteins required for chromosomalmigration and the active process of mitosis, this is the laststage of the cell cycle. Figure 2.16 illustrates the sequenceof stages in the cell cycle as well as changes in cellularDNA content during the cell cycle.





Fig. 2.16 Cell cycle analysis. A typical cell cycle is dividedinto four phases (A). Following division, the cell enters aphase called G1 (G = gap). In most cases, the cellundergoes hyperplasia at this time, and when appropriatelysignaled, it passes into the S phase for replication of theDNA (B). Notice the cell illustrated increases in size as itprogresses through the cell cycle. Once synthesis iscompleted, the cell enters G2, which allows for thecompletion of the final steps before the cell begins mitosis(M) and the creation of two daughter cells. Many cells canalso enter a somewhat quiescent phase (G0) during whichtime the cell carries out usual functions but remains in anondividing state.
Stages of MitosisThe pattern of cell division is virtually identical among allcell types. The process begins at the end of G2 aschromosome condensation becomes apparent and ends withcytokinesis, the physical separation of daughter cells intotwo independent cells. Simply stated, mitosis is acoordinated series of events that allows the division ofduplicated DNA produced during the S phase of the cellcycle to appear in two identical daughter cells. Once begun,mitosis typically lasts less than one hour. For this reason, inhistological sections of most tissues, it is rare to observemitotic figures. Exceptions are in samples from rapidlygrowing tissues, for example, tumors or perhaps the cryptsof the small intestine. On the other hand, in rapidly growingtissues treated with colchicine or some other microtubule‐disrupting agent, the number of dividing cells will becomemore apparent because the cells become arrested invarious stages of mitosis. This has been especially useful forthe study of cells grown in culture.



It is reasonable to ask how cells in different phases of thecell cycle can be identified, and secondly, if the duration ofphases is different for different cell types. Because cellsrequire a finite time for growth, even the cells in rapidlydeveloping tissues require several hours to complete thecell cycle. For many mature tissues, a cycle time of 16–24 hours is typical. An extreme example of short durationoccurs in early embryonic cell growth. Because the cellsspend little time, in the G1 or G2 phases hypertrophy doesnot occur, and the time spent in a combination of the S andthen M phases may be only a matter of 60 minutes or less.The rate of proliferation in these cells can approach ratesusually only observed for bacterial cells. This processexplains the rapid growth of the oocyte into many smallercells. As for tracking cells in phases of the cycle, those inthe S phase are identified by supplying them with labeledmolecules of thymidine (some DNA repair occurs even innon‐dividing cells). The label is often radioactive, in theform of 3H thymidine, or chemical in the form of BrdU, asynthetic analog of thymidine (see Fig. 2.15). Figure 2.17outlines the events and stages associated with mitosis.From microscopic study, the passage from the last period ofinterphase (G2) into prophase is gradual. Chromatin, whichis relatively diffuse, begins to condense into recognizablechromosomes. In the prior S phase, the chromosomesduplicated. In this new configuration, each chromosomeappears as two identical arms or threads called chromatids.Each chromatid pair joins via a small dense structure calleda centromere. Newly duplicated centrioles separate in thecell to opposite ends to create the spindle poles. This occursas the nucleolus disappears and the nuclear matrix andenvelope dissembles. As the chromosomes condense andbecome visually apparent, each of the polarized centriolesbecomes a focal point for the creation of a new assembly ofmicrotubules. This growth of microtubules mimics a



starburst pattern in the aster formation. These events occurduring the early prophase. Late in prophase, elongatingmicrotubules attach to protein–DNA complexes(kinetochores) in the region of the centromere of eachchromatid pair. The kinetochore microtubules are criticalfor the role they play in the subsequent separation andmigration of chromosome pairs. Other microtubules createthe mitotic spindle to maintain the polar orientation of thecentrioles. Metaphase is the next well‐defined event inmitosis. The hallmark is the appearance of thechromosomes aligned along the center or equator of thespindle. The organization of chromosomes in a planebetween the poles, the metaphase plate is one of the moredistinct, readily recognizable phases of mitosis.Sudden separation of the sister kinetochores identifies thestart of anaphase. Within minutes, each of one chromatidpair (now called a chromosome) moves to one of the spindlepoles. The arrival of all the daughter chromosomes at eachpole and the dissolution of the kinetochore microtubulesmarks the beginning of telophase. A new nuclear envelopecoalesces around each polarized cluster of chromosomes,the compacted, dense chromatin expands, and nucleolireappear. The final stage of mitosis cytokinesis is theappearance of a cleavage furrow between the cells. Thisfurrow narrows, the remaining elements of the mitoticspindle are broken, and two independent cells appear.
Regulators of Cell DivisionIt is difficult to study the details of cell division andespecially regulation in intact tissues or whole animals.Thus, much of the detailed understanding has come fromcell culture experiments. Generally normal mammalian cellscan only be propagated in culture for about 50 celldivisions. After this time, the cells enter a senescence



period and eventually die. Despite the obvious limitations,the study of cultured cells has been scientifically invaluable.Early experiments used clotted blood and mixes of nutrientsbut efforts to grow cells in culture failed despite efforts tosupply well‐recognized nutrients. Longer maintenancerequired the addition of serum. A key was recognition of thesignificance of critical GFs and even now for routine growthof cells, fetal bovine serum is usually added to cell cultures.Platelet‐derived growth factor (PDGF) was one of the firstGF discovered. Like many GFs, its existence washypothesized based on effects observed with cells inculture. Specifically, it was found that fibroblasts wouldproliferate in culture if serum were added but not with theaddition of plasma. Because serum is the liquid thatremains after the blood clots, this suggested that theclotting process liberated a soluble agent from the bloodcells or platelets that are contained within the clot.Subsequent experiments showed that extracts preparedfrom isolated platelets were also able to stimulate thegrowth of fibroblasts. These observations eventually led tothe isolation, purification, and identification of PDGF. In aphysiological sense, it is easy to visualize the role of PDGFin wound healing. With clot formation following an injury,liberation of PDGF at the site stimulates the proliferation offibroblasts in and around vessel walls. Because fibroblastssynthesize and secrete collagens, their role in healing andscar tissue formation is obvious. Hundreds of proteins arenow recognized as GFs or effectively function as growthpromotors. However, it is important to appreciate that notall cells response to each of these stimulators. Only thosecells that express receptor proteins for a given GF canrespond. However, it is also possible to crudely divide GFinto those that affect a broad spectrum of cells for example,insulin‐like growth factor one (IGF‐I) from those thatimpact only a specific population of cells, for example,



erythropoietin which causes the proliferation of red bloodcells progenitor cells. We will discuss some of these specificGF in subsequent chapters.





Fig. 2.17 Stages of mitosis. Mitosis is typically divided intofive phases: (A) prophase, (B) metaphase, (C) anaphase, (D)telophase, and (E) cytokinesis. These involve first thecondensation of chromatin into chromosomes, formation ofspindle pole, division and migration of daughterchromatids, and finally, cleavage to create daughter cells.Panel (F) in this figure shows a dividing mammary cellcaught in anaphase.Regardless of external agents that act to initiate celldivision, this must involve the activation of specific genesthat control DNA synthesis. Cell‐cycle control relies on twoclasses of proteins. The first, cyclin‐dependent proteinkinases (Cdk) cause the phosphorylation of selectedenzymes. As we will see in our study of cell metabolism, ageneral feature of many regulatory proteins is that eitheradding or deleting phosphate groups dramatically altersfunction. The second class of proteins, the cyclins, bind tothe Cdk proteins and thereby regulate their enzymaticactivity. Cyclins get their name from the fact that theyundergo a cycle of synthesis and degradation with each celldivision. This means that the periodic assembly, activation,and disassembly of cyclin‐Cdk complexes are criticalelements in cell proliferation. Like most cellular activities,understanding the details of gene expression is central tounderstanding cellular function, for cyclins, it is easy tovisualize the significance of synthesizing these proteins atjust the ideal moment during the cell cycle. Conversely,inappropriate synthesis or failure of disassembly is likelyimportant when cell growth becomes uncontrolled, that is,tumor formation.



Macromolecules and Cellular
PhysiologyAlthough we have considered some aspects of lipidstructure, especially related to membrane structure, it isapparent that normal cellular function depends on a myriadof biochemical reactions and macromolecules. At firstglance, the number of biologically relevant molecules incells seems overwhelming. However, some relatively simplecombinations of atoms—methyl (—CH3), hydroxyl (—OH),carboxyl (—COOH), and amino (—NH3) groups—appearrepeatedly in biologically important molecules. Second,repeating combinations of relatively simple compoundscreate most of the large complex macromolecules. Most ofthe organic molecules in cells are derived from four majorgroupings of molecules. These are simple sugars orcarbohydrates, amino acids, fatty acids, and nucleotides.Major phases of metabolism can be subdivided in a varietyof ways, but a simplistic view would consider activities thatbuild new cellular components (anabolism) compared withthose that breakdown various cellular elements(catabolism). Interestingly, both processes are occurringsimultaneously. For example, catabolism of various nutrientcompounds by digestive tract tissues provides thestructural building blocks for other tissues to grow orsynthesize and secrete products (anabolism). Catabolizednutrients also yield elements needed for energy production(usually ATP). We begin our study of cellular physiology byfirst considering major classes of macromolecules.However, our discussion is no substitute for related classesin chemistry and biochemistry. Our goal is to provide anoverview to aid your understanding of physiologicalprocesses.



ProteinsIn the absence of disease or trauma, most cellular proteinsare synthesized from free amino acids or peptides absorbedfrom the blood stream. The cell membrane (and associatedcarrier proteins) regulates the uptake of these moleculesfrom the interstitial fluids. Understanding amino acidtransporters is an area of active research but many featuresare common between tissues. Some of these transportersdepend on ions (e.g., Na+, Cl−, and K+) or use an H+‐gradient to drive transport. The Na+‐ dependent system – Aregulates the accumulation of neutral amino acids regulatethe accumulation of neutral amino acids within the cellswhen compared with plasma concentrations. There is muchinterest in the regulation of amino acid uptake tounderstand factors limiting milk and meat proteinsynthesis. From an animal production viewpoint, much ofthe value of animal products resides in their proteincontent, for example, meat, milk, and eggs.While the significance of proteins as important buildingblocks in anabolism is evident, the enzymes that are vitalfor cell function are also proteins. Like most biologicallycritical macromolecules, linking together subunitmonomers—the amino acids—in this case allows thecreation of a large variety of proteins. Individual aminoacids share the common structure illustrated below. The R(or residual group) is attached to the α carbon and isunique for each amino acid. For the simplest, the aminoacid glycine, the R is a hydrogen atom. Individual aminoacids bind together by a dehydration synthesis reaction(named because of the release of water in the reaction).Newly created covalent bonds between amino acids arecalled peptide bonds (Fig. 2.18).There are 20 common amino acids. The essential aminoacids are so named because they are needed in the diet.



Others are created by intermediary metabolism. However,specific amino acids considered essential vary betweenspecies, especially in ruminants compared with non‐ruminant species. This is because the bacteria and protozoaof the ruminant can generate amino acids not initiallyavailable in the diet fed to the animals. As illustrated inFigure 2.18, all amino acids have two functional groups (orreactive groups), an amine (—NH2) and a carboxylic acidresidue (—CHOOH). Differences in the number andarrangement of atoms in the R group give each of theamino acids its unique chemical attributes. For example, ifthe side group is a simple string of hydrocarbons (leucine,e.g.), this region of the amino acid will be very hydrophobic,much like the fatty acid tails of a phospholipid. Other sidegroups, for example, the inclusion of an additional aminegroup (lysine, e.g.), would make the amino acid veryhydrophilic and more basic. Thus, the properties of the Rgroups give each amino acid its unique properties. Theseare acidic, basic, uncharged polar or nonpolar attributes. Inaddition to the common names, the amino acids are alsodenoted by simple abbreviations or a single‐letter code.Other important amino acids or their derivatives such asornithine, 5‐hydroxytrytophan, L‐dopa, and thyroxine occurbut these molecules do not typically appear in proteins.Interconversions between some of the amino acids, as wellas between amino acids and intermediates of carbohydratemetabolism associated with Krebs cycle reactions are alsocommon, as part of normal cellular activity. Transaminationreactions allow the conversion of selected amino acids intotheir corresponding keto acid and the simultaneousconversion of another keto acid into an amino acid.Oxidative deamination of amino acids occurs primarily inthe liver. This initially leads to the generation of ammonia,which is highly toxic to cells. Fortunately, most ammonia israpidly converted into water‐soluble urea, which can thenbe excreted. Table 2.6 provides a listing of some of the



properties of the amino acids. These properties explainmuch of the physical‐chemical properties of proteins.





Fig. 2.18 Structure of amino acids. Panel (A) shows thegeneral structure of an amino acid. The formation of adipeptide is illustrated in panel (B). Two amino acids (A andB) are linked by the formation of a peptide bond betweenthe carboxylic acid moiety of one amino acid and the aminegroup of the other amino acid. In this process, a molecule ofwater is produced. The reverse reaction, hydrolysis,requires the addition of water to cleave the peptide bond.Proteins are long chains of amino acids linked by peptidebonds. Two amino acids create a dipeptide, three atripeptide, and so forth. Ten or more linked amino acidscreate polypeptides and those with greater than about 50amino acids are simply called proteins. Because each of theamino acids has unique properties because of variation inthe R groups, the sequence of amino acids producespolypeptide and protein chains with correspondingly variedand complex properties. With the availability of 20 differentamino acids, the variation of possible structures andtherefore functional properties is very large. This isanalogous to the huge number of words possible with the26 letters of the alphabet.Four levels of structure illustrate the organization ofproteins. The linear sequence of amino acids in a protein isits primary structure. Analogous to the beads on a string,with each bead an amino acid. However, proteins insolution do not simply exist as a long strand. Instead,variations in the properties of the R groups allowinteractions between the protein and other molecules in thelocal environment as well as interactions between otheramino acids of the same protein chain. This twisting andbending produces a more complex secondary structure.One of the more common results is the formation of coils.Imagine a coiled telephone cord, if you can recall seeing oldhome telephone landlines. Perhaps at your grandparents'home? Parts of proteins organized in this way create what



are called α helix segments or regions. The α helixconfiguration is stabilized by hydrogen bonds that occurbetween NH and CO groups of amino acids of the primarychain that are spaced about four amino acids apart alongthe series. To reinforce the significance of the primarysequence, this interaction can only occur if the side groupsof the amino acids allow hydrogen bonds to form. The αhelix formation only occurs within a single protein chain. Incontrast, the formation of β pleated secondary structurecan occur via interactions with amino acids within the sameprotein or by interactions between independent proteins. Inthis secondary structure arrangement, the amino acids areoriented side by side to produce a layer somewhat like apleated ribbon. A given protein can exhibit both α helix andβ pleated sheet structure in different regions of the protein.A further or tertiary structure occurs when α‐helical or β‐pleated regions of a protein twist or fold upon on another tocreate globular‐like structures. To maintain this complexarray, both hydrogen bonds and covalent bonds arerequired. When two or more independent protein chainsinteract to produce larger aggregates, the protein(s) aresaid to have a quaternary structure. Examples include the 4chains that create functional hemoglobin or the 12 proteinsthat create the enzyme fatty acid synthetase.



Table 2.6 Characteristics of common amino acids.
Name Abbreviation Single

Letter
R Group Class

Alanine Ala A Nonpolar sidechainsArginine Arg R Basic side chainsAsparagine Asn N Uncharged polarside chainsAspartic Asp D Acidic side chainsCysteine Cys C Nonpolar sidechainsGlycine Gly G Nonpolar sidechainsGlutamic acid Glu E Acidic side chainsGlutamine Gln Q Uncharged polarHistidine His H Basic side chainsIsoleucine Ileu I Nonpolar sidechainsLeucine Leu L Nonpolar sidechainsLysine Lys K Basic side chainsMethionine Met M Nonpolar sidechainsPhenylalanine Phe F Nonpolar sidechainsProline Pro P Nonpolar sidechainsSerine Ser S Uncharged polarside chains



Name Abbreviation Single
Letter

R Group Class

Threonine Thr T Uncharged polarside chainsTryptophan Trp W Nonpolar sidechainsTyrosine Tyr Y Uncharged polarside chainsValine Val V Nonpolar sidechainsAs the discussion suggests, the three‐dimensional structureof a protein is critically important in allowing the protein tocarry out its function. Because much of the secondary,tertiary, or quaternary structure depends on interactionsbetween amino acids and the creation of hydrogen and orionic bonds, it is easy to see that changes in the localenvironment of the protein can markedly affect function.For example, changes in pH or aqueous conditions can alterinteractions that depend on ionic or hydrogen bonds. Thesechanges in protein structure are called denaturation.Depending on the degree of insult and the protein involved,when conditions return to normal the protein can return toits appropriate, functional state. As an example ofirreversible denaturation, consider what happens to thejelly‐like albumin of the egg white when it is heated, or it ismixed with a bit of vinegar to make a sauce. There is nogoing back to the original protein structure.Fibrous or globular are additional classifications ofproteins. Fibrous proteins are usually elongated andrelatively insoluble. Examples include structural proteinsfound in the connective tissues of blood vessels; insubcutaneous regions, surrounding muscles, or otherglandular structures; and in tendons and ligaments. The



most abundant of these is collagen, made by fibroblastslocated throughout the body. Collagen begins with thesynthesis of a monomeric form, helical tropocollagen. Othertypes of collagens occur in the basement membrane justunderneath epithelial cells. In fact, collagens are the mostabundant proteins in the body. Other examples of fibrousproteins include other connective tissue proteins, such aselastin and keratin, and the contractile proteins of musclecells, such as actin and myosin.Globular proteins, by contrast, are generally very soluble,compact, and spherical. These proteins are reactive andtherefore more fragile than fibrous proteins. Because theirfunctionality depends on their three‐dimensional shapesand a high degree of structural organization, disruption ordenaturation effectively destroys function. Enzymes,antibodies, and protein hormones are examples of globularproteins. Adequate functioning of globular proteins dependson the maintenance of active site(s) of the protein. Figure2.19 illustrates the denaturation of a globular protein.The 2024 Nobel Prize in chemistry was awarded to threescientists, Dr. David Baker, Dr. Demis Hassabis, and Dr.John Jumper for their work using a powerful computationaltool and AI to accurately predict how proteins twist and foldto create complex three‐dimensional structures. Previously,such attempts depended on tedious, laboriouscrystallography and X‐ray diffraction methods. It has beenknown for many years that proteins are strands of aminoacids but using that information to predict shape andfunction had largely been a pipe dream. That is until thecreation of the AI tool, called AlphaFold2, which was shownto be able to predict three‐dimensional structures ofproteins. The Nobel committee concluded, “This is one ofthe really first big scientific breakthroughs of AI.” As notedby the director of the National Institute of General MedicalSciences (a division of NIH), “Structure determines



function, it's as easy as that. If we can design proteins tolook a certain way, then they might have a certain functionthat could be useful.” The possibilities are indeedstaggering. Imagine custom proteins with unique shapesand functions. Perhaps new enzymes that degrade toxins orplastics or blockers for actions of pathogens. Regardless,our central theme of structure and function being linked tophysiological function shines yet again.





Fig. 2.19 Protein structure and function. Proteininteractions and the significance of secondary and tertiarystructure are illustrated. Functional binding between ahormone receptor and the binding hormone or ligandrequires that the ligand achieve the correct shape andorientation so that the amino acids that make the bindingsite match the active site of the receptor. This is illustratedby the correspondence between the two proteins (panel A).When the ligand protein becomes denatured, these criticalamino acids lose their alignment so that the hormone canno longer bind to the receptor, and function is lost (panelB). Similar protein interactions are required in biochemicalreactions, for example, substrates binding to active sites ofenzymes, neurotransmitters binding to their receptors,antibodies binding to antigens, or molecules binding toprotein transporters in the cell membrane.Classic autoradiographic studies, which traced themovement of radiolabeled amino acids through thesecretory cells, established that the site of protein synthesiswas the RER. For example, when lactating rats wereinjected with [3H]‐leucine or tissue explants were incubatedwith radiolabeled leucine, the percentage of labels in theRER subsequently fell following peak labeling of the Golgiregion of the secretory cells. Within 30 minutes of exposure,labels began to decrease in the Golgi but increased in thealveolar lumen. These simple but convincing studiesdemonstrated that after synthesis in the RER, proteins wererapidly transported to the Golgi for packaging intosecretory vesicles and subsequent exocytosis.Steps for protein synthesis are essentially the same for allcells, although the final packaging and fate of newlysynthesized proteins varies between cells and tissue types.Aside from directing its own replication, DNA also directsprotein synthesis by its capacity to generate mRNA. Eachgene is composed of a segment of DNA, which carries the



chemical instructions for the synthesis of one polypeptidechain in its arrangement of nucleotide bases (Adenine,Thymine, Cytosine, and Guanine). Each sequence of threebases—the triplet code—directs the joining of a specificamino acid in the mature mRNA molecule. Although one‐half of the double‐stranded DNA serves as a template forsynthesis of the mRNA (transcription), not all thenucleotides in the gene appear in the final mRNA blueprint.The genes of higher organisms contain exons, the aminoacid specifying sequences, separated by introns. Thesenoncoding introns range from 60 to 100,000 nucleotides inlength. Transcription of a particular gene depends on thebinding of a transcription factor to a site on the DNAadjacent to the start sequence for the gene. This region isthe promoter. The transcription factor mediates the bindingof the enzyme RNA polymerase. This enzyme acts to openthe DNA helix and the DNA segment coding for the proteinis uncoiled. Only one strand of the DNA, the sense strand,serves as the template for the creation of a complementarymRNA. However, before the mRNA can direct proteinsynthesis, the noncoding introns are enzymatically removedbefore the newly made mRNA exits the nucleus fortranslation. Single‐stranded RNA also differs from double‐stranded DNA in having the sugar ribose instead ofdeoxyribose and the base uracil instead of thymine. Thisfeature provides a prepared means to assess the ability ofcells for proliferation or synthesizing of proteins bymeasuring the incorporation of radiolabeled thymidine oruracil, respectively.While it is beyond the scope of this book, elegant molecularstudies have confirmed that the specific proteins forsecretion are synthesized by membrane‐associatedribosomes and that the newly made proteins have shortsequences of amino acids, which serve as signals to allowbinding and vectoring of the nascent protein into the



cisternal spaces of the RER. The signal peptide is cleavedas the protein progresses to the Golgi apparatus forpossible posttranslational modification, that is, enzymaticaddition of sugar residues or phosphate groups. Theproteins are then released from the Golgi as secretoryvesicles. Subsequently, they migrate to the apicalmembrane of the cell where they are released by exocytosis(see Fig. 2.4). Thus, mechanisms of protein synthesis areessentially the same in all cell types. However, total proteinsynthesis and the degree to which proteins aremanufactured for secretion varies markedly from cell typeto cell type.
CarbohydratesAs with proteins, carbohydrates are utilized as bothstructural components in cells and as precursor moleculesfor energy production. The primary dietary carbohydratesare polysaccharides, disaccharides, and monosaccharides.Carbohydrates are classified according to size and relativesolubility. For example, monosaccharides are more solublethan larger polysaccharides. Polymeric forms ofcarbohydrates are stored as relatively insoluble granules,that is, starch in plants and glycogen in animal cells.Common monosaccharides include those with 3, 4, 5, 6, or7 carbons these are trioses, tetroses, pentoses, hexoses,and heptoses, respectively. Derivatives of trioses aregenerated when the enzymes of the glycolysis biochemicalpathway break down the common hexose sugar glucose.These molecules are used by the cells for various catabolicand anabolic activities. For example, trioses are used toproduce glycerol needed to synthesize the backbone for theattachment of fatty acids in triglycerides (see Fig. 2.2).Understanding this biochemical pathway is critical togaining an appreciation of cellular energy production.Pentose sugars (ribose and deoxyribose) are key



components of nucleotides, nucleic acids, and severalcoenzymes. The hexose monosaccharide, glucose plays anespecially critical role in intermediary metabolism,particularly as an energy source. The hexose sugars,glucose, galactose, and fructose are especially important.These monosaccharides serve as the monomers of buildingblocks for the generation of more complex carbohydratesneeded by the cells. Many glycoproteins (proteins withattached sugar residues) appear on cell surfaces. Othercomplex polysaccharides appear in connective tissues, forexample, glycosaminoglycans where they serve importantroles in the maintenance of tissue structure and hydration.Carbohydrates contain carbon, hydrogen, and oxygen withthe hydrogen and oxygen occurring in a 2 : 1 ratio as inwater. This explains the word carbohydrate, that is,hydrated carbon. Structurally, these simple sugars can berepresented as chains, but more often, a cyclic ringstructure is preferred. Figure 2.20 illustrates the formulaeand structures of some of these common simple sugars.Compounds that have the same structural formulae buthave a different spatial arrangement of their atoms arecalled stereoisomers. The presence of carbon atomsattached to four different atoms or groups, known anasymmetric carbon, allows for the formation of isomers.The number of possibilities depends on the total number ofasymmetric carbons in the molecule (n) and is determinedby the following expression 2n. Glucose with its 4asymmetric carbons has 16 possible spatial isomers.Furthermore, the orientation of the H and OH groupsaround the carbon adjacent to the terminal primary alcoholresidue (OH group) determines whether the sugar is a D orL isomer. Nearly all monosaccharides in mammals are Disomers.Whether they are created via dehydration synthesis orbecause of digestion from larger polysaccharides,



disaccharides are physiologically important. One of themost common is lactose or milk sugar. Lactose is made ofglucose plus galactose. For most mammals, lactose suppliesmuch of the energy needed by the suckling neonate as wellas the monomeric building blocks needed for rapid tissuedevelopment. Maltose, which derives from two glucosemolecules, is a common cleavage product generated by thehydrolysis of starch. Table sugar, sucrose, is a combinationof glucose and fructose. As the name suggests, six‐carbonfructose is a common fruit sugar. It also is a component inreproductive tract secretions. Figure 2.21 illustrates thestructures of some of these common disaccharides.Whether plant starch or glycogen, both are polymers ofglucose and are the essential sources of glucose usedthroughout the body in monogastric species. Glucose is alsoessential for ruminants. However, fed starches arefermented before any glucose reaches the small intestinefor absorption. For these animals, the primary fermentationproducts: acetate, butyrate, and propionate supply theprecursors for fatty acid synthesis and energy production.To supply needed glucose, portal blood supplied to the livercontains the propionate produced by rumen fermentation.The liver converts propionate into glucose for use by thecells. This is gluconeogenesis. It is important in all animalsat times but is especially critical in ruminants because solittle dietary glucose is available for absorption across thesmall intestine.Dietary starches undergo some hydrolysis by α‐amylase inthe saliva. However, reduced stomach pH suppresses thisinitial breakdown, that is, α‐amylase pH optima is nearneutrality. However, hydrolysis of starches increases againas starch reaches the small intestine and additionalamylases from the pancreas and small intestine appear.Glucose is stored primarily in liver and muscle cells in theform of glycogen. Mobilization of these reserves of glycogen



provides glucose when needed. When ATP is plentiful, andstocks of glycogen are sufficient, additional energy reservesare produced by the conversion of glucose to acetate andultimately fatty acids are stored as triglycerides inadipocytes. Figure 2.22 illustrates the structure ofglycogen. Subsequent chapters will describe thebiochemical reactions and pathways involved in thecatabolism of glycogen and other carbohydrates needed tosupply the energy and building blocks for the synthesis ofimportant macromolecules.





Fig. 2.20 Structure of sugars. Panel (A) provides linestructures for two structural isomers of the common hexosemonosaccharide, glucose (arrows). Panel (B) gives thecyclic structure for α‐D‐glucose. The arrangement andnumbering of carbons in a pentose sugar appear in panel(C). Panel (D) shows the difference between ribose anddeoxyribose, the sugar residues present in RNA and DNA,respectively.
LipidsAlthough we have discussed triglycerides and phospholipidsrelated to membrane formation, other lipids are alsoimportant. Some are messenger molecules. Details ofendocrine and other aspects of cell signaling will beconsidered in subsequent chapters but some appreciationof these special lipids is warranted. Steroids arestructurally very different from triglycerides. Cholesterolprovides the core structure for the synthesis of thesecritical molecules. Despite its “bad press” cholesterol isnonetheless essential. In addition to serving as the parentmolecule for steroid hormone production, it is also a vitalelement in membranes, where it acts to increase membranefluidity. It is also essential to produce vitamin D andproduction of bile salts.Unlike the hydrocarbon chain of fatty acids, cholesterol iscomposed of a series of interlocking rings with a side chain.Specifically, the four interlocking A, B, C, and D rings of thecholesterol core contain thecyclopentanohydrophenanthrene nucleus that occursrepeatedly in all the steroid hormones. For example, twostructural types of steroid hormones are made in the cortexof the adrenal gland. Those that have a two‐carbon sidechain attached at position 17 of the D ring for a total of 21carbons the C21 steroids and those that have a keto orhydroxyl group at position 17 for a total of 19 carbons the



C19 steroids. Most C19 steroids have a keto group atposition 17 referenced as 17‐ketosteroids. The C19 steroidhormones have androgenic or testosterone‐like effects oractions. The C21 steroids of the adrenal gland are eithermineralocorticoids or glucocorticoids. Themineralocorticoids have primary effects on sodium andpotassium excretion. The major hormone in this class isaldosterone. The glucocorticoids as you might guess fromthe name have primary effects related to glucose andcarbohydrate metabolism. Examples of specific steroids inthis class are cortisol and corticosterone. We discuss othersex steroids, for example, estrogen and progesterone insubsequent chapters. The primary point is to appreciate thefact that despite the seemingly small differences instructure between, for example, estrogen and testosterone,these two steroid hormones have markedly different effects.The specificity of hormone receptors expressed in varioustarget cells explains these differences in action. Forexample, estrogen molecules bind very poorly to androgenreceptors, and conversely, testosterone binds very poorly tothe estrogen receptors.The eicosanoids are a diverse family of lipids generatedfrom a 20‐carbon fatty acid called arachidonic acid.Arachidonic acid is plentiful in the plasma membrane. Thefour major groups of eicosanoids include prostaglandins,prostacyclins, thromboxanes, and leukotrienes. Acommercial preparation of prostaglandin F2α, lutalyse(dinoprost tromethamine) is familiar to many dairy and beefproducers because it is used in a management scheme tosynchronize estrus in cattle. The product acts to cause earlydissolution of the corpus luteum on the ovary. Variouseicosanoids are important in the control of blood pressure,gastrointestinal tract motility, vasoconstriction, and bloodflow.



Because the major lipids in plasma do not circulate freely inthe aqueous environment of the blood, fatty acids and otherimportant lipids associate with carrier molecules. Free fattyacids are bound to albumin (a major protein produced bythe liver). Most of the cholesterol, triglycerides, andphospholipids appear in a complex with lipoproteins fortransport. Variation in the ratio of protein to lipid explainsthe differences between the five families of lipoproteins.They can be identified based on the position they migrate tofollowing high‐speed centrifugation. Those with greaterlipid contents (less density) orient closer to the top of thecentrifuge tube and those with less lipid further toward thebottom of the tube. This is somewhat like the cream risingto the top of a container of non‐homogenized milk. Thisexplains the description of the lipoproteins as very low(VLDL), intermediate (IDL), low (LDL), or high (HDL)density lipoproteins. The other class includes thechylomicra produced in the intestinal villi. These are criticalin the initial packaging and transport of digestedtriglycerides. Lipoproteins are topics in the popular press,because of their involvement with lipid and cholesteroltransport in the blood and relationships with health. Forthis purpose, usually, only the major classes HDLs andLDLs are distinguished. The amounts and ratios of these inthe blood are important diagnostic tools related tocardiovascular health in humans and animals. Cells cantake up cholesterol and other lipids from the blood. Most ofthe cholesterol is associated with LDLs. When cells needcholesterol to make new membranes or for other purposes,they synthesize transmembrane receptors for the LDLproteins. These receptor proteins migrate within themembrane and localize in clathrin‐coated pits. These LDL‐rich pits undergo endocytosis. LDLs that bind to thereceptors are internalized. These coated vesicles areprocessed by interactions with lysosomes to release thecholesterol for use by the cell. Interestingly, more than 25



different receptors are processed via this clathrin‐coated pitpathway. In the case of cholesterol, if the LDL receptor‐mediated up take of cholesterol is blocked this leads toexcess accumulation of cholesterol‐laden LDL in the blood,and this excess cholesterol is believed to contribute to theproduction of atherosclerotic plaques and consequentlycardiovascular disease. The study of families with stronggenetic links to cardiovascular disease initially led to thediscovery of this relationship. That is one of themechanisms responsible for increased disease was amutation that prevented normal expression of the LDLreceptor. The structures of selected lipids are illustrated inFigure 2.23.





Fig. 2.21 Structure of disaccharides. Panel (A) shows thecombining of galactose and glucose to produce thedisaccharide lactose or milk sugar. Panel (B) depicts thecreation of the disaccharide sucrose from the combinationof glucose and fructose. Maltose, a disaccharide composedof two molecules of glucose, follows a similar pattern.



Fig. 2.22 Structure of glycogen. A simple example of thestructure of a portion of glycogen is illustrated. Repeatingglucose monomers are linked together to form large,branched chain polymers. These relatively insolublemolecules serve as ideal storage products and appear inliver and muscle cells as dense granules. Cleavage of the 1 :4α linkages that produce the linear chains and the 1 : 6αlinkages that make branches depend on two differentenzymes when glycogen is hydrolyzed for use by the cell.



Fig. 2.23 Structure of specialized lipids. Structures ofsome of the specialized lipid molecules are illustrated.Cholesterol and the steroid hormones and their relativeshave the cyclopentanohydrophenanthrene nucleus with fourhydrocarbon rings in common (upper panel). Additions ofside chains to the 17 carbon, methyl, or hydroxyl groups, orthe addition of double bonds in the A ring led to theproduction of cholesterol, estradiol, testosterone, and othersteroids. The relatively linear hydrocarbon chain of the 20‐carbon arachidonic acid becomes folded and modified toyield various prostaglandins, thromboxanes, orleukotrienes.
Nucleic AcidsUnderstanding DNA or RNA requires an appreciation of themolecules that compose these macromolecules. Nucleicacids are produced from combinations of nucleotides, butnucleotides are in turn a combination of three elements: (1)a phosphate group, (2) a pentose sugar (either ribose ordeoxyribose), and (3) a nitrogen‐containing base (either apurine or a pyrimidine). There are three types ofpyrimidines: cytosine (C), thymine (T), and uracil (U). Thetwo types of pyrimidines are adenine (A) and guanine (G).Thymine is unique to DNA and uracil is unique to RNA.Variation between DNA strands or in other words betweendifferent genes depends on the sequence of nitrogenousbases that occur. A combination of either deoxyribose orribose and one of the bases creates a nucleoside. Includingthe phosphate group (sugar + base + phosphate) creates anucleotide. The phosphate groups join the hydroxyl groupon the C5 carbon of the sugar residue. Moreover, as you willsee related to ATP production it is common to find mono‐,di‐, or triphosphates attached to many nucleotides. Toillustrate, a combination of adenine + deoxyribose + onephosphate makes adenosine monophosphate or AMP. The



same base and sugar with two phosphates make ADP oradenosine diphosphate. With the addition of a thirdphosphate adenosine triphosphate or ATP is generated.Single strands of DNA or stands of RNA are produced whena phosphate group from one nucleotide (attached to the C5carbon of the pentose sugar) links with the hydroxyl grouplocated on the C3 carbon of the pentose sugar of anothernucleotide. Thus, the nucleic acid chain grows in a 3′ to 5′direction. This means that along the course of a growingnucleotide chain, the nitrogenous bases do not directly linkwith other bases in the same chain. For DNA, thisarrangement allows for complementary base pairingoccurring between adjacent chains. This is the essence ofdouble‐stranded DNA. The DNA molecule resembles aladder. The outside is represented by the covalently linked,pentose sugars and phosphate groups of the nucleotides.Complementary bonding between bases creates the rungsof the ladder. Now if the ladder is imagined as beingtwisted like a spiral staircase, this gives a reasonableapproximation of the DNA.However, it is important to remember that while linkagesbetween sugars within a chain are maintained by strongcovalent bonds, the interactions between nitrogenous basesbetween two DNA chains depend on simple hydrogenbonding, like the interactions between adjacent watermolecules (see Fig. 2.1). These hydrogen bonds, while notstrong individually, are critical because of their abundance,this also allows the double‐stranded DNA to unzip asrequired for gene transcription. Once this occurs, thestrands can then readily rejoin. Interactions between basesallow for bonding between adenine and thymine, cytosineand guanine. These linkages are called complementarybonds or A + T and C + G are called complementary bases.However, the stands are oriented so that one is oriented ina 5′ to 3′ direction and the other 3′ to 5′ (the numbering is



based on the orientation of phosphate groups linking the 3or 5 carbons of the pentose sugar). In single‐stranded RNAmolecules, the bases are A, G, C, and U (replaces the Tfound in DNA). Ribose is the pentose sugar involved insteadof deoxyribose. Examples of nucleic acid structures andcomponents appear in Figure 2.24 and Figure 2.25.





Fig. 2.24 Structures of nitrogenous bases found in DNAand RNA. Structures of the parent nitrogenous bases,purine (A) and pyrimidine (B), and specific bases occurringin DNA and RNA are illustrated.
Cellular BiochemistryThe cell theory, namely the idea that cells only arise fromother cells, appeared in the late 1800s. This now seemselementary but in the 1600s, Robert Hooke based it oninitial observations of plant samples, which showed thattissues were composed of cells. This was followed bystudies by the German scientists Schleiden and Schwannwho insisted that all living things were composed of cells.This idea flew in the face of the notion of spontaneousgeneration, which suggested that organisms arose fromdebris or other inert nonliving materials. Four ideasinherent in cell theory are:

The cell is the fundamental structural and functionalunit of living organisms.The function of organisms depends on activities of cellsboth individually and collectively.The biochemistry of cells depends on the subcellularorganelles present in the cell.Propagation of life requires cellular activity.
Despite the relevance of the cell in physiology, chemistry,physics, and biochemistry are at the center of all catabolismand anabolism. In other words, it is reasonable to think ofthe cell as the core‐organizing element that allows forcontrol and coordination of the many chemical and physicalreactions that constitute life and living. Understandingphysiology requires an appreciation of these other scientificdisciplines. Be advised that our discussions of specific



chemical reactions, biochemical events, or physicalproperties are no substitute for specific classes in physics,chemistry, or biochemistry. However, we do believe that asincere, thoughtful study of physiology provides anopportunity to integrate the fundamentals gained from thestudy of these disciplines. What could be more interestingthan learning how our bodies and those of our animals'function?
Chemical BondsCellular activity reflects both the creation of complexmacromolecules dependent on combining other simplermolecules and the creation of new bonds, as well ascatabolic activity to break the bonds in nutrient moleculesto supply the building blocks for these new creations. Someof the energy derived from breaking chemical bonds isreserved for future use by the cells. Enzymes catalyzechemistry. As you learned in general chemistry, attractiveforces maintain orientations between atoms in molecules toproduce chemical bonds. Three major types of bonds are:hydrogen bonds, ionic bonds, and covalent bonds. Inaddition, Van der Waals forces, such as hydrogen bonds,are important in the maintenance of structure of complexbiological molecules when charge differentials aid themaintenance of structural relationships. We have alreadydiscussed hydrogen bonds in our description of thebehavior of water (see Fig. 2.1). Hydrogen bonds existwhen a hydrogen atom is covalently bound to anelectronegative atom. The most common examples areoxygen and nitrogen. When these groups occur close toother strongly electronegative atoms, this produces a kindof tug of war as the two electronegative atoms “fight” fordominion of the hydrogen atom. These reactions createattractive forces that link or bridge the molecules.Hydrogen bonds are particularly important as



intramolecular forces that act to mold the three‐dimensional shape of many macromolecules. Much of thefolding of proteins that define their tertiary structuredepends on hydrogen bonds. Another example is theinteractions between complementary strands of the DNAmolecule. Despite the relative weakness of individualhydrogen bonds, they are collectively critical for normalcellular functioning.





Fig. 2.25 Structure of a single strand of DNA. Bases shownare adenine, thymine, and guanine (A). The repeatingpattern with the backbone of deoxyribose and phosphategroups is apparent with a variable sequence of nitrogenousbases (B).Ionic bonds exist when the transfer of electrons from oneatom to another generates attractive forces between atoms.This happens because the usual balance between + and −charges is lost, and ions are formed. The atom that acceptselectrons acquires a net negative charge becoming ananion. The electron donor, now called a cation, has a netpositive charge. Atoms with opposite charges attract. Thisis the basis of the ionic bond. A commonly used example ofionic bonds is table salt or sodium chloride. As you mayrecall from general chemistry, sodium has an atomicnumber of 11 and therefore has only one electron in itsthird or outer valence shell. To achieve stability the atomwould have to acquire an additional seven electrons (thethird orbit around the nucleus can accept eight electrons).Stabilizing this outer orbit is more likely to happen byshedding the single electron so that the second orbit getsfilled and becomes the valence shell around the nucleus ofthe atom. Chlorine has an atomic number of 17. The outervalence shell needs only one electron to fill its valenceorbit. When it accepts an electron, stability is increased butthe atom acquires a net negative charge and becomes ananion. As you would suspect, ionic bonds are commonbetween atoms with one or two valence electrons inmetallic elements (e.g., sodium, calcium, and potassium)and elements with seven valence electrons (e.g., chlorine,fluorine, and iodine). Most ionic compounds exist as salts.When dry they form highly organized crystals because oftheir ionic bonds. In aqueous environments, salts dissociateto produce ions. Many more common ions (Ca+2, Na+, K+,Cl−) are critical to normal cellular physiology because of



their roles in the regulation of the activity of many enzymesand are significant in the maintenance of polarity acrosscell membranes. Calcium, which is the most abundantessential mineral in the body, is especially important. It notonly is critical for the activation of various cytoplasmickinases, but it is also essential for muscle function, and in amore stable form (hydroxyapatite—Ca10(PO4)6(OH2)) it is afundamental part of the inorganic, extracellular structure ofbone. This likely explains the reason for the lack of findingshed antlers or skeletal remains of animals in rural areas.Other animals, especially rodents use these materials tosupply their mineral needs.Maintenance of ionic gradients across the plasmamembrane of cells uses about one‐third of basal energygenerated from ATP hydrolysis. Na‐K ATPase proteintransporters in the plasma membrane move Na+ and K+against their concentration gradients (energy‐requiring) sothat concentrations of intracellular Na+ are about 10‐foldlower inside than outside the cell (~15 vs. 150 mEq/L) withthe opposite for K+ ions (~14 vs. 140 mEq/L). Becausethese ions passively move down their concentrationgradients, the ATPase pumps must be constantly active.Somewhat like the bilge pumps of a boat that act toconstantly remove water that leaks or splashes into theboat. The transporters link sodium and potassiummovement so that each action of the protein ejects 3Na+out of the cell and carries 2K+ ions into the cell. Coupledwith the fact that the membrane is slightly more permeableto K+ than Na+ under basal conditions, the action of theATPase protein maintains the ionic and electrical gradientacross the cell membrane. These actions, combined withthe accumulation of cellular proteins cause the productionof an electrical gradient across most cells of about −40 mV(inside relative to outside). Many cells, especially nerve



cells, take advantage of changes in ion concentrations orpolarity for cell signaling. The activity of chemical andvoltage‐regulated gates for sodium and potassium(transporter proteins) explains the abrupt changes inmembrane potential that occur during nerve transmissions.Aside from transferring electrons, the sharing of electronsbetween atoms stabilizes atoms as well. In these cases, thevalence orbits of the two atoms are shared. This is theessence of covalent bonds. If a single pair of electrons isshared, this creates a single covalent bond. This is shown asa single line connecting two atoms. In other cases, atomscan share two or three electron pairs, this produces doubleor triple covalent bonds that are illustrated by double ortriple lines between atoms (O—O) as in O2 gas or (N฀N) inN2 gas (see Fig. 2.18). Some atoms are consideredrelatively reactive and others are relatively inert. Figure2.26 shows the atomic structure of some example atomsand explains the reason for these differences.Carbon is an especially abundant cellular atom. It has fourelectrons in its outer or valence orbit, but stability isachieved when the orbit is filled (eight electrons). Thismeans that there are numerous possibilities for sharingelectrons to achieve stability. One possibility is to create asharing of four electrons from four distinct neighbors. Thiswould be the case in the creation of methane gas (CH4).Because hydrogen needs either to lose an electron or gainanother to complete its outer valence orbit, sharingbetween the single carbon atom and four hydrogen atomssatisfies both atoms. Numerous examples of covalent bondsinvolving carbon atoms are shown in the structures ofneutral lipids (essentially hydrocarbon chains),carbohydrates, and proteins (see Figs. 2.2, 2.18, and 2.20).By convention, carbon atoms are not explicitly shown butare understood to be positioned at line intersections. A



simple example of double bonds is the sharing of electronsbetween a carbon atom and two oxygen atoms. In carbondioxide (CO2 or O=C=O) sharing of electrons is equalbetween the atoms. Because there is no separation ofcharge this covalent bond is also called a nonpolar covalentbond. Nonpolar covalent bonds are common. For example,consider the fatty acid tails of the phospholipids in cellularmembranes (see Fig. 2.3). Our prior discussion of water(see Fig. 2.1) illustrates an example of a polar covalentbond. In these instances, like spoiled children, one or moreatoms of the bond unit have a greater capacity to attractthe shared electrons. Because the electrons spend more oftheir time in orbit near the stronger partner, these covalentbonds produce a separation of charge. In other words, onaverage there is a separation of charge, one area of the newmolecule has a net negative charge (shared electron(s)more often in this region) and a net positive charge (sharedelectrons more often playing next door). As a rule, smallatoms with six or seven valence electrons (oxygen,nitrogen, and chlorine) are better able to attract electronsand thus described as being strongly electronegative. Theseatoms favor “hogging” shared electrons to complete theirvalence orbital shells. Atoms with only one or two valenceelectrons are more likely to relinquish control of sharedelectrons and are therefore described as electropositiveatoms. Examples of these include hydrogen, potassium, andsodium. If you ponder the difference between polar andnonpolar covalent bonds, it should be easy to imagine whymolecules with an abundance of polar covalent bonds easilydissolve (associate) with water. Conversely, molecules withfew or any polar covalent bonds, lipids, for example, havelittle capacity to interact with the abundant polar watermolecules in our cells and bodies.





Fig. 2.26 Examples of chemically reactive and inert atoms.The red balls depict electrons in orbit around the nucleus ofeach atom. Helium and neon with filled valence orbits havelittle incentive to interact with neighboring molecules. Incontrast, oxygen, carbon, and hydrogen need a change inthe number of valence electrons to complete their outershell of electrons and maximize stability.
Chemical ReactionsIt is apparent that living processes depend on an almostbewildering array of chemical reactions. Molecules in ourfood or in the rations fed to our animals are destroyed(chemical bonds broken) to supply intermediate moleculesfor building blocks, that is, consider hydrolysis of plantstarches to supply glucose for production of glycogen inliver cells. Some of the glucose is oxidized to produce ATPneeded to supply cellular energy. DNA and RNA aresynthesized as cells flourish and grow. How do we organizeand make sense of these reactions? Fortunately, despite thenumber of individual molecules involved, patterns begin toevolve. For example, the breaking down of bonds betweenthe glucose and fructose in the disaccharide sucrose or thepeptide bonds between alanine and lysine in a proteinmolecule are both hydrolysis reactions. Chemical reactionsoccur when chemical bonds are created between atoms,chemical bonds between atoms are broken, or whenchemical bonds are rearranged. A common illustration is todenote the reactions in simple symbolic expressions aschemical equations. For example, the combination ofcarbon and oxygen to create carbon dioxide could bewritten in the following manner.



This is an example of a synthesis reaction that requires theformation of new chemical bonds. This is expressed by thefollowing expression: A + B → AB. Simplistically, suchreactions explain the anabolic side of metabolism. Figure2.18 shows an example of a synthesis reaction between twoamino acids to create a dipeptide. The opposite of this is adecomposition reaction. These are often hydrolysisreactions because of the addition of water to complete thereaction. The expression AB → A + B gives a genericexample of such a reaction. Specific examples wouldinclude the cleavage of glucose monomers from glycogen,the cleavage of peptides from a dietary protein by enzymesin the intestinal lumen, or the initial reactions of beta‐oxidation—the process that acts to catabolize two carbonsat a time from fatty acids chains. These are all examples ofcatabolic reactions.Another type of reaction is the exchange reaction. As thename suggests, in this case, a functional group is movedfrom a donating molecule to a receiving molecule. Theseexpressions AB + C → AC + B or AB + CD → AD + CBillustrate such common reactions. For example, thenucleotides ATP or GTP are frequent donors of a phosphategroup to another molecule. A very large family of enzymescalled kinases catalyze these phosphorylation reactions. Asapparent in our discussion of cell signaling, many importantregulatory enzymes are themselves controlled by theirphosphorylation state. Some of these proteins activatewhen a phosphate group is added but others are inhibited.Other examples also abound. For example, the first step inthe catabolism of glucose in the biochemical pathway,glycolysis, involves the introduction of phosphate toproduce glucose‐6‐phosphate catalyzed by the enzyme



hexose kinase. Other exchange reactions transfer aminogroups to allow the generation of nonessential amino acids.For example, the enzyme, alanine‐pyruvate transaminase,functions to promote the transfer of amino groups frommost amino acids to generate alanine by adding the aminogroup to pyruvate.A final class of reactions to consider is the oxidation–reduction reaction. These reactions are central to thecatabolism of nutrients to manufacture ATP. Failure ofthese reactions, as occurs in the absence of oxygen, resultsin death. The essence of the reactions is the exchange ofelectrons between reactants. The molecule or atom thatloses the electron (electron donor) is described as oxidized.The reactant that accepts the electron is said to be reduced.Many of these reactions involve the transfer of hydrogen(which of course includes the electron). These reactions arekey in our discussion of aerobic respiration.
Significance of EnzymesIt is difficult to overstate the importance of enzymes incellular metabolism. Without the presence of enzymes tocatalyze the numerous biochemical reactions required foranabolic and catabolic activities, life would cease. Allenzymes are globular proteins that act as promoters ofvarious but specific chemical reactions. Reactants must bepresent in the cell but rates of reaction for virtually allbiologically relevant processes are nonexistent if therequired enzymes are absent or defective. As catalysts,enzymes accelerate reaction rates. However, the enzymesdo not become altered in the process. The enzyme can bethought of as a kind of biochemical matchmaker. Bindingsites for substrates allow for close association of thesubstrates, a lowering of activation energy, and anenhanced opportunity for the reaction to take place.Because of the critical nature of the substrate binding sites



on the enzyme, even small changes in conditions canperturb the arrangement of amino acids around the bindingsite, rendering the enzyme ineffective (see Fig. 2.19).Because of the unique nature of the binding site, enzymesare highly specific. For example, the enzyme hexose kinase,which adds a phosphate group to glucose, has no capacityto add a phosphate group to fructose, even though bothmolecules are hexose sugars.Some enzymes are functional just as they are synthesized,that is the protein alone. Other enzymes require thepresence of a particular ion (often a trace mineral such asMg, Co, Cu, and Mn) in their environment. These ions arethought to maintain the active binding site of the enzyme inthe appropriate conformation for reactants to bind. Theseaids to enzyme function are called cofactors. Still, otherenzymes operate in combination with organic moleculescalled coenzymes that are essential for the enzyme to carryout its function. Coenzymes assist some groups of enzymesby acting as carriers of various specific functional groups orelectrons (hydrogen atoms). Many coenzymes are derivedfrom vitamins, which explains the need for these substancesin the diet. For example, the B vitamins riboflavin (B2) andniacin (B3) give rise to flavin adenine dinucleotide (FAD)and nicotinamide adenine dinucleotide (NAD), respectively.These cofactors become reduced because of carbohydratecatabolism. When membrane bond enzymes in themitochondria subsequently oxidize them, a portion of theenergy associated with these electron transfers is utilizedto drive the synthesis of ATP. Finally, some enzymes arecomposed of more than one protein. Some enzymes are alsofirst synthesized as pro or precursor enzymes that onlybecome active when they reach the area where they are tobe used. For example, digestive enzymes synthesized bypancreatic cells are secreted into ducts where the enzymesare mixed with alkaline secretions and dumped into the



lumen of the small intestine. The enzymes only becomefunctional when they enter the lumen of the intestine. Thisis an important safety mechanism. Because these enzymescan hydrolyze a wide array of cellular proteins,inappropriate activation of the enzymes at the time ofsynthesis and secretion could degrade your own pancreatictissue. This is clearly undesirable.
Table 2.7 Enzyme classifications.
Enzyme Class Action ExampleOxidoreductases Oxidation–reduction reactions(electron–hydrogentransfer)

Lactatedehydrogenase
Transferases Transfer of groups(other thanhydrogen betweensubstrates)

Hexose‐6‐phosphotransferase(hexose kinase)
Hydrolases Cleaves ester,peptide, and othertypes of bonds

Amylase
Lyases Removes groupsleaving behinddouble bonds

Aldolase
Isomerases Interconversions ofoptical orgeometric isomers

Phosphohexoseisomerase
Ligases New bonds to linktogether twosubstrates

Glutamine synthase
Most enzymes are named based on the reactions theycatalyze or the substrates upon which they act. Forexample, enzymes that cleave starch molecules are called



amylases, those that cleave proteins are called proteases,lipases break down lipids, and so forth. Others aredesignated as dehydrogenases because they act to removehydrogen atoms or decarboxylases for the removal ofcarboxyl groups. Unfortunately, there are often multiplenames applied to the same enzymes and traditional namesremain in usage. For example, the small intestine enzymechymotrypsin is a hydrolase but more specifically it is aproteinase and further a serine proteinase because thisdefines the catalytic mechanism by which the enzymecleaves proteins. The International Union of Biochemistrypromotes a very systematic nomenclature for the naming ofenzymes. However, in much of the physiological literaturecommon and general names for enzymes abound. Table 2.7provides a six‐level classification of enzymes along withexamples.Three steps occur in enzyme action. Step one is substratebinding to the active site of the enzyme (formation of theenzyme–substrate complex). This binding induces aconformation change in the protein that allows therearrangement of the substrates and formation of theproduct (step two). The third step is the release of theproducts from the enzyme. This happens because the newlycreated product no longer has a shape that is compatiblewith the active site of the enzyme. Enzymes function byreducing activation energy. Some chemical reactions can bepromoted in the test tube by heating the reactants. Thisincreases kinetic and thermal energy makes collisionsbetween substrates more frequent, thereby reducing therequired activation energy. Lowering activation energy inthis manner in cells is not feasible. For example, one of theconsequences of a high fever is the degradation of someproteins. By mechanisms that are poorly understood,binding a substrate(s) to its specific enzyme lowersactivation energy. The significance is profound. Compared



with non‐catalyzed conditions, rates of reaction increase amillion or more‐fold. Just as remarkable, once the product isreleased, the enzyme is free to repeat the processthousands of times. Indeed, some cellular enzymes remainin the cell for extended periods before they must bereplaced. Figure 2.27 illustrates the idea of loweredactivation energy and mechanisms of enzyme action.
Extracellular Environment and Cell
FunctionAnimal cells are continually bathed in extracellular liquidcalled interstitial fluid that is mostly derived from blood. Itis like blood plasma but contains few if any blood cells(some wandering leucocytes are sometimes present) andblood clotting factors are absent. Other electrolytes,nutrients, and water are abundant. The movement of thesecompounds into and out of cells is controlled by bothpassive and active mechanisms. The health of the cellsdepends on the fact that the plasma membrane issemipermeable and selective. This means that somesubstances are allowed to pass across the membrane, butothers are not. As you might guess, nutrients are readilycaptured, waste products secreted, and many potentiallyharmful substances excluded. The purpose of this section isto characterize some fundamental properties related tocellular transport and maintenance of the cellularenvironment within appropriate boundaries. As notedpreviously, maintenance of normal concentrations ofnutrients and ions in body fluids is an important part ofhomeostasis.





Fig. 2.27 Significance of activation energy. Panel (A)demonstrates the effect of lowering activation energy onthe chemical reactions. Enzyme‐catalyzed reactions aremarkedly enhanced. In panel (B), the mechanism of enzymeaction is depicted. Each enzyme is highly specific; onlysubstrates capable of binding to the active sites will beaffected. In step 1, the enzyme‐substrate complex isformed. In step 2, internal rearrangements occur, andsubstrates are covalently linked. In step 3, the new productis released, and the enzyme is free for another round ofactivity.
OsmosisThe diffusion of solvents, water, for example, through aselective or semipermeable membrane is called osmosis.Water transport occurs when there is a difference in therelative concentration of water molecules across themembrane. If both sides of a water‐permeable membraneare exposed to distilled water, there is no net movement ofwater molecules. Just as many molecules would randomlymove in either direction across the barrier. If, on the otherhand, a substance (solute) was dissolved in the water onone side of the membrane but not the other, the relativenumber of water molecules per unit volume would bedecreased on the side of the membrane with the solute. Ifthe membrane were impermeable to the dissolvedsubstance but permeable to the water, then watermolecules would begin to leave the area with the higherconcentration of water molecules and pass across to theopposite side. The movement of solvent in this manner iscalled osmosis. Figure 2.28 illustrates the effects ofmembrane permeability on diffusion and osmosis. In theopen system illustrated in the figure, differences inosmolality drive the movement of water molecules untilhydrostatic pressure becomes sufficiently high to resist



continued movement. Movement of water molecules to aregion of greater solute concentration can be prevented byapplying pressure. The pressure required to prevent themigration of solvent molecules is the effective osmoticpressure of the solution.





Fig. 2.28 Diffusion and osmosis. The upper panelsillustrate the process of simple diffusion. At the beginning(A), two sides of a u‐tube are separated by a membrane thatis permeable to the solute (red particles) in the left arm ofthe tube. Over time (B), the solute molecules diffuse downtheir concentration gradient to areas of lowerconcentration. With sufficient time, the solute moleculesbecome equally dispersed throughout the entire solution.The lower panels demonstrate osmosis. Two sides of the u‐tube are separated by a semipermeable membrane that ispermeable to the solvent (indicated by the green coloring)but not the solute (red) molecules (C). Because the rightside of the tube has a greater concentration of solventmolecules, they move from the right side through themembrane. Migration continues until the hydrostaticpressure equals the osmotic pressure (D). Note thedifference in the levels of liquid (arrows) after theexperiment has continued for some time.If we consider the cytoplasm of the cell (or the aqueousenvironments of many cellular organelles), there aremultiple opportunities for varying concentrations of solutesand corresponding differences in osmolarity across thesemembranes as well as between the cytoplasm and theoutside interstitial fluid. Because the membrane‐boundcompartments are permeable to water, osmosis hasdramatic effects. For these reasons, it is important that theosmolarity of interstitial fluids and consequently blood bemaintained within narrow boundaries. Changes in theosmolarity of the solutions bathing cells can cause cells toeither shrink or swell. The capacity of a solution to affectthe tone or shape of cells by modifying the internal watervolume of the cell is called tonicity. A typical value for bloodplasma or interstitial fluid is about 300 mOsm l/L. Cellsexposed to solutions with the same osmolarity or tonicity,as blood plasma will retain their normal shape. Such



solutions are described as isotonic. Examples include 0.9%saline (NaCl) or a 5% glucose solution. These solutions areroutinely used for the preparation of intravenoustreatments because the solutions have no impact on normalcell volume. Solutions with a greater effective osmoticpressure than blood are hypertonic and those with lessereffective osmotic pressures are hypotonic. Cells placed in ahypertonic solution lose water and shrink. Cells placed indilute (hypotonic) solutions swell. As an extreme example, ifcells are placed in distilled water, there are no dissolvedsubstances, so water molecules enter the cells until thecells rupture. Figure 2.29 illustrates the responses of redblood cells incubated in isotonic, hypertonic, or hypotonicsolutions.Osmotic pressure (P) is related to temperature and volumesuch as the pressure of a gas as described in the followingequation:

In this expression, n is the number of particles, R is the gasconstant, T is the absolute temperature, and V is thevolume. In usual physiological circumstances, R, T, and Vare essentially constants. This means that the primaryfactor affecting osmotic pressure is the number of particlesor solute molecules per unit of solvent. With ideal solutions,the osmotic pressure can be easily predicted. For example,if the solute under consideration ionizes completely, eachmolecule or particle is osmotically active. For example, 1mole of NaCl per liter of water (58 g) would yield a 2 osm or2000 mOsm solution. This is because NaCl dissociatescompletely so that each Na and Cl ion exerts an osmoticeffect. By contrast, 1 mole of glucose (180 g) per liter wouldproduce a solution with an osmotic pressure of only 1 osmor 1000 mOsm. For solutes that do not ionize the molarity



and osmolarity of the solution are the same. However, it isimportant to consider if the solute under consideration ispenetrating or nonpenetrating relative to the cellmembrane. If cells are exposed to a 300 mOsm solution of apenetrating solute, the solute will enter the cells, therelative water concentration outside the cell increasesproportionally and water then enters the cells. The solutioneffectively becomes more hypotonic overtime. In addition,biological fluids are not ideal solutions. Interactionsbetween molecules or partial dissolution of ionizingsubstances mean that simply knowing the concentrations ofvarious substances in blood, lymph, or urine, for example,cannot be used to accurately calculate osmolarity.Fortunately, it is possible to measure osmolarity by indirectmeans. The temperature at which a fluid freezes is directlyrelated to the osmolarity of the solution. Thus, the effectiveosmotic pressure of even complex solutions can bedetermined by measuring freezing point depression.





Fig. 2.29 Significance of tonicity. The consequence ofplacing red blood cells in solutions with differing tonicityvalues is illustrated. In panel (A), cells are in an isotonicsolution. Because the relative number of water molecules isthe same inside and outside the cell, there is no netmovement of water molecules and no change in cell volume.In panel (B), cells are placed in a hypotonic solution. Herethe number of water molecules outside is much greaterthan on the inside, so water enters and rapidly swells thecells. In fact, if the solution is sufficiently hypotonic, thecells will rupture. This is shown on the left. These areremnants of red blood cell membranes. Panel (C) shows theeffect of suspending cells in a hypertonic solution. Becausethe relative numbers of water molecules are greater inside,the cells lose water, and they shrink. This is calledcrenation and is characterized by the spikes of the cellmembrane shown on the left.
Transport MechanismsPassage of molecules into and out of cells and acrossorganelle membranes occurs by either active or passivetransport. For passive mechanisms, there is no directenergy expenditure by the cell. Active mechanisms, incontrast, require metabolic energy. Table 2.8 provides alisting of the membrane transport processes.As illustrated in Figure 2.9, simple diffusion is the tendencyfor molecules to disperse evenly throughout a solution.Substances that are small, nonpolar, and lipid‐solublereadily pass across cell membranes. Examples are oxygenand carbon dioxide. Because oxygen concentrations arevirtually always higher in the blood and interstitial fluidthan in the cytoplasm, oxygen continually diffuses into cells.Similarly, carbon dioxide is nearly always higher inside thecells, because of metabolic activity, so carbon dioxide iscontinually diffusing out of the cells. Most water‐soluble



molecules cannot simply diffuse through the cellmembrane. This is because these polar molecules cannot“dissolve” in the fatty acid tails of the phospholipids of thelipid bilayer of the membrane. However, if the substance issmall enough, it can pass through the plasma membrane bypassing through water‐filled pores. Integral membraneproteins that span the entire width of the cell membranecreate these pores. This means that substances that aresufficiently small and polar can essentially diffuse acrossthe membrane by interacting with the water associatedwith these membrane‐spanning proteins. Some of the poresare always available but others can be regulated. Forexample, in the cells of the kidney tubules, specifically thecollecting ducts, the permeability of the cells to wateruptake by osmosis is variable. This reflects changes in theconformation of these pore‐forming proteins. Whenantidiuretic hormone (ADH) concentrations are elevated,the pores are widely available so that much of the water inkidney filtrate is recovered. When the secretion of ADH isinhibited, more of the pore‐forming proteins acquire aconformation that impairs water movement, so urineproduction increases and the urine produced is morediluted (Box 2.2).



Table 2.8 Summary of transport processes used by cells.
Transport
Type

Energy
Source

Description Example

PassiveSimplediffusion Kineticenergy Movement ofmolecules downa concentrationgradient
Transfer ofoxygen, someions

Facilitateddiffusion Kineticenergy Like simplemolecule boundto a carrier
Transfer ofglucose intocellsOsmosis Kineticenergy Basically,simple diffusionof water via asemipermeablemembrane
Water transport

Filtration Hydrostaticpressure Movement ofwater andsolutes throughasemipermeablemembrane by apressuregradient

Transfer ofwater andsolutes fromcapillaries

ActiveActiveTransport ATP Move a soluteagainst aconcentrationgradientExocytosis ATP Secretion ofcellularproducts viafusion of
Secretion ofmilk proteinsand lactose



Transport
Type

Energy
Source

Description Example

membrane‐bound secretoryvesiclesPhagocytosis ATP So‐called cell‐eating ameboid‐like engulfing ofextracellularmaterials bypseudopodia

Removal offoreign debrisor dead cells bymacrophages
Bulk‐phaseendocytosis ATP So‐called cell‐drinking,involves theappearance ofdepression ofthe plasmamembrane andprogressiveincorporation offluid‐filledvesicles

Occursessentially in allcells

Receptor‐mediatedendocytosis
ATP Ligand bindingto surfacereceptorscauses theclustering ofboundreceptors inclathrin‐coatedpits which arethen taken intocells for

Uptake ofcholesterol andiron;downregulationof proteinhormonereceptors



Transport
Type

Energy
Source

Description Example

processing bylysosomes



Box 2.2 Practical anatomy and physiology

Certainly, the plasma membrane is a barrier toextracellular space. It was long believed that watersimply passed across cell membranes by diffusion.However, the realization that water transport varieddramatically in different membranes, for example,proximal tubular cells versus cells of the ascending loopof Henle in the kidney led to the discovery of proteinscalled aquaporins (AQPs). These membrane‐spanningproteins are especially abundant in cells such as those inthe kidney nephron and are believed to be long soughtafter “water channels or pores” hypothesized in the past.The first of these proteins was identified in 1992 (Benga,2012). A recent review, Zhu et al. (2023), describes atleast 13 of these proteins divided into three groups: (1)classic aquaporins, (2) aquaglyceroporins, and (3)unorthodox aquaporins. Aquaporin 3 seems to beespecially relevant in the GI tract with involvement indiarrhea and irritable bowel syndrome. Skowronski(2010) reported the expression of AQPs 1, 5, and 9 in thepig uterus during the estrous cycle and early pregnancy,thus suggesting that changes in AQPs are involved inchanging the uterine environment to supportreproduction. Oberska and Michalek (2021) reviewedstudies suggesting the importance of multipleaquaporins in the male reproductive tracts of cattle,sheep, horses, pigs, and poultry. Zhang and Yang (2023)expanded the relevance of aquaporins to include bothmale and female reproductive tracts.Given the complexity of sperm and semen production theimportance of the localized environment necessary forthe creation, maturation, and transport of spermatozoa,and the role of the female reproductive tract in sperm



transport, fertilization, implantation, etc. it is no surprisethat the aqueous environment of male and femalereproductive tracts must be carefully controlled ifreproduction is to be successful.
Many important nutrient molecules, glucose, and certainamino acids are too polar to dissolve in the lipid bilayer fordiffusion and too large to pass into the cells by passagethrough the plasma membrane pores or channels. Thesesubstances nonetheless pass into the cell by diffusionbecause they can interact with carrier proteins located inthe plasma membrane. Precise mechanisms for thistransport process are not well understood. However, it isgenerally believed that binding of the substance to betransported causes a conformational change in the proteincarrier that acts (1) to shield the molecule from interactionswith the lipid bilayer and (2) to simultaneously move themolecule across the membrane. With the change inconformation, the carrier protein can no longer bind themolecule, so it is released to the inside of the cell. This typeof transport is called facilitated diffusion becausesubstances transported still must pass down theirconcentration gradients, but the presence of the carrierproteins is required to mediate the transport. Unlike simplediffuse, there are limitations. First, the carrier proteinsthemselves are typically highly specific. For example,carrier proteins that facilitate the diffusion of glucosewould not be expected to also transport ribose. Secondly,the process can be saturated. This is essentially the reasonwhy diabetic animals have glucose in their urine. Undernormal conditions, a combination of facilitated diffusion andactive transport can remove and recover all the glucosemolecules that appear in the kidney filtrate. However,concentrations of glucose in the blood and consequently theurinary filtrate of an animal with diabetes can be many



times higher than normal. Because the number of transportproteins in the membrane of the kidney tubule cells islimited and the rate of transport finite, not all the glucosecan be removed before the fluid passes out of the nephronand into the renal pelvis. This is an example of saturation.Simply put, when all the binding sites are occupied, the rateof transport is maximized. This rate of transfer, called the
Vmax, is unique for each class or type of carrier protein. Thecapacity of the carrier to function is also affected by therelative ability of the binding site on the carrier protein toattract and hold the molecule for transport. This attractionis described as affinity. Carrier proteins with high affinityfor their transport partner can sequester, bind, andtransport their partner molecules even when concentrationsare very low. Estimating the KM or binding constant for thisinteraction provides a quantitative measure of affinity. The
KM is the molar concentration at which half of the carrierproteins are occupied. The lower this value the greater theaffinity. Interestingly, similar aspects apply related to thebinding of hormones to their specific receptors.Carrier proteins may also be affected somewhat likeenzymes. Competitive inhibitors can block the binding ofthe ligand (molecule to be transported). These inhibitormolecules essentially compete for the same binding site. Insome cases, the competing molecule is transported but notin other cases. Some inhibitors can bind to regions otherthan the ligand‐binding site of the carrier protein andinduce a change in conformation that then makes the usualbinding site incapable of interacting with the transportmolecule. These effects are like the actions that serve tomodulate enzyme activity. Carrier proteins that facilitatethe transport of a single molecule or class (single bindingreaction) across the membrane are called uniporters oruniport transporter proteins. Their Vmax and KM values



determine the rate of reaction for these carriers. Othertransporters are more complicated because the transfer ofone solute depends on the simultaneous binding andtransport of another molecule. If the molecules fortransport move in the same direction, the carrier is called asymport (something like a symbiotic relationship) but if themolecules move in opposite directions the carrier is calledan antiport. Clearly, the kinetics that affect the actions ofsymport and antiport carriers are more complex than forsimple uniport carriers. As an example, consider the uptakeof glucose. Most animal cells have uniport carriers that takeup glucose from the extracellular fluids where itsconcentrations are usually higher than in the cytoplasm.This is a passive transfer that depends on facilitateddiffusion. However, intestinal and kidney cells continue totake up glucose even when concentrations are low. Theyactively sequester glucose across their membranes via asymport carrier linked with the diffusion of Na into the cell.In other words, the movement of Na down its concentrationgradient allows for the coupled transport of glucose into thecell. While cellular energy is not directly needed,maintenance of an effective concentration gradient for Nadoes require energy. Figure 2.30 illustrates differencesbetween simple diffusion and carrier‐mediated diffusion aswell as theoretical models of three types of carrier proteins.Filtration is the physical process whereby water and solutesare forced through a membrane or a capillary wall bysimple hydrostatic pressure. Despite the nonselectivenature of this type of transport, it is critical for manyphysiological functions. The creation of urinary filtrate ormovement of fluids across capillary beds throughout thebody demonstrates physiological filtration. Filtration isconsidered passive, but it is obvious that pressure in thecardiovascular system depends on continued cardiacactivity and the muscle tone of arteries.



Fig. 2.30 Carrier protein‐mediated transport properties. Inpanel (A), the kinetics of simple diffusion compared withcarrier‐mediated transport are shown. For simple diffusion,the rate is directly proportional to the concentration of thetransported molecule. Carrier‐mediated transport shows amaximal rate (Vmax) regardless of further increase inconcentration. The concentration at 1/2 Vmax is an estimateof the binding affinity (KM). Panel (B) illustrates the actionof a uniport carrier protein. Step (A) shows the binding ofthe transport molecule to the protein, followed by a changein carrier conformation (B), and then the release (C) of themolecule to the inside of the cell. Symport carriers follow asimilar pattern except that solute molecules (red and greensymbols) bind and are transferred simultaneously in thesame direction. In antiport carriers, the transport of onemolecule depends on the simultaneous binding and transferof another molecule in the opposite direction.



Hydrolysis of ATP and release of chemical bond energy thatfuels the transport of substances across membranes isactive transport. Mechanisms are variable but fall into twobroad groups. The first, like facilitated diffusion, dependson specific membrane carrier proteins. The second is theformation and uptake of vesicles. Carrier‐mediatedtransport is specific, but unlike diffusion processes, movesmolecules against their concentration gradients. In primaryactive transport, ATP is used to phosphorylate the carrierprotein. The binding of the phosphate group to the proteinalters its conformation. This causes the transport moleculeto be shuttled across the cell membrane and released. Oneof the best studied of these carriers is the sodium–potassium ATPase pump. The carrier in this instance is amembrane‐bound enzyme that cleaves ATP and functions tomaintain steep gradients for Na+ (~10‐fold higher outside)and K+ (~10‐fold higher inside) relative to the plasmamembrane. These ion gradients are essential for normalsignaling in nerve cells and the initiation of musclecontractions. Another example of active transport is closelylinked with muscle activity. When muscle contractionoccurs, the cytoplasm of the cell is flooded with calcium. Toregulate contraction events, calcium ions are pumped uphillback into storage inside the sarcoplasmic reticulum or backout of the cell in some situations. The working of thesodium‐potassium ATPase pump is illustrated in Figure2.31.In addition to its relevance in maintaining Na and Kgradients and osmotic balance, the sodium–potassiumATPase pump is also responsible for the transport of manyimportant molecules. This is called secondary activetransport. With greater concentrations outside the cell andthe fact that the inside of the cell has a net negative charge,there is a continuous electrochemical gradient thatpromotes the diffusion of Na+ ions back into the cell. This is



a bit like filling a pond behind a dam. Open a sluice and thewater pours. The energy of the water flow can be used tospin a turbine to produce electricity or as in the 1800s toturn grinding wheels to produce corn meal or flour. The cellcan take advantage of energy from this downhill diffusion ofNa+ by linking it with the uptake of other importantmolecules. For example, recovery of glucose and someamino acids, against their concentration gradients, can beachieved in this manner. This is illustrated in Figure 2.32.Ion gradients are critical for the actions of many differentmembrane transport systems. Some of these are like thesymport for glucose. For example, other specific symportcarriers are also linked with the electrochemical gradientfor Na+ cotransport uptake of some amino acids and othersugars. Ion gradients are also important in the operation ofthe antiport carrier that operates in the membrane of cellsin the gastric pits in the stomach to regulate the pH ofgastric juices by secretion of HCl.In addition to the transport involving specific membranecarrier proteins, substantial numbers of moleculesassociated with the cell surface or molecules simplypositioned near the surface can be moved into the cells byeither pinocytosis (engulfment of fluids) or endocytosis(engulfment of particles). Both processes require energy.Control of endocytosis is complex and poorly understood. Insome cases, the process is receptor mediated. That is thebinding of a specific ligand to proteins on the cell surfaceinitiates a cascade that leads to endocytosis of the receptorand associated ligand. This process often begins in areas ofthe membrane containing clathrin‐coated pits. Theseendocytosed receptor proteins can be processed in at leastthree different ways, depending on the receptor–ligandcombination and cellular conditions. Multiple vesicles arebelieved to fuse to create a larger membrane structurecalled an endosome, from which smaller vesicles bleb or



bud. A common fate is for receptors to be recycled to thesame region of the membrane (recycling), to another areaof the membrane (transcytosis), or to be shuttled tolysosomes for destruction. As for pinocytosis, it is generallybelieved that essentially all cells continually ingest bits oftheir plasma membrane along with fluids via the continuousgeneration of these very small vesicles.



Fig. 2.31 Action of ATPase pumps. In step 1, Na ions fromthe cytoplasm bind to three sites on the protein. In step 2,complete loading stimulates the hydrolysis of ATP andphosphorylation of the protein. Phosphorylation causes aconformation shift and unloading of Na ions to the outsideof the cell (step 3). Unloading of Na exposes two K bindingsites available to K ions from the extracellular space (step4). Complete loading of K ions (step 5) triggers the releaseof the phosphate group and the release of K ions to theinside of the cell (step 6). Once K ions are released, theprotein returns to the conformation as in step 1 and isready for the loading of Na ions once again.



Fig. 2.32 The sodium–potassium ATPase pump and sodium‐glucose symport. As detailed in Figure 2.31, the Na–K pumpmaintains a gradient so that concentrations of Na arehigher outside the cell. As Na ions diffuse down theirelectrochemical gradient, the inside of the cell also has anet negative charge, and the movement of Na is linked withthe simultaneous transfer of glucose into the cell(transporter on the right). With respect to glucose uptake,this is sometimes called secondary active transport,because ATP is not directly required for action of theglucose‐Na+ symport, but it is needed to create andmaintain the Na+ gradient across the cell membrane.Specialized blood‐related cells, especially neutrophils andmacrophages actively, undergo phagocytosis. This processis familiar from our images of amoeba surrounding foodparticles. Similarly, these leucocytic cells send pseudopodsaround cell debris or bacterial cells and engulf the material.The ingested material is captured in a membrane‐bound



body called a phagosome. Usually, this is followed by fusionwith lysosomes to degrade the material. Interestingly, insome cases, protein fragments from the degraded material,especially in the case of foreign substances, are returned tothe cell surface so that other leucocytes can detect it.Macrophages and other immune cells that carry out thisactivity are called antigen‐presenting cells. This processallows other immune cells to generate memory cells andinitiate the production of antibodies against the foreigninvader. Figure 2.33 illustrates types of endocytosis and thetrafficking associated with endocytosis.



Chapter SummaryWhile the definition of living has been stretched to includeviruses and perhaps prions, for animal physiology, the cellis the fundamental unit of life. Combinations of cells createtissues, groups of tissues lead to organs, and groups oforgans physiological systems. Four principles are derivedfrom cell theory.
The cell is the primary structural and functional unit ofliving organisms.The function of organisms depends on cell activity.Cell biochemistry is dictated by cellular organelles.Propagation of life depends on cellular activity.

Cells and OrganellesThe combinations of structures within cells allow forspecific functions but common features of nearly all cellsinclude: the cell membrane, mitochondria, nucleus,nucleolus, Golgi, ribosomes, RER, microtubules,microfilaments, and inclusions (lysosomes, peroxisomes,secretory vesicles). The structure of the plasma membraneand membranes surrounding many internal organelles aresimilar. Each exhibits an inner and outer leaflet of highlypolar “heads” of phospholipids and an internal leafletconsisting of the nonpolar tails of the phospholipids. Inaddition, integral membrane proteins are incorporated ineither the inner or outer phospholipid leaflets or may spanthe entire membrane. Many of these proteins function asreceptors for hormones and GFs or are involved in signalingrelated to immune function. This membrane structure isfrequently described as a fluid mosaic model. Centrioles area specialized arrangement of cellular proteins and



microtubules that appear in cilia and flagella. They are alsocritical in cell division as they organize and direct themovement and separation of the chromosomes when thecell divides during mitosis.





Fig. 2.33 Processing of vesicles derived from receptor‐mediated endocytosis. Processing of vesicles derived fromreceptor‐mediated endocytosis is illustrated in panel (A).Once vesicles enter the cell they fuse to produce theendosome. Vesicles that bleb from the endosome aresubjected to one of three fates. Many of the receptorproteins are returned to the plasma membrane to be reusedat the original site (recycling) or in a different location ofthe plasma membrane (transcytosis). Other vesicles alongtheir proteins (receptors and/or ligands) are degraded bylysosomal enzymes following fusion. Panel (B) illustrates aspecialized type of endocytosis (phagocytosis) that isemployed by certain white blood cells. Macrophages, forexample, identify cellular debris or perhaps bacterial cellsfor engulfment. Cytoplasmic extensions called pseudopodsextend and surround the targeted particle (1). The materialis engulfed and captured in a vesicle called a phagosome(2). Fusion between the phagosome and lysosomes (3) leadsto the destruction of the captured material (4). The nexttwo panels (C and D) illustrate differences betweenpinocytosis and receptor‐mediated endocytosis. Pinocytosisis more random because the cell has no control overspecific molecules that can be secured.
Macromolecules and Cell FunctionIt should be no surprise that cell and physiological functiondepend on multiple interactions to catabolize variousnutrient macromolecules (lipids, proteins, andcarbohydrates) to supply the materials to synthesize ATP orsynthesize cellular organelles. Most cellular proteins arecreated from the uptake of amino acids or peptidesabsorbed from the bloodstream. The basic amino acidstructure includes the α‐carbon, an amino group, and acarboxyl group. The remaining side group attached to thecarbon varies to create the individual amino acids. For



example, if this residual or R group is a hydrogen atom thisyields the simple amino acid glycine. There are 20 commonamino acids.Simple monomeric sugars include the six carbon hexosessuch as glucose, galactose, or the five carbon ribose.Disaccharides are familiar as lactose or sucrose. Inpolymeric forms, glucose creates glycogen, which isimportant as a storage molecule to supply glucose tomaintain blood glucose concentrations between meals.In addition to the phospholipids critical for membranes,other lipids, for example, cholesterol provide the backbonefor the synthesis of a myriad of steroid hormones. Lipidstored to generate ATP comes from triglycerides composedof a three‐carbon glycerol molecule with three attachedfatty acids.Nucleic acids are necessary in synthesizing DNA and RNAas well as many coenzymes necessary for ATP production.The two‐ringed base purine gives rise to adenine andguanine, while single‐ring pyrimidine is utilized to producethymine, cytosine, and uracil.The making and breaking of molecular bonds is at thecenter of cellular biochemistry. Covalent bonds areessential, but the presence of hydrogen bonding is alsoextremely important in the maintenance of the structuralintegrity of DNA and the structures of proteins. Chemicalreactions in cells are dependent on the actions of enzymes,which allow reactions that would rarely if ever happenspontaneously. All enzymes are cellular proteins and theactions of many require the presence of cofactors orcoenzymes.Movement of critical nutrients across cell membranes oftendepends on the presence of specific transport proteinslocated within the membrane. Carriers that move materialsagainst their concentration gradients require energy



expenditure usually either directly or indirectly in the formof ATP hydrolysis. Three broad classes of transporters arerecognized: uniport, symport, and antiport. Materials canalso enter cells via bulk phase endocytosis, receptor‐mediated endocytosis, or in special cases phagocytosis.
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3
Fundamental Biochemical Pathways
and Processes in Cellular Physiology
While our focus is physiology, as we have already seen,understanding physiological functions depends on anappreciation of chemistry, biochemistry, physics, andrelated disciplines. This chapter introduces you tomechanisms that explain how cells satisfy energy needsand generate the building blocks required for growth anddevelopment. In many respects our discussions arerudimentary. However, this foundation will give you thetools and concepts to understand the roles and actions ofeach physiological system and to excel in advanced coursesin nutrition, reproduction, lactation, or other biological andanimal‐oriented courses.
Metabolism and Energetic DefinitionsWe have all heard the expressions, “there are no free rides”or “no free lunches.” This is certainly true when it comes toliving our lives, but it is also a physiological truth. Forexample, acquiring the energy to maintain the ionicgradients we discussed in chapter two depends on thehydrolysis of adenosine triphosphate (ATP). The questionbecomes, where did the energy needed to produce ATPcome from in the first place? Essentially, some moleculesare catabolized so that others can be created.Simplistically, living systems are in a constantthermodynamic battle. As the second law ofthermodynamics indicates, the natural tendency is theproduction of equilibrium with the dispersion of energy andincreasing disorder. In other words, increased entropy.



Living systems, cells, tissues, organs, systems, andorganisms are just the opposite. The degree of complexityand organization in living systems is antithetical to this law.Unlike most of the nonliving universe, open biologicalsystems can exchange matter and energy with theirsurroundings. This allows living systems to move away fromthe dispersion and energy equilibrium that the second lawof thermodynamics dictates. The first law ofthermodynamics is familiar as the maxim that energy canneither be created nor destroyed. More formally, it isexpressed in this way: the total energy of a system plus itssurroundings remains constant. Thus, the exquisiteorganization and complexity that characterize livingsystems are at the expense of free energy from theenvironment. The energy that can be harnessed to do work.Thus, living systems are analogous to an oasis in thedesert. The oasis, often short‐lived in a geological sense,provides a place for relief for the weary traveler. Livingsystems represent transient conditions during which timenonequilibrium conditions related to energy–mattercircumstances exist.A fundamental postulate of theoretical biology is that lifeprocesses can be explained in terms of chemistry andphysics—that is, in terms of matter and energy. Building onthis idea, life processes are represented by the manychemical reactions (enzymatic and nonenzymatic) andphysical reactions that occur within cells and tissues, or,simply stated, metabolism. The yin and yang of metabolismare anabolism and catabolism. Our discussion begins withcatabolism.The phrase intermediary metabolism appears often innutrition and biochemistry texts. This refers to the manysteps of reaction between the initiation of a biochemicalprocess and its completion. For example, the completeoxidation of the critical nutrient glucose begins with the



uptake of the glucose into the cell and the entry of themolecule into a sequence of reactions called glycolysis. Thisis an example of a biochemical pathway. The steps in thepathway detail the reactions necessary to convert this six‐carbon hexose sugar into two three‐carbon molecules ofpyruvate. This process is also called anaerobic respiration.The various molecules that are produced in the 10 steps ofglycolysis are called intermediates. Other biochemicalpathways generate their group of intermediate molecules.Consequently, intermediary metabolism refers to thecreation and existence of the hundreds of molecules thatare fabricated as various molecules progress toward theirfinal biochemical destination. Finally, although we typicallydescribe important biochemical pathways singly, it needs tobe emphasized that a host of biochemical reactions orpathways are occurring simultaneously. Intermediates fromone pathway often supply materials used in otherpathways. For example, one of the intermediate steps inglycolysis produces triose phosphate. This molecule cansupply the carbon atoms to make pyruvate or, alternatively,be shuttled out of the glycolysis pathway to produceglycerol necessary in the anabolic pathway to maketriglycerides. A key idea is that regulation and control ofthe rates of activity of these various, often competingbiochemical pathways, is critical. Resources must be usedeffectively and efficiently.Given the importance of energy to fuel the biochemicalreactions in cells, some definitions are in order. What dowe mean by energy? Are all forms of energy equallyvaluable from a physiological viewpoint? We often say thatthe diets we supply to our animals give them the energythey need for productive functions. For example, to allowdraft horses to pull wagons, thoroughbreds to race, or cowsto produce milk. Our animals do not consume energydirectly, but rather it is the digestion of foodstuffs that



liberates the nutrient molecules that can then be oxidizedin a controlled, deliberate fashion to meet energy needs. Inphysics, energy is described as the capacity to do work. Inbiological systems, energy is expressed as heat units orcalories. A calorie (cal) is the amount of energy needed toincrease the temperature of 1 g of water 1 degree at apressure of 1 atmosphere. Other related terms are thekilocalorie (1000 cal) or the megacalorie (Mcal =1,000,000 cal), often used in descriptions of the energycontent of feedstuffs. Other measures of energy alsoappear. For example, 1 joule (J) is the work done by a forceof 1 N working over 1 m (m2 × kg × second−2). Othermeasures of energy can be derived as well (1 cal = 4.187 Jor 0.004 British Thermal Units (BTU)).It is also clear that not all the bonds or chemical energy infood molecules can be captured for use by tissues or cells.If a known quantity of a food material or nutrient iscompletely combusted or oxidized in the presence ofoxygen and the heat generated is measured, this estimatesthe gross or potential energy of the substance. This processis called calorimetry. This technique is valuable because itprovides a measure of the potential energy available ineach nutrient. However, as another old expression says, “ittakes money to make money,” there are biochemical costsinvolved in acquiring the energy available in variousnutrients. Just as there are overhead costs in running abusiness or a university for that matter, there arephysiological costs that must be paid to capture thenutrient energy. For example, consider feeding your horsea carrot and the steps needed to capture the energy in thestarch. For processing, there is mastication andswallowing, transport to the small intestine, secretion ofgastric and intestinal enzymes, and transport of digestedglucose molecules across the epithelial cells. All these



events can be thought of as overhead or maintenance costsassociated with the physiological processing of the carrot.Thus, the amount of energy present in the diet does notequal the energy ultimately available to the animal. Animalscience nutritionists often conduct feeding trials toevaluate the practical value of different feedstuffs. Thesefeedstuffs are often complex mixtures. Consider the totalmixed rations that are often fed to dairy cows with variouscombinations of forages and concentrates. In such studies,great care must be taken to account for measurementerrors, for example, spilled feed and variation in theefficiency of digestion and ingestion. Particularly forcomplex rations, the gross energy content of the diet givesonly a broad indication of how valuable the diet is to theanimal. What happens if one of the components in the dietcannot be digested? What if there are interactions so thatthe breakdown component affects the microorganismpopulation of the GI tract so that normally effectivenutrients are lost? Even under the best conditions,especially for animals fed fibrous feeds, a part of the feed isnot digested and contributes to the energy content of thefeces. The difference between the gross energy content ofthe diet and the portion of the energy available to theanimal is called digestible energy. Various diets can thenbe compared based on their digestibility energy, usuallyexpressed as a fraction or percentage of the gross energy.From measurements made over the course of several daysand sometimes weeks, average daily energy consumptionminus the energy content of the feces and urine candetermine the apparent digestible energy of the feed. It iscalled apparent because some, generally small, portion offecal energy comes from sloughed intestinal epithelial cells,bacteria cells, and substances that have been excreted byway of the feces.



For nutrients that are ultimately absorbed, the energycontent still does not match the energy ultimately availableto the animal. The fraction represented by digested andabsorbed nutrients is called metabolizable energy. This isthe fraction of total or gross energy in the diet that isdirectly available to the tissues and cells to be processed.This energy can be used for maintenance, heat generation(sometimes considered a waste product), or for morerecognizable practical productive functions, that is, musclegrowth, egg production, or milk production. Metabolizableenergy is less than digestible energy, typically about 80%,because of other losses in addition to the fecal losses. Thisfraction would be lower still if the heat that is generated isconsidered a waste product. The additional losses includemolecules lost in urine and gaseous products from gutfermentation that are expelled. These products areespecially plentiful in herbivores and particularlyruminants. The fraction of energy that is ultimately used forphysiological activities is called net energy. Figure 3.1illustrates the processing of dietary energy.



Fig. 3.1 Processing of feedstuff energy. Compared with thetotal estimate of gross energy in consumed feeds, theamount of energy ultimately available to cells and tissues issubstantially reduced.It is common to characterize energy that is needed forbasal or resting life activities in animals as the energy ofmaintenance. These energy costs do not reflect energyneeded for work in a production agriculture sense. Forexample, work done by a draft horse or racehorse orenergy recovered from products such as meat, milk, oreggs. These are critical physiological functions: the action



of the Na‐K ATPase pump, cardiac function, and so forth.As Figure 3.1 illustrates, there are additional energy costsassociated with acquiring feed and assimilating nutrientsthemselves. Generally, maintenance activities are theenergy costs of preserving an adult animal under resting orsedentary circumstances, in the absence of weight gain orloss, in thermoneutral conditions. In practical terms, thisideal status is rarely obtained, but it does give a frameworkto understand the meaning of maintenance energy costs. Inhumans, the term basal metabolic rate may be morefamiliar and is determined for subjects in a quiet,thermoneutral environment, about 12 hours after a meal.Basal energy needs are determined indirectly by measuringoxygen consumption under these conditions. This iseffective because the amounts of oxygen needed tocompletely oxidize fats, proteins, or carbohydrates areknown. If CO2 production is simultaneously measured, therespiratory quotient can be calculated (moles of CO2exhaled divided by the moles of O2 consumed). These datacan then be used to estimate the nature of the nutrients(protein, carbohydrate, or fat) being oxidized for energyproduction. The alternative to indirect calorimetry is tomeasure heat production along with the completedcollection of gases and other wastes. This is clearly adifficult and expensive undertaking with large domesticanimals. However, Table 3.1 shows an example ofcalorimetry data from a study by Tyrrell et al. (1988)designed to determine, in part, if the metabolic rate ofdairy cows treated with bovine somatotropin (bST) wasincreased compared with controls. Briefly, nine cowsreceived bST (51.5 IU/day) or a daily control injection in asingle reversal experimental design, which utilized 14‐daytreatment periods. With increased milk production afterbST (22% increase), cows already in a negative tissuenitrogen balance (−21 g/day) tended to become more



negative during the bST treatment period (−34 g/day).Energy and nitrogen balances were measured in open‐circuit respiration chambers. As predicted from increasedmilk production, there was a corresponding greater heatenergy loss and increased milk energy secretion after bSTtreatment. The tissue energy balance was −1.1 Mcal/dayduring the control treatment period. Increased use ofenergy reserves with bST treatment decreased tissueenergy balance to −9.8 Mcal/day. These researchersconcluded that much of the effect of bST to increase milkproduction in dairy cows depends on increased use oftissue reserves and altered partitioning of nutrients ratherthan dramatic effects on the digestibility of nutrients orapparent changes in maintenance requirements of theanimals. Simply, the increases observed would have beenexpected with the degree of increased milk production,regardless of the specific reason for increased production.



Table 3.1 Effect of bovine somatotropin (bST) in lactatingdairy cows on milk production and energy metabolismparameters.Data are adapted from Tyrrell et al. (1988).
Variable Treatment

Control bSTMilk yield (kg/d) 26.0 ± 0.5 31.8 ± 0.51O2 consumption (L/d) 5345 ± 58 8723 ± 581CO2 production (L/d) 5391 ± 58 5454 ± 58  % IntakeFecal energy 33.9 ± 0.5 35.2 ± 0.5Digestible energy 66.0 ± 0.5 64.8 ± 0.5Gaseous energy 5.3 ± 0.1 5.8 ± 0.51Urinary energy 3.2 ± 0.05 3.3 ± 0.05Heat energy 34.6 ± 0.7 37.6 ± 0.71Retained energy 22.9 ± 0.9 18.1 ± 0.91Milk energy 24.2 ± 0.9 31.7 ± 0.91Tissue energy −1.6 ± 1.6 −13.7 ± 1.61
1 Indicates a statistically significant difference between treatments P ≤ 0.5.
Production of ATPFor essentially all physiological activities, the most usefuland available form of energy comes from ATP, or adenosinetriphosphate. When the terminal phosphate group iscleaved to produce adenosine diphosphate (ADP), eachmole of ATP yields 7400 calories. There are other similarhigh energy‐yielding molecules, but most are like ATP, forexample, GTP or creatine phosphate. Indeed, the formation



of creatine phosphate (which acts as a storage form ofenergy in muscle cells because of its capacity to regenerateATP from ADP) gains this capacity only when ATP isproduced more than immediate demand, as in the followingreaction.
This means that the production of ATP is vital. Thestructure of ATP is shown in Figure 3.2. Mitochondria arecritical because the final stages of oxidation of severalcoenzymes occur within these organelles. When thereduced coenzymes are oxidized, a portion of the energyproduced is utilized to drive the synthesis of ATP from ADPas shown below.
As you might guess, since many different feedstuffs can beused to produce energy, a host of nutrient molecules can bemodified to enter the biochemical pathway for ATPproduction. Although some ATP can be generated in theabsence of oxygen through substrate‐level phosphorylation(essentially the regeneration of ATP from ADP as withcreatine phosphate), production rates are minor comparedwith oxidative phosphorylation. In a nutshell, this explainsthe critical need for oxygen. Within the mitochondria,where reduced coenzymes are oxidized, oxygen serves asthe final acceptor of electrons in this cascade of reactions.Without oxygen, the electron transport chain fails, and theenergy normally available to drive phosphorylation of ADPto regenerate ATP also fails. Needs for continuous suppliesof ATP are so acute that unless oxygen is quickly returned,death occurs in a matter of minutes. To understand thepathways for ATP generation, we will focus first on thecatabolism of carbohydrates and specifically on thecatabolism of glucose. Once we have this core of



information, we will then discuss how other nutrients canbe diverted to drive ATP generation.

Fig. 3.2 Structure of adenosine triphosphate (ATP) ispresented. It is the most important labile energy carrier inthe body. Hydrolysis of the terminal phosphate bond yieldsan exceptionally high level of free or (available) energy.The nitrogenous group should be familiar as adenine;linkage with the ribose produces adenosine, and theaddition of a single phosphate moiety gives adenosinemonophosphate, or AMP, and two adenosine diphosphates,or ADPs.
GlycolysisWe begin our quest to understand energy production withglucose because it is the most common nutrient used foracute energy production. The initial processing of glucosemolecules begins in the cytoplasm of the cell. Once insidethe cell, six‐carbon glucose is converted in a series ofreactions into two three‐carbon molecules of pyruvate. The



10 linked reactions responsible for this conversion arecalled glycolysis, the Embden–Meyerhof pathway, oranaerobic respiration. Carbohydrate catabolism usuallybegins with glucose, but you should remember thatpolymers of glucose (glycogen in animal cells) can becleaved to provide the glucose monomers to enter theglycolysis pathway. Thus, the cell likely contains stores ofglycogen that can be cleaved to supply glucose aside fromthe uptake of glucose across the plasma membrane. Table3.2 provides a listing of some often confusing, similar‐sounding terms that have to do with carbohydratemetabolism. It may be useful for you to periodically refer tothis table as you study this important topic. Figure 3.3provides an outline of each of the steps in glycolysis. Wehave purposefully not given all the chemical structuraldetails showing changes in carbons and functional groupsas glucose is modified through glycolysis. If this is needed,it appears in any introductory biochemistry book. Our goalis for you to appreciate the highlights, the overall chemicalevents, and, most importantly, the physiological relevance.Although each of the reactions of glycolysis is enzymemediated, we have focused on two glycolysis reactions andtheir associated enzymes along with one other reaction thatis not strictly part of glycolysis. These are (1) theconversion of glucose to glucose‐6‐phosphate, step one ofglycolysis, catalyzed by hexokinase; (2) step three, theconversion of fructose‐6‐phosphate into fructose 1,6‐diphosphate, catalyzed by phosphofructokinase (PFK); and(3) the conversion of pyruvate into lactate, catalyzed bylactate dehydrogenase (LDH). Some specific reactions andmolecules associated with glycolysis are in Figure 3.4. Atthis point, it is worth remembering the significance ofglycolysis. This pathway allows the conversion of thenutrient glucose into molecules that can then be shuttledinto the mitochondria for use in the process of oxidativephosphorylation. However, as we indicated above, oxidative



phosphorylation (simply the production of ATP linked to aseries of oxidation–reduction reactions) requires oxygen. Inaddition to preparing molecules for entrance into themitochondria, a small amount of ATP is produced duringthe glycolysis reactions. In contrast with mitochondrialactivity, this occurs via substrate‐level phosphorylation.However, the amount of ATP made in this manner is verysmall compared with that which occurs with the completecatabolism of glucose (glycolysis reactions + mitochondrialactivity), but it is nonetheless essential. This is because theproduction of ATP via glycolysis alone can occur in theabsence of oxygen. For this reason, it is called anaerobicrespiration.
Table 3.2 Common terms associated with the metabolismof carbohydrates.
Term DefinitionGlycolysis Anaerobic oxidation of a molecule ofglucose via 10 enzymatic reactions toproduce two molecules of pyruvate. Thereactions occur in the cytoplasmGlycogenolysis The breakdown of glycogen to produceglucose for utilization in the glycolysiscatabolic pathwayGlycogenesis Synthesis of glycogen from glucoseGluconeogenesis The formation of glucose fromnoncarbohydrate substrates. Importantin times of stress, glucose is availablefrom nonessential amino acids. Critical inruminants due to fermentation of dietarycarbohydrates



Fig. 3.3 Chemical steps and intermediates in glycolysis areillustrated.Let’s outline the steps of glycolysis. Typically, glucose iscaptured by the action of membrane transporters andpassed into the cytoplasm. At this juncture, a phosphategroup is added to the sixth carbon of the glucose. This thenproduces glucose‐6‐phosphate. Somewhat ironically, eventhough glycolysis ultimately leads to energy production, inthe first step of glycolysis, ATP is used. This is because thephosphate group added to the glucose is donated from ATP,as illustrated in Figure 3.4. In the next step (2), glucose‐6‐phosphate is converted into another hexose sugar by the



action of the enzyme phosphohexose isomerase, that is,fructose‐6‐phosphate. Step 3 again utilizes anothermolecule of ATP as the enzyme PFK catalyzes the additionof another phosphate group to produce fructose 1,6‐diphosphate. Step 4 is a cleavage reaction catalyzed by theenzyme aldolase, which produces two three‐carbonmolecules. These are dihydroxyacetone phosphate andglyceraldehyde 3‐phosphate. In step 5 the enzymephosphotriose isomerase converts dihydroxyacetone into asecond molecule of glyceraldehyde 3‐phosphate. There arenow two identical molecules to continue through glycolysisso that products made from this point are doubled. Step 6depends on the enzyme glyceraldehyde 3‐phosphatedehydrogenase. As we will discuss in more detail relative tomitochondrial activity, this enzyme requires the oxidizedform of the coenzyme nicotinamide adenine dinucleotide, orNAD+. During this reaction, the NAD+ becomes reduced(NADH), and inorganic phosphate is added to the substrateto produce 1,3‐bisphosphate glycerate. The first directproduction of ATP occurs in step 7 as a phosphate group iscleaved and the energy is utilized to simultaneously add aphosphate group to ADP. This is an example of substrate
phosphorylation to produce a molecule of ATP, and thereaction is catalyzed by phosphoglycerate kinase. Step 8depends on phosphoglycerate mutase to induce arearrangement of the 3‐phosphoglycerate made previouslyto yield 2‐phosphoglycerate. Step 9 is the conversion of the2‐phosphoglycerate into phosphoenolpyruvate catalyzed byenolase. Step 10 is another ATP‐making event as theenzyme pyruvate kinase acts to transfer a phosphate fromphosphoenolpyruvate to ADP as pyruvate is also created. Atthis point, the pyruvate is at a crossroads. The redox stateof the tissue determines which of the two alternative pathswill be followed. If oxygen is available, the pyruvate isshuttled into the mitochondria as subsequently described.



If oxygen is limited, that is, in anaerobic conditions,pyruvate is reduced by the action of LDH and the coenzymeNADH becomes oxidized again. This is a critical processunder these conditions. You may recall that step 6 ofglycolysis requires the oxidized form of this coenzyme(NAD+). Although only a small amount of ATP is deriveddirectly from glycolysis, even this would be lost were it notfor the action of LDH. As an aside, there are also severalisozymes of LDH that are important clinically. For example,the unique structure of the LDH from heart muscle can bedetected in blood serum in animals (or people) that havesuffered cardiac injury (Figure 3.5). Table 3.3 summarizesATP production that is associated with glycolysis.





Fig. 3.4 Selected reactions of glycolysis. Panel (A) showsthe action of the hexokinase. This enzyme adds a phosphategroup (red circle) to carbon 6 of glucose. This effectivelytraps the glucose inside the cell since it can no longer bindto membrane transporters. Panel (B) shows thephosphorylation of fructose 6‐phosphate by the enzymephosphofructokinase (PFK). PFK is a critical regulatoryenzyme of glycolysis because its activity is modulated bythe ATP/ADP ratio in the cytoplasm. A high ratio inhibits,and a low ratio stimulates the enzyme. These first tworeactions can be thought of as energy‐requiring activationphases of glycolysis. Panel (C) illustrates two reactions thatproduce ATP by substrate phosphorylation. Remember, twomolecules of each substrate are produced when fructose1,6‐diphosphate is cleaved (steps 4 and 5 of glycolysis), soa total of four molecules of ATP are produced. When theATP debt is paid for the use of ATP in the first tworeactions, the net gain is +2 ATP under anaerobicconditions. If the reduced NADH (two molecules) producedin step 6 of glycolysis can be oxidized in the mitochondria(aerobic conditions), an additional six ATP are generatedbecause of glycolysis.
The Cori CycleMost carbohydrates in the diet are readily converted intoglucose, galactose, or fructose when digested. Thesemolecules are absorbed into the portal vein that drains theintestinal tract for use by the liver and other tissues. Thereare various other compounds that are also consideredglucogenic. These are molecules that can readily beconverted into glucose to be processed via glycolysis forsubsequent ATP production or for use in other biochemicalpathways. For example, propionate which, is derived fromthe fermentation of dietary carbohydrates in ruminantanimals, is an essential substrate to allow ruminants to



synthesize the glucose they need. These glucogeniccompounds can be divided into two groups: (1) those thatare essentially direct conversions into glucose without asignificant amount of recycling, such as propionate andcertain amino acids, and (2) products of partial metabolismof glucose in selected tissues that are then transported inthe liver or kidney for generation of glucose, such aslactate. In all animals, there are times when oxygen islocally limited so that anaerobic respiration is favored, andlactic acid accumulates. For example, lactic acidaccumulates in active muscle tissue and produces thesensation of muscle fatigue. In addition, since erythrocyteslack mitochondria, they rely on glycolysis for all their ATPneeds and consequently continually produce lactic acidregardless of oxygen availability. Most of the lactic acidfrom muscle or erythrocytes diffuses into the bloodstream.Fortunately, it is transported to the liver and, to a lesserextent, the kidney, where it can be converted into glucose.At this point, it can be stored as hepatic or renal cellglycogen or released back into the bloodstream for use bymuscle or other tissues (see Fig. 3.10). The cycling of lacticacid from muscle (or other tissues) to the liver and thereturn of glucose is called the Cori cycle and is outlined inFigure 3.6.



Fig. 3.5 The action of lactate dehydrogenase (LDH) isillustrated. After an initial spontaneous rearrangement ofpyruvate from the enol form to the keto isomer, LDHcatalyzes the conversion of pyruvate to lactate. Mostimportant in anaerobic conditions, this is linked with thesimultaneous oxidation of reduced NADH. This newlyproduced NAD is essential for glycolysis to continue underthese conditions. This is because NAD+ is required for step6 of glycolysis.
Table 3.3 Summary of ATP production in glycolysis.
Reaction ATP Production

Type
Number per
Mole of
GlucoseGlyceraldehyde 3‐Pdehydrogenase Creation ofreduced NADH(2)
6



Reaction ATP Production
Type

Number per
Mole of
GlucosePhosphoglycerate kinase Substrate‐levelphosphorylation 2

Pyruvate kinase Substrate‐levelphosphorylation 2
Subtract ATP used byhexokinase andphosphofructokinase

−2
Summary Net gain 8(aerobic)Net gain 2(anaerobic)



Fig. 3.6 The Cori cycle. In active muscle (e.g., withanaerobic conditions), the conversion of pyruvate intoacetyl‐coenzyme A (acetyl‐CoA) and processing via the TCAcycle is blocked (red X). This leads to lactate or lactic acidproduction. The lactate diffuses out of the muscle tissueinto the blood, where the liver and kidney can convertlactate into glucose‐6‐phosphate for storage as glycogen orconversion to glucose‐1‐phosphate then glucose. Musclesor other tissues in the body can then use this regeneratedglucose.
Krebs CycleLet’s now trace the fate of pyruvate that is produced at theend of glycolysis under aerobic conditions. Remember, our



goal here is to understand how the catabolism of glucoseand other carbohydrates is used to generate the ATPessential to cells and tissues. Once this foundation isestablished, we will then be able to understand how othernutrients can also be used for energy production. The nextmajor biochemical pathway for this processing is called thecitric acid or Krebs cycle. These reactions occur inside themitochondria, so before pyruvate can be modified, it has topass across the mitochondrial membrane.This occurs via the action of a specific membranetransporter. The pyruvate is then quickly oxidativelydecarboxylated (removal of CO2) to produce acetyl‐CoA.This reaction is catalyzed by the action of the multienzymecomplex pyruvate dehydrogenase. The product, acetyl‐coenzyme A (acetyl‐CoA), plays an especially central role inenergy metabolism. This overall reaction, which involvestwo coenzymes, is outlined:
The oxidized‐reduced NAD+ and NADH are familiar fromthe action of glyceraldehyde 3‐phosphate dehydrogenase,or LDH, and reactions of glycolysis. Now a description ofcoenzyme A (CoA) is in order. CoA is a complex moleculederived from pantothenic acid (common in meats andgrains), thioethanolamine, and ATP. The essential feature isthat CoA acts as a carrier of acyl groups. Specifically, thethiol group of the thioethanolamine residue of the moleculefunctions in this manner in a variety of reactions involvedin fatty acid oxidation, fatty acid synthesis, and acetylationreactions. The molecule is also important in oxidativedecarboxylation reactions, as with pyruvate. A commonconvention is to abbreviate the structure of the reducedform of the molecule as CoA·SH, which designates thereactive SH group of the molecule. So, the acetyl group



that is now part of acetyl‐CoA is derived from thecatabolism of pyruvate (two carbons remaining afterdecarboxylation of pyruvate). Acetyl‐CoA is at theconfluence of a variety of major metabolic pathways.Almost all carbohydrates and fats that are catabolized forenergy production are utilized to generate acetyl‐CoA. Inaddition, several of the nonessential amino acids fromdegraded proteins are also cannibalized to generate acetyl‐CoA. As a special case in ruminants, one of the majorproducts from the fermentation of dietary carbohydrates isacetate, which is readily converted to acetyl‐CoA forsubsequent processing through the mitochondria.





Fig. 3.7 Outline of the Krebs cycle reactions. Since eachglucose molecule yields two pyruvate molecules (in thepresence of oxygen), this allows two turns of the cycle.With each turn, two carbons are removed from the citricacid (six carbons) by decarboxylation reactions; this leadsto the production of the 4‐carbon intermediate oxaloaceticacid. Oxaloacetic acid initiates the cycle as it condenseswith acetyl‐CoA (two carbons) to produce citric acid.Although the pyruvate that entered the mitochondria hadthree carbons, remember that two carbons were lost asCO2 to generate acetyl‐CoA. Although not “officially” partof the Krebs cycle, at the time of decarboxylation of thepyruvate, NAD+ is simultaneously reduced. Four additionaloxidations by the removal of hydrogen atoms occur duringthe cycle. This yields four molecules of reduced coenzymes(three NADH + H+ and one FADH2). One ATP molecule ismade with each turn of the cycle due to the initial creationof GTP, which then provides the phosphate group to makeATP from ADP. As in glycolysis, this is another example ofsubstrate‐level phosphorylation.Back to our story, at this point, the two carbons of theacetyl group of acetyl‐CoA and the four‐carbon moleculeoxaloacetate condense to create the six‐carbon compoundcitrate. This is the first step of the Krebs cycle, as outlinedin Figure 3.7. There are two critical physiological points tothe Krebs cycle reactions. The first is that some ATP isproduced directly via substrate‐level phosphorylation ofADP, like that which occurs in glycolysis. The second andmost important is that with each turn of the cycle, reducedforms of the coenzymes NAD and flavin adeninedinucleotide (FAD) are produced. When enzymes of theelectron transport chain, also located in the mitochondria,subsequently oxidize these molecules, this yields theenergy for the synthesis of most of the ATP that can be



created from the overall catabolism of glucose. We haveprovided only a skeleton outline showing the names of theintermediates of the Krebs cycle reactions and the locationsof specific events. Remember that each molecule of glucosegenerates two molecules of pyruvate, so there are twoturns of the cycle for each glucose molecule.As was the case with glycolysis, the coupled oxidation–reduction reactions are a critical part of the processing.The combination of NAD+ and NADH appears again alongwith FAD and FADH. The enzymes that catalyze theseoxidation reactions by the removal of hydrogen atoms aredehydrogenases, for example, LDH, whose action isillustrated in Figure 3.9. For these reactions to take place,the enzymes require the assistance of coenzymes that actto hold or carry these hydrogen atoms. It can be a source ofconfusion, but the transfer of the hydrogen atom, with itslack of a neutron but paired electron and proton, iseffectively viewed as an electron transfer. Thus, oxidation–reduction reactions defined by either electron acceptanceor electron donation are linked with the movement of thehydrogen atom. This explains the abbreviations related toFAD versus FADH2 or NAD+ versus NADH + H+ in theKrebs cycle reactions that are outlined in Figure 3.7.Figure 3.8 gives an example of this type of reaction.At this point, you are probably wondering just how muchATP gets generated from glucose catabolism and when thisoccurs. As we have seen, each turn of the Krebs cyclegenerates two molecules of ATP via substrate‐levelphosphorylation. The key for the majority of ATPproduction depends on a cluster of interrelated membrane‐bound enzymes that make up the electron transport chain.The activity of these enzymes also accounts for essentiallyall our need for oxygen. As the electron chain functions, thehydrogen atoms (electrons) that are removed as various



intermediates of glycolysis and Krebs cycle are oxidizedand progressively passed along until they are combinedwith oxygen. Oxygen is the final electron acceptor in thechain, so water is formed. The reduced forms of bothNADH and FADH2 that were generated in the Krebs cyclebecome oxidized again as their hydrogens are donated tothe electron chain enzymes. The energy that is produced aselectrons pass ultimately to oxygen is indirectly used topower the attachment of inorganic phosphate groups toADP to create ATP. The enzyme responsible for this finalstep is ATP synthase, whose activity is linked to themovement of hydrogen atoms down a concentrationgradient across the membrane of the mitochondria. Someof the energy from the action of the electron transportchain acts to transport hydrogen ions out of themitochondrial matrix space. The resulting electrochemicalgradient drives hydrogen ions back across the membrane inconjunction with ATP synthase, leading to ATP generation.Because of the need for oxygen as the final electronacceptor in the electron transport chain, the making of ATPin this manner is called oxidative phosphorylation.



Fig. 3.8 Reduction of FAD. Coupled reduction of FAD inconjunction with the conversion of succinic acid to fumaricacid, as occurs in the Krebs cycle is shown. Arrows indicatethe fate of hydrogen atoms (electrons).





Fig. 3.9 Electron transport chain and reduced coenzymes.Each linked protein oscillates between reduced andoxidized states. As an upper protein is reduced, its capacityto hold the electron is lowered, and the next protein in thecascade captures the electron. This continues until theoxygen atom at the end of the cascade captures theelectron. The overall reduction in energy for electronspassed from NADH to oxygen is 53 kcal/mol, but the energyis captured stepwise. Since electrons from FADH2 enter thechain further down, less energy is available, so fewer ATPmolecules are created.Interestingly, the position along the electron transportchain at which FADH2 or NADH + H+ donate their electronsdiffers. Because of this, the amount of energy that isproduced is greater for NADH compared with FADH2. Eachpair of hydrogen atoms from NADH + H+ supplies energyfor the creation of three ATP, but the two hydrogen atomsfrom FADH2 yield only two ATP. Most of the proteins of theelectron transport chain are closely linked clusters withinthe inner mitochondrial membrane, along with more mobileproteins (coenzyme Q and cytochrome C) that act ascarriers between complexes. Figure 3.9 illustrates therelease of energy associated with the oxidation of NADH orFADH2 in the electron transport chain, and Table 3.4summarizes ATP production from the completed catabolismof glucose.Under ideal conditions, the complete oxidation of 1 glucosemolecule to CO2 and water yields 36–38 ATP. Alternativefigures come from uncertainty about the energy yield ofreduced NAD+ that is produced from glycolysis. For thesemolecules to be utilized, they must be passed across themitochondrial membrane by active transport. An estimateof this “expense” is that the net ATP gain from reduced



NAD+ derived from the cytoplasm is only two ATP permolecule instead of the usual three ATP for those createdinside the organelle. Since two of these molecules areproduced in the cytoplasm during glycolysis, the total yieldis reduced to 36 ATP per molecule of glucose. Regardless,when oxygen is available, energy captured from thebiological oxidation of glucose is highly efficient. If a moleof glucose is completely combusted, as in a calorimeter, ityields 686 kcal. Energy obtained in the creation of high‐energy ATP bonds equals 262 kcal for an efficiency of 38%[262/686 × 100]. This is markedly more efficient than mostmachines. Energy not captured in the formation of ATP isliberated as heat.



Table 3.4 Summary of ATP production from the Krebscycle and electron transport chain reactions.
ATP Production Type Number per

Mole of
GlucosePyruvate to acetyl‐CoA Creation of reducedNADH (2) 6

Isocitrate to α‐ketoglutaric acid Creation of reducedNADH (2) 6
α‐Ketoglutaric acidto succinyl CoA Creation of reducedNADH (2) 6
Succinic acid tofumaric acid Creation of reducedFADH2 (2) 4
Malic acid tooxaloacetic acid Creation of reducedNADH (2) 6
Succinyl CoA tosuccinic acid Substratephosphorylation GTPand then ADP to ATP

2
Total from Krebsand electrontransport chain

30
Total fromglycolysis 8
Grand total 38
Intermediary Metabolism: Processing
and PathwaysNow that we have an appreciation for the processing ofglucose to make ATP, we will explore some of thealternatives for storing glucose for situations when it is not



immediately required for ATP generation, as well aspathways involved in mobilizing carbohydrate reserves.Similarly, we will also consider pathways that allow otherimportant nutrients, that is, proteins and lipids, to beprocessed for ATP production. As we shall see, glycolysis,the Krebs cycle, and the electron transport chain arecentral to the capacity to catabolize many differentnutrients.
Glycogenesis, Gluconeogenesis, and GlycolysisWhile much of the available glucose is used to produceATP, when energy demands are reduced, ATP productionalso declines. Cells have little capacity to “store” ATP; infact, as ATP concentrations in the cytoplasmic rise, thisproduces allosteric inhibition of the regulatory enzymePFK. So, what happens to excess glucose? Fortunately, thisrise in ATP stimulates reaction pathways that act to convertexcess glucose molecules into glycogen and into fat. Ouranimals have much more capacity to store fat than to storeglycogen, but glycogen stores are nonetheless critical,especially for acute energy demands. We will consider fattyacid synthesis (lipogenesis) and catabolism (lipolysis) in asubsequent section.When glycolysis is inhibited but glucose is available, thisinitiates glycogenesis (glyco = sugar + genesis for origin).Like the case with glycolysis, the first step depends on theuptake of glucose and conversion to glucose‐6‐phosphateby the ubiquitous enzyme hexokinase. However, instead ofprogressing through the glycolysis pathway, the glucose‐6‐phosphate is converted to its isomer glucose 1‐phosphateby the action of glucose‐6‐phosphomutase. Interestingly,the ability of this enzyme to bind glucose to its active site issubstantially less than for hexokinase. In other words, itsbinding site has much less affinity for glucose. This meansthat when concentrations of glucose are low (likely also



associated with a need for energy), then the hexokinasereaction pathway is favored because of the higher affinitybinding site. Of course, high concentrations of ATP alsoallosterically inhibit PFK. As glucose concentrationincreases, the law of mass action promotes the activity ofthe mutase enzyme, favoring the path toward glycogensynthesis. The enzyme glycogen synthase catalyzes theattachment of glucose‐1‐phosphate molecules to growingglycogen chains (see Fig. 2.22).As energy demands increase, stored glycogen moleculescan be hydrolyzed to cleave glucose molecules for use bythe cells. This process is called glycogenolysis and iscatalyzed by the enzyme glycogen phosphorylase. Thisregenerates glucose‐1‐phosphate, which can then beconverted to glucose‐6‐phosphate and processed forglycolysis. In most tissues (e.g., muscle cells), the glucose‐6‐phosphate is effectively trapped in the cells since itcannot interact with membrane carrier proteins. Thismeans that for most cells, glycogenolysis can supply energyfor specific cells with stored glycogen only. However, livercells, along with some intestinal and kidney cells, expressthe enzyme glucose‐6‐phosphatase, which catalyzes theremoval of the phosphate group. In these cells, whenintracellular concentrations of glucose are increased, someof the glucose can leave the cells and enter thebloodstream. The capacity of the liver to utilize some of itsglycogen stores to replenish blood glucose is critical forhomeostasis. Pathways associated with glycogenesis andglycogenolysis are illustrated in Figure 3.10.





Fig. 3.10 Glycogenolysis and glycogenesis. Biochemicalpathways for glycogenesis (red arrows) and glycogenolysis(black arrows) are illustrated. When glucose is abundant,some of the excess is converted into glycogen. Whendemand for ATP subsequently increases, glycogen iscleaved to provide glucose‐6‐phosphate for ATP generation.The conversion of glucose‐6‐phosphate to glucose that canthen leave the cell occurs only in some cell types but isespecially important in liver cells. Because of the mass ofthe liver and the capacity to store glycogen, hepatocytescan be called upon to maintain blood glucoseconcentrations.Describing gluconeogenesis completes our discussion ofglucose metabolism. As we have seen, glucose and itsintermediates from glycolysis and the Krebs cycle areessential. Maintenance of blood glucose concentrationswithin relatively narrow boundaries is vital to thehomeostasis and health of our livestock and pets. However,in some situations (especially acute for ruminants), rationseither do not supply sufficient carbohydrates or situationsof high demand or depleted glucose reserves occur.Fortunately, there is a kind of metabolic backup system.Gluconeogenesis effectively protects the body, andespecially the nervous system, which has an absoluterequirement for glucose, from hypoglycemia. Luckily, manynonessential amino acids and some other intermediates canbe converted into glucose. This conversion is acutely drivenby increases in stress‐related hormones (epinephrine andglucocorticoids) and over longer periods by increasedsecretion of growth hormone and triiodothyronine. Thesetopics will be covered in greater detail when we considerendocrinology (Box 3.1).



Box 3.1 Biochemical pathways and “real life”

Are you thinking, “Is the study of all this biochemistryand all these pathways relevant to the feeding and careof my animals? Do producers or industry professionalsuse this information?”In the dairy industry, concern with the transition periodin cows is a topic of intense interest to producers,veterinarians, dairy scientists, and others. The transitionperiod refers to the time from late pregnancy intocalving and early lactation. For mature animals, thisperiod is when most of the mastitis, reproduction issues,and metabolic diseases occur. The same is true for beef,sheep, and pig farmers. The physiological changes andadjustments required for successful birth and lactationput tremendous pressure and stress on new mothers.Chronic metabolic diseases linked to transition animalsdirectly impact energy production, lipid mobilization,absorption of nutrients, neural regulation of feedingbehavior, and intake. Mulligan and Doherty (2008)reviewed various production diseases of the transitioncow, and Contreras and Sordillo (2011) discusses thenegative impacts of lipid mobilization on inflammatoryresponses and functions of leukocytes in transition cows.Interestingly, Rico and Barrientos‐Blanco (2024)presented a comprehensive and wide‐ranging review ofthe long history of ketosis during the transition tolactation in dairy cows and posed several compellingquestions. The most intriguing question is, “Is ketosis adisease, a cause of disease, or neither? Could ketosis bea misnomer distracting us for a wider understanding ofthe origins and the course of metabolic dysfunction inthe peripartum?”



Phosphoenolpyruvate carboxykinase and pyruvatecarboxylase are rate‐limiting enzymes that arenecessary for hepatic gluconeogenesis and, of course, de
novo synthesis of glucose essential in ruminants. Whiteet al. (2012) reported that the selection of cows forincreased production alters the expression of theseimportant liver enzymes.Bionaz and Loor (2012) have described a systemsbiology approach to understand how gene expressionchanges are coordinated between the liver, adiposetissue, and the mammary gland during transition as wellas in response to various feeding levels. It is evident thatentire classes of related genes (pathways) differentiallychange in these three tissues to support predominantphysiological functions.Interest in biochemical pathways and ultimately thegenes that code for the synthesis of the enzymes thatdrive the pathways, the role of microRNAs, andtranscription factors that regulate gene expression hasnever been greater. There is no question that the studyof these biochemical pathways and metabolism isrelevant to modern animal agriculture.

Before we leave carbohydrate metabolism, it is worthconsidering one of the major pathways that is an offshoot ofglycolysis. It’s called the hexose monophosphate shunt orpentose phosphate pathway. Major functions are to provideNADPH (like NADH), which is needed for many reactions,particularly fatty acid synthesis, and to supply riboseneeded for DNA and RNA synthesis. This sequence ofreactions begins with glucose‐6‐phosphate, which isconverted by the enzyme glucose‐6‐phosphatedehydrogenase into 6‐phosphogluconate with thesimultaneous conversion of NADP+ (oxidized) into NADPH



(reduced). The next step, catalyzed by the enzyme 6‐phosphogluconate dehydrogenase, produces anothermolecule of NADPH, frees CO2, and yields a molecule of thepentose sugar ribulose 5‐phosphate. This provides a directprecursor for ribose or deoxyribose synthesis. One way toappreciate the significance of these reactions is to considerhow dramatically the activities of selected enzymes changewith physiological conditions. For example, Table 3.5 showsthe activity of several metabolically important enzymes inmammary tissue from cows just before and afterparturition. Remember, this is a time of dramatic changesin the synthetic activity of the mammary gland as lactationbegins. The corresponding needs for energy and precursorsfor milk component biosynthesis are also elevated.Similarly, Table 3.6 shows metabolic flux data for bovinemammary tissue slices during the same period. Specifically,rates of oxidation of acetate and glucose as well as the useof these substrates for milk component biosynthesis areshown. Do the changes in enzyme activities and metabolismreflect your reasoning of what the physiological status ofthe mammary tissue would be at these times? Remember,this is just one example; during periods of rapid growth,work, etc., many tissues exhibit dramatic changes in tissueand cell activity.



Table 3.5 Activities of several enzymes involved in NADPHproduction and fatty acid synthesis in mammary tissue ofcows 2 weeks before and 2 weeks after calving.Data are adapted from Akers et al. (1981).
Enzyme Prepartum PostpartumGlucose‐6‐phosphatedehydrogenase 7.8 ± 2.8 12.1 ± 3.1
6‐Phosphogluconatedehydrogenase 16.0 ± 5.3 39.5 ± 5.3
NADP‐isocitrate dehydrogenase 98 ± 24 338 ± 100Acetyl‐CoA carboxylase 0.1 ± 0.07 7.3 ± 0.9Fatty acid synthase 0.7 ± 0.1 10.5 ± 1.8
The first two enzymes are part of the pentose phosphate shunt pathway and areinvolved in the generation of the NADPH required for fatty acid synthesis.Isocitrate dehydrogenase, one of the Krebs cycle enzymes, is also involved inNADPH production in ruminants. Acetyl‐CoA carboxylase catalyzes reactionsbetween acetyl‐CoA and CO2 to form malonyl‐CoA, also required for fatty acidsynthesis. As the name suggests, fatty acid synthase is directly involved in thecondensation of malonyl‐CoA with acetyl‐CoA for the addition of two carbons ata time to growing fatty acid chains.



Table 3.6 Data for rates of acetate and glucose use forenergy production (CO2) and for fatty acid synthesis bybovine mammary tissue slices before and after calving.Data are adapted from Akers et al. (1981).
Activity Prepartum PostpartumAcetate incorporation into fattyacids 358 ± 137 2428 ± 265
CO2 production from acetate 168 ± 113 455 ± 127CO2 production from glucose 22 ± 14 92 ± 18
Rates of fatty acid synthesis or CO2 production were calculated from rates ofincorporated measures for radiolabeled [2‐14C]‐acetate or radiolabeled [U‐14C]‐glucose and are expressed as nanomoles of substrate converted intoproduct per hour per 100 mg of tissue.
Lipogenesis and LipolysisAlthough storage of glucose in the form of glycogen iscritical for longer‐term energy needs, lipids sequestered inthe adipocytes of adipose tissue supply the bulk of the fuelnecessary for ATP synthesis. Depending on immediateneeds, a variable amount of the carbohydrate of the diet isalso converted into triglycerides before ultimately beingcatabolized. For many tissues, the utilization of the fattyacids removed from storage provides the major carbonsource for energy generation. As the major form of energystorage in the body, triglycerides have distinct advantagesover both proteins and carbohydrates. The first is that thecaloric value of a triglyceride, ~38.9 kJ/g, is more thantwice that of either glucose or protein. Second, storage inadipocytes is dense and compact and occurs with much lesswater. Third, the catabolism of fatty acids providesmetabolic water when oxidized, a distinct advantage toanimals living in dry environments. The formation of



triglycerides is lipogenesis, and the breakdown oftriglycerides is called lipolysis. Let’s consider how fattyacids are catabolized for energy production.Whether they are derived from the diet or from storage,fatty acids are broken down to produce acetyl‐CoA, which,as we saw with glucose oxidation, enters the Krebs cyclefor subsequent processing. Fatty acid oxidation firstrequires activation of the fatty acid. This reaction occursboth inside the mitochondria and in the cytoplasm. If itoccurs in the cytoplasm, activated fatty acids cross themembrane in a process that requires carnitine. Carnitine isa lysine derivative that markedly stimulates the oxidation offats. The subsequent cleavage of the fatty acids takes placeinside the mitochondria as two carbon units (essentiallyacetic acid or acetate molecules) are produced and fusedwith CoA to create acetyl‐CoA molecules. These acetyl‐CoAmolecules transit the Krebs cycle to produce a smallamount of ATP by substrate‐level oxidation but moreimportantly, reduced coenzymes (NADH + H and FADH2),as illustrated in Figure 3.7. This process is called β‐oxidation because the carbon atom in the third or betaposition of the fatty acid chain is oxidized with eachcleavage step. This reaction sequence is illustrated inFigure 3.11. Table 3.7 summarizes the total ATP producedfrom the oxidation of a common fatty acid, 18‐carbon oleicacid. Although the most common fatty acids from storedtriglycerides are typically longer than six carbons, even theoxidation of the six‐carbon fatty acid caproic acid is moreefficient (44 vs. 38 ATP) than the oxidation of glucose (alsosix carbons). Fatty acids are activated via hydrolysis of ATPcoupled with CoA. If first activated in the cytoplasm, thefatty acid is passed into the mitochondria by carnitine forfurther processing. With each cleavage cycle, thisgenerates one molecule of reduced NAD, one of reducedFAD, and finally the cleavage of the two‐carbon end group



to produce acetyl‐CoA. This process repeats until the finalfour carbons of the fatty acid chain are cleaved to maketwo additional molecules of acetyl‐CoA. In this manner,long‐chain fatty acids are degraded completely into thesetwo‐carbon acetyl‐CoA units. The β‐oxidation pathwayoxidizes fatty acids with an odd number of carbon atomsuntil a three‐carbon (propionyl CoA) residue remains. Thiscompound is converted into succinyl‐CoA, a constituent ofthe Krebs cycle. The capacity for storing fat as an energysubstrate is very large given the capacity of animals todeplete and replenish adipocytes.As a dramatic example of the utilization of body fatreserves, consider the capacity of high‐producing dairycows to mobilize fatty acids to supply the energy neededfor milk production. Paradoxically, just at the time whenthe cow needs, the most nutrients, there is routinely adecline in voluntary dry matter intake (VDMI) in theperiparturient period. This decline begins in late lactationand continues into early lactation. For modern dairyoperations, the management of these transition cows iscritically important. Most health problems, both of ametabolic or infectious nature, occur in early lactation. Thetypical decline in VDMI coincides with marked changes inreproductive status, body fat status, and the dramaticmetabolic adjustments necessary to support energy,protein, and mineral demands of milk secretion. Just basedon energy needs the changes are staggering. It is estimatedthat fetal development demands on day 250 of gestation(~3 weeks before calving) on average equal 2.3‐Mcal/day.The requirement for the lactating cow producing 30 kg ofmilk per day is estimated at 26 Mcal/day. Eating behaviorand intake result from multiple interactions between neuralinputs associated with the feed, feed presentation,management, metabolic conditions, and endocrine signalsthat are poorly understood, especially in ruminants.



Dramatic changes in VDMI occur both within and betweenlactations in dairy cows. Pregnant dairy heifers, forexample, begin to progressively reduce their VDMIbeginning several weeks before calving, approximately0.17 kg/week, until 3 weeks before calving. For primiparousand multiparous cows given diets of constant composition,milk yield typically peaks at about 6 weeks postpartum, butmaximum intake is not achieved until 8–22 weekspostpartum. The demands of lactation require that thehigh‐producing cow mobilize body tissues through much ofthe first one‐third to one‐half of lactation so that theanimals are in a prolonged period of negative energybalance. Differences in the rate of intake recoverypostpartum depend on the diet fed in early lactation andthe degree of fatness or body condition score at the time ofcalving. Normal feeding behavior is also impacted by bothclinical and subclinical infections, so appetite andperformance are reduced in sick animals.



Fig. 3.11 Overview of β‐oxidation. Fatty acids are activatedvia hydrolysis of ATP coupled with coenzyme A. If firstactivated in the cytoplasm, the fatty acid is passed into themitochondria by carnitine (CAR) for further processing.With each cleavage cycle, this generates one molecule ofreduced NAD, one of reduced FAD, and finally, cleavage ofthe two‐carbon end group to produce acetyl‐CoA. Thisprocess repeats until the final four carbons of the fatty acidchain are cleaved to make two additional molecules ofacetyl‐CoA.



Table 3.7 Summary of ATP production from β‐oxidation ofthe 16‐carbon oleic acid.
Reaction ATP Production Type Number

ATP
CreatedOne cleavagecycle to produceacetyl‐CoA

Creation of reducedNADH (1) and reducedFADH2
5

Each acetyl‐CoAthrough the Krebscycle
Creation of reducedNADH (3), reducedFADH2 (1), and ATP (1)

12
Total fromcleavage reactions(8)

40
Total fromprocessing acetyl‐CoA (8)

96
Minus ATP foractivation −1
Grand total 135As championed in a review by Bauman and Currie (1980)and emphasized by Ingvartsen and Andersen (2000), theonset of lactation in high‐producing dairy cows requires acoordinated physiologically mediated reallocation ofbiochemical resources—homeorrhesis—to allow high milkproduction while maintaining homeostasis. Because of thepremium placed on glucose to supply precursors for lactosesynthesis and the general energy requirements of theudder, changes in circulating nonesterified fatty acids(NEFA) and glucose are dramatic around calving.Concentrations of NEFA immediately postpartum aredramatically increased while glucose in the blood is



reduced (Fig. 3.12). This reflects the mammary demand forglucose and the corresponding stimulation of lipolysis andthe use of lipids as an energy source.Table 3.8 provides a partial listing of metabolic adjustmentsthat accompany the onset of lactation. It is important toappreciate that similar changes occur in all lactatingmammals. We have used the dairy cow as an examplebecause the effects are especially dramatic because ofselection for increased milk production. The increase inmilk yield during early lactation precedes increases inappetite, so that the animals are in negative energybalance, and thus there is dramatic lipid mobilization overthe first 12–16 weeks of lactation. It is estimated that thebody fat needed to meet demand is equivalent to more than50% of the milk fat yield during this period. These animalstypically mobilize 50–60 kg of fat, ~10% of body weight,and likely 50% of body fat reserves. Figure 3.13 illustratesthe mobilization of lipids to supply the demands of lactationin a high‐yielding dairy cow. Similar responses occur inother lactating mammals. For example, Table 3.9 showschanges in mean adipocyte volume in sheep between latepregnancy and mid‐lactation related to the number ofsuckling lambs. Clearly increased demand has a dramaticimpact on adipose tissue metabolism.





Fig. 3.12 Plasma glucose and nonesterified fatty acids.Changes in plasma glucose and nonesterified fatty acids(NEFA) in heifers in the period before and after calving areshown.Data are adapted from Ingvartsen and Andersen (2000).
Table 3.8 Summary of major metabolic adjustmentsassociated with the onset of lactation in high‐producingdairy cows.Data adapted from Bauman and Currie (1980) and Ingvartsen and Andersen(2000).
Physiological
Process

Biochemical
Adjustment

Tissue Affected

Milk synthesis ↑ Synthesis↑ Blood flow↑ Nutrient uptake
Mammary gland

Lipid metabolism ↑ Lipolysis↓ Lipogenesis Adipose tissue
Glucosemetabolism ↑ Gluconeogenesis↓ Glucose utilization Other bodytissuesProteinmetabolism ↑ Proteolysis Muscle andother tissuesMineralmetabolism ↑ Absorption↑ Mobilization GI tract andboneIntake ↑ Food consumption Nervous systemDigestion ↑ Food consumption↑ Blood flow GI tract and liver



Fig. 3.13 Fat mobilization in lactating cows. Theestimation of the amount of fat mobilized per day to meetthe demands of lactation in a high‐producing dairy cow isillustrated. The cows in this study averaged 9534 kg of milkover a 305‐day lactation.Adapted from Bauman and Currie (1980).
Table 3.9 Changes in volume of adipocytes from ewesbetween late pregnancy and mid‐lactation.Data adapted from Vernon and Flint (1984).
Offspring Average Adipocyte Volume (pl)

Late
Pregnancy

Peak
Lactation

Mid‐
Lactation1 Lamb 423 476



Offspring Average Adipocyte Volume (pl)
Late
Pregnancy

Peak
Lactation

Mid‐
Lactation2 Lambs 478 ± 31 293 ± 33 215 ± 283 Lambs 286 ± 63 199 ± 53Let’s now consider how fats are liberated from storage andthe processing required to make the fatty acids fromtriglycerides. Signals are required to stimulate thebreakdown of triglycerides from storage in the adipocytes.Both the nervous and endocrine systems are involved. As areminder, biologically important lipids fall into two broadclasses: (1) structural lipids, for example, phospholipids,and (2) neutral fat, for example, triglycerides stored as anenergy reserve. Blood plasma averages about 300 mg oflipid per 100 mL of blood. About 50% is typicallyphospholipid, 30% triglycerides, 20% cholesterol, and avariety of other lipids. Included in this fraction are thenonesterified or free fatty acids (FFAs). These moleculeshave a rapid turnover and are the main form in which fattyacids are transferred from storage in adipocytes foroxidation in other cells. Interestingly, oxidation of fattyacids in the adipocytes of white adipose tissue is verylimited. If you consider the structure of these cells, this iseasy to explain. The cytoplasmic compartment of the cellsis limited to a small crescent containing the nucleus, a bitof RER, and a few mitochondria. The bulk of the cell area isthe stored lipid droplet. With a minimal number ofmitochondria, β‐oxidation of fatty acids is limited. Incontrast, a specialized type of adipose tissue, brownadipose tissue, has an abundant blood supply andnumerous mitochondria. This type of adipose tissuecontains adipocytes with many small lipid droplets. Thistissue is vital for thermogenesis in many newborn animals,as these cells oxidize large amounts of lipids and generate



heat that is essential to the neonatal for homeostasis.However, the white adipose tissue reserves are critical forthe maintenance of homeostasis and meeting energydemands. Figure 3.14 provides an overview of lipidsynthesis and mobilization specifically oriented to ruminantadipose tissue and the significance of acetate availability.For monogastric species, little acetate appears in the blood,so glucose is the predominant substrate for lipid synthesis.





Fig. 3.14 Overview of lipogenesis and lipolysis. Overallaspects of lipogenesis and lipolysis in a ruminant adipocyteare illustrated. Included are (1) de novo fatty acidsynthesis, (2) uptake of preformed fatty acids from blood,(3) fatty acid esterification, and (4) lipolysis. Fornonruminant species, uptake of acetate (red arrow) wouldbe of minor importance. In these animals, glucose wouldact to supply the carbon skeleton for both glycerol andgrowing fatty acid chains.Adapted from Bauman and Davis (1974).Given the need to carefully control the release of fatty acidsfor energy needs, especially at times when the diet may belimited or demands are increased, it is not surprising thatmultiple regulators are involved. The neurotransmitternorepinephrine, locally released by nerves supplyingadipose tissue, in conjunction with glucagon andepinephrine released into the circulation, are importantstimulators of lipolysis. As illustrated in our discussion ofthe fight‐or‐flight reactions that occur with stimulation ofthe sympathetic division of the autonomic nervous system,making energy available in emergency or stress situationsis critical. This means that the very rapid response thatoccurs with nervous system stimulation is reinforced bymore prolonged secretion of the hormones epinephrine andglucagon. An excellent example of an even more prolongedadjustment to promote lipid mobilization occurs at theonset of lactation in many mammals (see Fig. 3.13). It isnow known that genetically superior dairy cows, forexample, have an enhanced capacity to respond to theenergy demands of lactation with a greater‐than‐averagecapacity to mobilize nutrients from body stores. It ishypothesized that this is in part due to enhanced secretionof growth hormone (GH) in these animals. Logically,changes in average circulating concentrations of GH andinsulin (which promotes lipogenesis) are reversed during



lactation in dairy cows. In early lactation, when the animalsare in a net negative energy balance, concentrations ofinsulin are suppressed and those of GH enhanced. As theanimals consume more feed and milk production declines,after the peak of lactation, the situation is reversed. GHconcentrations decline (less need for nutrient mobilizationfrom storage), but insulin concentrations increase (to storeexcess nutrients). This is illustrated in Figure 3.15.

Fig. 3.15 Changes in GH and insulin in lactating cows(Koprowski and Tucker, 1973; Herbein et al., 1985).Not only are there adjustments in the secretion ofhormones that affect lipid tissue metabolism, but there arealso modifications in the activity of the tissue itself. Thesensitivity of the tissue to the effects of epinephrine ornorepinephrine changes as cows enter lactation. Adiposetissue becomes more sensitive to these catecholamines,



and rates of fatty acid reesterification (related to storage)drop precipitously. These responses are produced bychanges in the number of hormone receptors expressed bythe target adipocytes as well as alterations in the signalingpathways within the cells. As illustrated in Chapter 12,there are very complex, yet elegant interactions betweenthe nervous system, endocrine system, and cellularbiochemistry to maintain homeostasis and to prepare forspecific physiological events. The data illustrated in Figure3.16 shows very clearly some of the adjustments in adiposetissue physiology that enable pregnant animals to preparefor the metabolic demands of lactation. In this experiment,adipose tissue was collected by biopsy at varying timesbefore and after calving. The tissues were minced andincubated in the absence (control) or the presence ofnorepinephrine. The rate of release of glycerol (a measureof the rate of lipolysis) was measured. The addition ofnorepinephrine markedly stimulated lipolysis, but tissuescollected immediately after calving were more responsive.Furthermore, the rate of fatty acid synthesis (re‐esterification) began to decrease before calving and wasmarkedly inhibited after the onset of milk secretion. Thesemetabolic adjustments in adipose tissue begin to occurbefore the actual onset of milk secretion after calving andthe first milking. This suggests that changes in neural andendocrine signaling pathways act to anticipate subsequentneeds. As an example, the supply of fatty acids to varioustissues is regulated by two lipases: (1) there is lipoproteinlipase that resides on the surface of the endothelial cells tocleave triglycerides from circulating chylomicra and (2)hormone‐sensitive lipase that exists inside the adipocytes.Hormones that increase intracellular concentrations of thecyclic AMP (cAMP), a second messenger molecule, inadipocytes increase lipolysis. This is because highconcentrations of cAMP activate an intracellular kinasethat converts the hormone‐sensitive lipase from an inactive



to an active conformation. Since this reaction is initiated bythe binding of norepinephrine or epinephrine to β1‐adrenergic receptors on the surface of adipocytes, changesin receptor number or the concentration of their ligands inthe fluid surrounding the cells impact the rate of lipolysis.The relationship between receptor binding and lipolysis isillustrated in Figure 3.17.



Fig. 3.16 Adipose tissue metabolism. The rate of glycerolrelease from adipose tissue explants incubated with orwithout norepinephrine and the proportion of fatty acids re‐esterified (a measure of synthesis) in the absence ofnorepinephrine are illustrated. Notice that there is anincreasing rate of stimulated lipolysis that begins beforethe actual onset of milking.Data are adapted from Metz and Van Den Burgh (1977).



Fig. 3.17 Adipose tissue signaling. The associationbetween the binding of norepinephrine to the β1‐adrenergicreceptor on the surface of an adipocyte and the activationof an intracellular lipase is illustrated. The binding reactionpromotes the activation of the enzyme adenylate cyclase,which converts ATP to cyclic AMP (cAMP). Increasedconcentrations of cAMP activate a protein kinase by addinga phosphate group to the inactive lipase enzyme, changingits conformation, thereby allowing the lipase to activelycatalyze the cleavage of triglycerides into free fatty acids(FFAs) and glycerol. This internal lipase is called hormonesensitive because of the ability of catecholamines and otherhormones to induce the appearance of intracellular cAMPand therefore increase the rate of lipolysis.Before we leave the topic of lipolysis, we should mentionone of the more common disorders related to lipidmetabolism, namely—ketosis. It is likely the most commonmetabolic disorder of lactating cows but can be a problem



in many animals. Ketosis can be simply defined as theaccumulation of excess concentrations of acetoacetic acid(AAA), β‐hydroxybutyric acid (BHBA), and decarboxylationproducts acetone and isopropanol in various body fluids. Inmany tissues, acetyl‐CoA molecules can condense to formacetoacetyl CoA. The liver (unlike most tissues) expresses adeacylase enzyme that cleaves this to form AAA. Thismaterial is converted to BHBA and acetone that diffuse intothe bloodstream. These compounds are called ketonebodies. Since these compounds are catabolized slowly,continuing production can eventually lead to metabolicacidosis, a condition that can be severe and even fatal. Thefundamental problem is an impairment of the entrance ofacetyl‐CoA into the citric acid cycle because of the relativelack of oxaloacetic acid. This leads to increasedconcentrations of acetyl‐CoA and ketone formation, orketogenesis. Three conditions that lead to low intracellularglucose supplies include starvation, diabetes mellitus, andfeeding of a high‐fat, low‐carbohydrate diet (in monogastricspecies). In the case of diabetes, uptake of glucose by thecells is impaired, so signals are generated to supply energydemands by oxidizing fatty acids. This only exacerbates theproblem and leads to even more accumulation of ketonebodies. When most of the energy is supplied by fat (high‐fatlow‐carbohydrate diet), there is a carbohydrate deficiencybecause there is no major route for converting fats tocarbohydrates. Liver cells are also likely to becomeengorged with fat, leading to fatty liver syndrome, whichimpairs cellular functioning (Box 3.2).So, what are some of the conditions that promote this chainof events? It is most likely to occur in dairy cows in earlylactation (between 2 and 6 weeks postpartum). Symptomscan include decreased appetite, lethargy, decreased milkproduction, reduced body weight, and an acetone‐like odorof milk or exhaled air. However, the disorder can be either



subclinical or clinical. With clinical ketosis, the need fortreatment and losses in milk production become readilyapparent, but subclinical ketosis is much more problematic.In the absence of overt testing, these cows are oftendescribed as “not doing as well as expected.” Kronfeld(1982) distinguished four classifications of ketosis:



Box 3.2 The fat debate

Does understanding fat synthesis, lipid accretion, orcapacity for lipid mobilization have relevance in animalagriculture or the pet industry? Moreover, the popularpress has repeatedly reported on the scourge ofchildhood obesity. Ironic, isn’t it, the desire for anappropriately marbled steak versus the desire for leanchicken or pork or the altered lipid content of eggs?As you have learned, unneeded deposition of lipids inadipocytes is energetically wasteful and practically aneconomic loss unless producers get paid on the basis ofthe fat content of animals or animal products. On theother hand, controlled deposition of lipids into beefmuscle might well markedly increase the value of thefinal product. Can you imagine Wagyu‐like steaks ondemand? Tan and Jiang (2024) have reviewed complexmolecular and cellular regulatory and managementfactors thought to influence adipogenesis in skeletalmuscle. Certainly, intramuscular fat has a dramaticimpact on the quality and thus the monetary value ofbeef. They suggest avenues of future research to takeadvantage of emerging technologies, epigenomics,proteomics, metabolomics, etc., to better understand themechanism of intramuscular fat deposition anddifferences compared with other fat depots.Metabolic impairments that are influenced by feedingmanagement can lead to fatty liver syndrome in dairycows and are associated with an increased risk ofdisease and poor milk production.Dodson et al. (2010) discussed issues related toadipocyte physiology, animal production concerns, andhow meat animals can serve as experimental models to



solve human‐specific problems. Zhao et al. (2010)described differences in the proteins expressed(proteomic analysis) in the adipose tissue of beef cattlecrosses in the hope of discovering markers to identifyanimals with genetic differences in fat deposition.Annexin 1, a protein that binds to cell membranes in acalcium‐dependent manner, was significantly lower inanimals with reduced fat deposition irrespective of thebreed combination. This is likely to lead to studies todetermine how annexin 1 is involved in adipogenesis byusing adipocytes in cell culture. In addition, they foundthat glycerol‐3‐phosphate dehydrogenase, malic enzyme1, and isocitrate dehydrogenase were more abundant insamples from cattle with great fat deposition. Glycerol‐3‐phosphate dehydrogenase is involved in triglyceridesynthesis, while the other two enzymes regulate glyceroldegradation and oxidative decarboxylation of malate tocreate pyruvate, respectively.The bottom line is that understanding biochemistry,metabolic pathways, and related physiology is key to thedevelopment of tools to improve animal efficiency,increase the yield of desirable animal products, andmaintain animal health and well‐being.
Primary underfeeding ketosis—essentially a result ofpoor management, that is, failure to offer enoughacceptable feed to the cow.Secondary underfeeding ketosis—the cow’s VDMI isreduced by disease.Ketogenic ketosis—the cow is consuming a diet withelements that promote the production of ketones.Spontaneous ketosis—the cow is consuming anadequately balanced diet, but ketosis occurs,



nonetheless.
Whatever the cause, lactation ketosis is a worldwideproblem and is seemingly most prominent in high‐producing herds. However, incidence, especially ofsubclinical ketosis, can vary substantially between herdsirrespective of average milk production. This suggests thatits etiology is complex. Some common features are thatketotic cows are usually in negative energy balance andthat the frequency of clinical ketosis is often greatest atabout the time of peak milk production postpartum. Tworeliable biochemical changes are a reduction in bloodglucose and increased concentrations of ketones in blood,urine, and milk. This has led to renewed interest in thedevelopment of reliable screening methods to detectsubclinical ketosis via monitoring of ketones, especially inmilk samples. Animals destined to develop ketosisseemingly fail to maintain blood glucose concentrations sothat the energy demands begin to be met by inappropriateexcess mobilization of adipose stores. Increased catabolismof the fat leads to elevations in blood lipids and transport offatty acids into the liver in greater quantities than the livercan metabolize. Acute treatments typically involve glucoseinfusions or injections to provide alternative energysubstrates and/or treatment with glucocorticoids tostimulate the cows’ own capacity for gluconeogenesis.Reasons why some animals seemingly readily adapt tomake the metabolic adjustments required for the onset oflactation and high milk production are unknown. It isinteresting, however, that genetically superior animals(with respect to milk production) often secrete more GHand that one of the salient properties of GH is to promotethe mobilization of nutrients.Paradoxically, excessive overfeeding of cows during the dryperiod, which would logically allow the accumulation of



adipose tissue stores for use in lactation, impairs thecapacity of the cow to mobilize tissue nutrients in earlylactation. Most nutritionists recommend that cows bemoderately fed during late lactation and that concentratefeeding be increased only just before calving and then intoearly lactation. Prevention of ketosis is focused on themanagement of feeding practices in the dry period and inearly lactation. Since overfeeding and excessive weightgain in the dry period adversely affect the capacity of thecow to mobilize nutrients, attention to dry cowmanagement is essential. Because of the economicproblems associated with ketosis and the subtle nature ofsubclinical cases, there has been increased attentiondirected toward the development of easy‐to‐use cow‐sidetests. Blood concentrations of BHBA greater than 1200 μmol/L can be used to classify normal from subclinicalketotic cows.Let’s now consider some of the events associated withconditions when energy supplies are plentiful and excessnutrient resources are being used to “restock” adiposetissue. The fatty acids in the triglycerides of the adipocytescan be derived by de novo synthesis (within the tissue) orcan be “deposited” following digestion and absorption ofdietary lipids. For the preformed dietary fats, this requiresfirst the action of lipases in the GI tract and absorption ofliberated fatty acids into the intestinal cells. As thesedietary fats are hydrolyzed and emulsified by the actions ofbile salts and phospholipids, particles called micelles areformed. These aggregates have the polar portion of the bilesalts to the outside and the nonpolar cholesterol‐likeportion interacting with the fatty acids, monoglycerides,and cholesterol oriented to the center of the sphere. Thecells absorb the micelles and process their contents. Fattyacids of 12 carbons or less can pass into the bloodstream tobe transported as free (nonesterified) fatty acids. The



larger fatty acids are reesterified to triglycerides and,along with cholesterol, become coated with a layer oflipoprotein and phospholipids to generate chylomicra,which leave the intestinal cells and enter the lymphaticdrainage. Once they appear in blood the chylomicra can beutilized to supply the fatty acids for regenerating adiposetissue fat. In monogastric species, after a fat‐rich meal, somany of these particles can appear in the blood that theplasma can have a milky appearance (lipemia). Thechylomicra are removed by the action of the enzymelipoprotein lipase, which is sequestered on the surface ofthe endothelial cells of capillaries. When activated, theenzyme catalyzes the hydrolysis of triglycerides, makingfatty acids and glycerol available to the surroundingtissues. In adipose tissue, the fatty acids and glycerol areabsorbed by the cells and reesterified to form much of theneutral fat stored in the cells.The direct synthesis of fatty acids is called de novosynthesis. Since nutrients other than fats can be consumedor fed in excess, there are alternative methods of fatsynthesis, which allow the storage of carbohydrates andproteins as energy sources in the form of neutral fat. Oneof the more common fatty acids is palmitate (C16:0). Theoverall reaction to produce palmitate is illustrated below.

Let’s consider the source of these ingredients. First, ourdiscussion of carbohydrate metabolism provides a readyexplanation for the source of the acetate to make acetyl‐CoA, that is, the oxidation of glucose or other sugars. Themalonyl‐CoA can be produced from acetate or butyrate. The



coenzyme NADPH is generated from the pentose phosphateshunt in most animals but in ruminants by isocitratedehydrogenase in the cytoplasm. Several amino acids canbe catabolized to produce intermediates of glycolysis orKrebs cycle that can be used to make acetate. Ruminantsexhibit extensive fermentation of dietary carbohydrates andproduce large amounts of the volatile fatty acids: BHBA,acetate, and propionate. Some of this acetate is directlyused for ATP production or shunted to fatty acid synthesis.Similarly, butyrate is readily used in fatty acid synthesis.Thus, the availability of acetate is a key to fatty acidsynthesis. Because ruminants depend on gluconeogenesisto maintain blood glucose concentrations, they haveevolved mechanisms to minimize the use of glucose for thedirect synthesis of fatty acids, a glucose‐sparing effect. Infact, in the case of lactating cows, the demand for glucoseis even greater with the need for lactose synthesis by themammary gland. Whereas in nonruminants, glucoseoxidation leading to pyruvate oxidation in the mitochondriaproduces citrate that can pass into the cytoplasm to beused to make acetyl‐CoA for fatty acid synthesis, this isminimal in ruminants. There are many details concerningfatty acid synthesis, that is, control over the degree ofdesaturation and chain length that are beyond the scope ofour text, but a rudimentary description of the process isrelevant. Figure 3.18 and Figure 3.19 illustrate differencesin fatty acid synthesis pathways in ruminants andnonruminants.



Fig. 3.18 Fatty acid synthesis in ruminant tissue.Biochemical pathways related to fatty acid synthesis in theruminant mammary gland are depicted.Adapted from Bauman and Davis (1974).



Fig. 3.19 Fatty acid synthesis in nonruminant tissue.Biochemical pathways for fatty acid synthesis in anonruminant mammary gland are depicted.Adapted from Bauman and Davis (1974).In cows and other ruminants, the precursors for de novofatty acid synthesis are acetate and BHBA. BHBA appearsin the first four carbons of most fatty acids made in the



cells, or the molecule is cleaved into two carbon units to beused as acetyl‐CoA. Acetate yields the carbon for theshorter fatty acids (C4–C14) and some C16 fatty acids. TheNADPH comes from the catabolism of glucose via thepentose phosphate shunt or the oxidation of isocitrate to α‐ketoglutaric acid in the Krebs cycle. The malonyl‐CoApathway, which sequentially adds two carbon units to thegrowing fatty acid chain, is the major synthesis pathway inthe ruminant mammary gland and occurs in the cytoplasm.The first step depends on the regulatory enzyme acetyl‐CoAcarboxylase and involves the addition of carbon from CO2to acetyl‐CoA and hydrolysis of ATP to form malonyl‐CoA.The second step is catalyzed by the enzyme fatty acidsynthase. This complex enzyme controls the growth of thegrowing fatty acid chain two carbons at a time. In most fat‐synthesizing tissues, fatty acid synthase produces mostlypalmitic acid. However, the presence of the enzymethioestearse II in mammary tissue induces the synthesis ofmore medium‐chain fatty acids and fewer long‐chain fattyacids. Thus, differences between fatty acid synthesis inruminants and nonruminants primarily concern the sourcesof the acetyl‐CoA needed in the initial step and thegeneration of the necessary NADPH.In nonruminants, the acetyl‐CoA for fatty acid synthesiscomes from the decarboxylation of pyruvate in themitochondria but not directly. Since acetyl‐CoA does noteasily pass across the mitochondrial membrane, citratederived from the combination of acetyl‐CoA andoxaloacetate diffuses from the mitochondria and enters thecytoplasm. The citrate is broken down by ATP‐citrate lyaseto give acetyl‐CoA and oxaloacetate. The acetyl‐CoAprovides the carbon skeleton for fatty acid synthesis, andthe oxaloacetate enters the malate transhydrogenationcycle, which yields pyruvate and NADPH. The pyruvatesubsequently enters the mitochondria.



In ruminants, acetate and BHBA from the blood providemost of the carbon needed for fatty acid synthesis. Inmammary cells, for example, glucose is largely spared frombeing used as a carbon source for fatty acid synthesisbecause of the near absence of the citrate lyase enzyme inthe cytoplasm of the cells. The citrate that does leave themitochondria is either converted to isocitrate and then α‐ketoglutarate, generating NADPH in the process, or itpasses into the Golgi and is secreted into milk. Cow’s milkis higher in citrate than nonruminants, and concentrationsof citrate increase with the final stages of lactogenesis.This abrupt increase in citrate concentrations of mammarysecretions can be used as a marker for lactogenesis andparturition.
Interconversions and Catabolism of
ProteinsJust as there are multiple paths by which substrates can besupplied for fatty acid synthesis, there are alsointerconversions that are possible to allow nonessentialamino acids to be used for ATP production. However,before amino acids can be used, they must be deaminated;that is, the NH2 must be removed. The remaining carbonskeleton can then be converted into pyruvate or one of theother intermediates of the Krebs cycle, as shown in Figure3.20. A key to these reactions is glutamic acid, a commonnonessential amino acid. Many amino acids are modifiedwhen their amine group is passed to α‐ketoglutaric acid(one of the Krebs cycle intermediates). This producesglutamic acid from the former α‐ketoglutaric acid, and theremaining carbon skeleton from the amino acid isconverted into a keto acid (there is now an oxygen atom inplace of the original amine group). This is a transaminationreaction, literally the transfer of an amine group. The liver



absorbs the glutamic acid, and the amine group is removedas ammonia (NH3). This is called oxidative deamination.This reproduces the α‐ketoglutaric acid, freeing it to berecycled in another round of transamination reactions.Because ammonia is toxic in mammals, it is usually quicklycarboxylated to produce urea and water. The urea diffusesinto the bloodstream, and after filtering in the kidney, largequantities of urea are excreted in urine. Thus, the urea wasderived from the catabolism of amino acids. The capacity ofliver glutamic acid to shuttle amine groups from variousamino acids for excretion, as urea (urea cycle), is critical toanimal well‐being. Some organisms (fishes) excrete freeammonia. These species are called ammonotelic. Otheranimals (birds and amphibians) excrete uric acid and arereferred to as uricotelic species, and those that excreteurea are referred to as ureotelic species. Ammonia istypically removed from the body after being converted intoless toxic urea, often in the liver. Blood urea is cleared byurinary excretion. In ruminants, substantial urea also isexcreted into saliva. Once the urea reaches the rumen,microorganisms can hydrolyze it and use the free NH3 forprotein synthesis. Much of this microbial protein ultimatelypasses to the small intestine, where it is absorbed. Thus,some of the absorbed proteins contain amine groups thatwere originally waste products. Figure 3.21 illustratesreactions associated with the catabolism of amine groupsfrom amino acids.



Fig. 3.20 Amino acids and the Krebs cycle.Interconversions of carbon skeletons of common aminoacids to intermediates associated with the Krebs cycle areillustrated.





Fig. 3.21 Amino acid nitrogen metabolism. A generaloverview of nitrogen flow in amino acid metabolism isshown. Transamination reactions provide a mechanism tocatabolize a variety of amino acids by transfer of the aminegroup to pyruvate (alanine transaminase, i.e., alanine isproduced from pyruvate in the transfer) or transfer of theamino acid amine group to α‐ketoglutarate catalyzed by theenzyme glutamate transferase; that is, glutamate isproduced by the transfer. The ability to generate glutamateis especially important because it is the only amino acid inmost mammals that readily undergoes oxidativedeamination. This provides a mechanism to excrete theamine group in the form of ammonia, which is typicallyconverted to the less toxic urea.

Fig. 3.22 Overview of acetyl‐CoA metabolism.As we have seen, glycolysis and Krebs cycle reactionsexplain not only how glucose and other carbohydrates areoxidized to supply ATP, but also how both proteins and fatsmust be catabolized to enter this pathway for ATP



production. Figure 3.22 provides an overview to emphasizethe critical role that the production of acetyl‐CoA has inschemes to produce the energy and provide the buildingblocks needed to meet physiological demands.
Structure and Function of DNA and
RNAAs we have now learned, essentially all the biochemicalreactions to produce energy or build cellular componentsdepend on enzymes. Other proteins are critical componentsof various cellular organelles. This means it is nearlyimpossible to overestimate the importance of proteins. Itfollows then that the creation and activation of proteinsmust be carefully orchestrated so that suitable enzymes areavailable when required and the proteins for organellegeneration are present. In many respects, cellularfunctioning follows the now‐popular business concept of on‐time delivery. This ultimately goes back to the regulation ofgene expression and controls that affect transcription andtranslation (Chapter 2). Although we have considered someof the basics of RNA and DNA structure, we will nowreview protein synthesis in a bit more detail. It isreasonable to think of cells as miniature protein factoriesand that the combination and number of proteins fashioneddetermine the functional attributes of the cell. For example,although all cells have common components, it is logical topredict that the complement of proteins needed for theadequate functioning of a fibroblast would be very differentfrom the complement of proteins made by a secretoryepithelial cell from the pancreas.



Fig. 3.23 Overview of transcription and translation andprotein synthesis.
Protein SynthesisDNA not only provides the template to direct its ownreplication but also provides the blueprint for the synthesisof proteins by its ability to direct the formation of mRNA.As you should recall, this process is called transcription.Figure 3.23 gives an overview of information transfer fromDNA to RNA to proteins for a eukaryotic cell. An importantaspect of eukaryotic cells compared with prokaryotic cellsis the fact that the genes of higher organisms areinterrupted by DNA sequences that do not code for theultimate protein product. DNA sequences that do



correspond with the protein are called exons, and thosethat make the intervening sequences are called introns. Asingle gene may contain 50 or more introns. These intronsrange from as few as 60 to more than 100,000 nucleotides.This means that the initial RNA strand must be processedto remove the introns before it can be used to accuratelydirect protein synthesis. One of the great puzzles of cellbiology is to understand the physiological significance ofthese introns. On the surface, it seems wasteful for the cellto spend the biochemical resources to synthesize intronsinitially and then remove them to recreate the mRNAmolecules necessary for protein synthesis.Proteins are chains of amino acids. Genes can be viewed asthe segments of DNA that provide the directions forconstruction. There are also a few genes that direct thecreation of specialized variants of RNA, but certainly mostgenes direct protein synthesis. The nucleotide bases A, T,C, and G make up the foundation of the code for theseassembly instructions. A sequence of three bases, ortriplets, specifies a particular amino acid. To illustrate, thesequence AAA indicates the amino acid lysine. This meansthat the sequence of triplets in the mature processedmRNA that leaves the nucleus (see Fig. 3.23), spells out theexact sequence of amino acids for a particular protein.These triplet sequences are the genetic code.So, what are the mechanics of protein synthesis? Thisrequires the combined activities of three types of RNAmolecules: mRNA, rRNA (ribosomal), and tRNA (transferRNA). The ribosomes are the cellular organelles that arethe focus of actual protein synthesis. These organelles arecomposed of subunits derived from RNA and proteinmolecules and are fabricated by the nucleolus inside thenucleus of the cell. To use an automobile analogy, rRNAcan be thought of as the factory that houses and organizesthe needed components. Processed mRNA provides the



blueprint for protein assembly. It could be thought of as theassembly line that is organized along the factory floor. ThetRNA can be thought of as the forklifts and cranes thatbring the components (in our case, amino acids) needed tomake the car (protein in our case). Of course, with cars, thecomponents are welded or bolted together by workers orworkers driving machinery. In our analogy, as we haveseen with other biochemical processes, the bolting orwelding of the amino acids (peptide bond formation)requires energy supplied by ATP hydrolysis and isaccomplished by enzyme activity. To summarize,polypeptide synthesis requires two fundamental steps: (1)transcription, during which time the DNA “information” isencoded into mRNA, and (2) translation, the process bywhich the “information” in mRNA is decoded and used tomanufacture the proteins. This process is outlined in Figure3.24.Let’s begin with detailing transcription. The first stepinvolves the unwinding or unraveling of a segment of DNA.The cytoplasm contains specialized molecules (some ofwhich are mediators of hormone action, by the way) calledtranscription factors. These molecules have the capacity tobind to regions near the beginning or “start” sequence of agene. This region, which is not part of the final mRNAproduct, is called the gene promoter. In simplistic terms,activation of this region sets in motion or promotes thesubsequent transcription of a particular gene. A great dealof cellular activity is determined by the complextranscription factors that are unleashed in a cell at a givenmoment and which promoter regions are available to beacted upon.



Fig. 3.24 Information transfer from DNA to RNA.Processed mRNA is utilized to direct the fabrication of thegrowing protein chain via transfer RNA and their attachedamino acids, which have complementary binding(anticodon) to the codons of the mRNA.The transcription factor acts to mediate the binding andinitiation of the enzyme RNA polymerase. RNA polymerase



allows the opening of the double‐stranded DNA. One strandthen serves as the template to produce the complementarymRNA molecule (sense strand). For example, if the tripletsequence were AGC, this corresponding mRNA would beUCG. You might recall that RNA differs from DNA in that itis single‐stranded, contains ribose instead of deoxyribose,and the base uracil (U) substitutes for thymine (T). Thisexplains the U instead of T in the newly created RNAtriplet. The strand of DNA that is not used as a template iscalled the antisense strand. Each triplet of the DNAcorresponds with a three‐base sequence of the mRNAcalled a codon. Since there are four different nucleotides inRNA or DNA, there are 43 or 64 possible codons. Three ofthese (UAA, UAG, and UGA) serve as stop signals, andAUG, which codes for the amino acid methionine, serves asa start signal. Since there are only 20 common amino acids,some amino acids are coded by more than one tripletsequence.Once the mature or processed mRNA (introns removed)reaches the cytoplasm, it joins the smaller of the ribosomalsubunits. At this point, the tRNA comes into action.Transfer RNA binds its amino acid and transports it to theribosome. There are approximately 20 different tRNAvariants, which correspond with each of the different aminoacids. Not only must the tRNA recognize its amino acid (bypossessing a unique binding site), but it must alsorecognize the triplet codon of the mRNA molecule. ThesetRNA molecules have a complex wire hanger‐likeconformation that allows simultaneous recognition of themRNA codon by complementary base pairing (anticodon)along with orientation of the attached amino acid intoposition to allow the enzyme aminoacyl‐tRNA synthetase tocatalyze the formation of peptide bonds between adjacentamino acids attached to the mRNA (see Fig. 3.25). This isaccomplished because of the elegant structure that is



produced by the combination of the large and smallribosomal subunits attached to the mRNA molecule. Thereis a binding site for the mRNA and three sites for thebinding of the tRNA molecules. The charged tRNA (onethat has its amino acid attached) binds to the A(attachment) site. As the peptide bonds are formed, there isa shift to the P site, which holds the growing peptide chain.As newly charged tRNA molecules arrive at the ribosome,the old empty tRNA shifts to the E (exit) site and isreleased to capture another amino acid. As the mRNAcodons are progressively read, the mRNA passes throughthe ribosome as the elongating amino acid chain appears.As the mRNA emerges, other ribosomes can attach andbegin the process of translation. This means that manyprotein molecules can be fabricated simultaneously. Thesecomplexes are called polyribosomes. This is illustrated inFigure 3.26. The mRNA strand continues to be read, andthe protein chain grows until its stop codon is reached. Atthis point, the elongating protein chain, along with theribosomal subunits, is freed from the ribosome (Box 3.3).



Fig. 3.25 Transfer RNA. Transfer RNA transports aminoacids (alanine and glutamic acid), in this example, to theribosome for interaction with the mRNA. The triplet codonof the mRNA strand corresponds with the complementarybinding of the anticodon of the tRNA. Following the bindingof adjacent amino acids, the enzyme aminoacyl‐tRNAsynthetase catalyzes the formation of peptide bonds. As themRNA passes through the ribosome complex, the proteinchain continues to elongate until a stop codon is reachedand the nascent protein chain is released.



Fig. 3.26 Development of polyribosomes. Eachpolyribosome consists of a strand of mRNA that is beingtranscribed by multiple ribosomes. As the mRNA movesthrough the ribosome, each codon is sequentially read, andpeptide bonds are formed between adjacent amino acids.Ribosomes that have been attached longer havecorrespondingly longer peptide chains. This progression(left to right) continues until the stop codon is reachedwhen the nascent peptide is released along with theribosomal subunits.
Box 3.3 DNA to RNA simple as that, not so
fast



As you have learned, DNA stores and ultimately providesthe blueprint needed for the generation of themessenger RNA molecules necessary for proteinsynthesis after processing to remove noncoding introns.But it is not as straightforward as it at first seems. Asoutlined in the free book, “Charting a Future forSequencing RNA and Its Modification: A New Era forBiology and Medicine” (2024) published by The NationalAcademies of Sciences, Engineering, and Medicine,complex cellular pathways allow for editing and revisionof mRNAs that can produce hundreds of distinct mRNAmolecules for each transcribed gene. The discovery thatthis phenomenon is common and widespread has openeda bewildering array of possibilities for control of geneexpression that impacts physiology generally and healthspecifically. The capacity to manipulate and modify RNAhas already been used to produce vaccines andmedicines for therapy. Probably the most astonishingrecent example was the RNA vaccines produced inrecord time against COVID‐19, which saved millions oflives worldwide. The COVID‐19 vaccines, by reducingexcess deaths, generated an economic value of $3.09trillion in the United States alone, according to theNational Bureau of Economic Research. Similarly, otherresearchers estimated $10.6 billion in savings in avertedoutpatient costs and $80 billion in cost savings resultingfrom the avoidance of lost productivity. It is a sadcommentary socially that misinformation, promotion ofquack cures, anti‐vaccine, and anti‐science social mediagibberish and blatant lies cost lives and allowed diseaseepisodes that could have been prevented or blunted.The foundation for this life‐saving therapy wasrecognized in the awarding of the 2023 Nobel Prize inPhysiology or Medicine to Dr. Katalin Karkó and Dr.Drew Weismann, that is, for their discoveries concerning



nucleoside base modifications that ultimately allowedthe development of the mRNA vaccines against COVID‐19. Three key publications include Karikó et al. (2005),Karikó et al. (2008), and Anderson et al. (2010). Asdescribed in the National Academy publication, bothModerna’s and Pfizer‐BioNTech’s COVID‐19 vaccinesused an mRNA that coded for the spike protein of SARS‐CoV‐2. Both vaccines utilized the nucleotide uridinemodified to N1‐methy‐pseudouridine (Ψ). This alterationallowed the mRNA to evade detection by innate immunesurveillance such as the toll‐like receptors onlymphocytes, which allowed the vaccine mRNA to betranslated to synthesize the COVID‐19 spike protein andtherefore elicit an immune response. This then gavevaccinated persons the physiological tools for a morerapid and robust response if exposed to COVID‐19.RNA modifications are now recognized to be essential incell physiology, but at the same time, dysfunctionresulting from modifications is implicated in health anddisease. This galaxy of modifications is described as theepitranscriptome, a reference to the myriad chemicalmodifications that can happen to all RNAs, both thosecoding for protein synthesis (mRNAs) as well as thenoncoding but critical tRNA and rRNA. The “epi” prefixalludes to the modifications to the transcriptome over orabove the sequence of nucleotides initially transcribedfrom the DNA sequence. Both the nucleotides in bothDNA and RNA can be modified by adding chemicalgroups which alter function. About 17 such alterednucleotides have been discovered in DNA, but more than170 have so far been noted for RNA. The effort tounderstand the impacts of RNA modification related todisease and immunity in human and animal health isimportant and laudable. In addition, the capacity tomodulate gene expression via RNA manipulation adds



excitement and promise and likely additional tools toimprove plants and animals to increase food and fiberproduction in the future.In addition, to the impacts of RNA modification, thediscovery of microRNAs (miRNAs) has also upended thesimplest view of DNA → RNA → protein. Certainly, thisbasic pathway is valid but the impacts of introns, RNAmodification, and ubiquitous expression of microRNAsmake clear that this pathway is much more complex andsubject to regulation than appreciated previously. Thesesingle‐stranded RNA molecules (21–23 nucleotides long)are now known to be synthesized in plants and animals.These molecules do not code for proteins, but by bindingmRNA, they play a very important but still evolving rolein silencing some genes and in the promotion ofposttranslational modifications of proteins. Theyrepresent an important additional layer of control ingene expression. Indeed, Drs. Victor Ambros and Dr.Gary Ruvkun were awarded the 2024 Nobel Prize inPhysiology or Medicine for their discovery of theseunique molecules and their actions in the control ofgene regulation.
Food for ThoughtThere is no doubt that mitochondria, the presence ofoxygen, and attendant oxidative phosphorylation areessential for multicellular life in most situations. However,it is recognized that single‐cell prokaryotic species canderive necessary energy from complex biochemicalreactions in completely anaerobic conditions. Regardless, ithas been dogma that multicellular organisms weredependent completely on the happy accident of thesymbiotic marriage of an archaeon capturing a smaller



bacterium more than a billion years ago. As the twoorganisms developed and further evolved, the capturedbacteria became mitochondria.As reviewed by Michelle Starr in a report in Science Alert(2024), like most dogma declarations, the belief thatmitochondrial oxidative phosphorylation is necessary for allmulticellular organisms in all circumstances is now inquestion.First reported by Yahalomi et al. (2020), these researcherscompleted detailed DNA sequencing of H. salminicola, acnidarian related to corals and jellyfish, which lives as aparasite in salmon. The data showed the absence of anymitochondrial genome, thus the capacity for aerobicrespiration. Using the same sequencing techniques andfluorescent microscopy techniques in samples of a closelyrelated cnidarian fish parasite, Myxobolus squamalis, as acontrol, they found the expected mitochondrial genome. Asthe researchers wrote, “Hence, H. salminicola provides anopportunity for understanding the evolutionary transitionfrom an aerobic to and exclusive anaerobic metabolism.” Iam reminded of an admonishment in one of my old physicalchemistry textbooks. To paraphrase, today’s heresy istomorrow’s dogma.



Chapter SummaryJust as we have all heard the expression—it is all about themoney—physiologically speaking, it is all aboutthermodynamics and managing to convert substrates intomacromolecules and macromolecules into cell structures.Cellular biochemistry concerns the many conversions andinteractions necessary to acquire building blocks and theenergy to perform critical anabolic and catabolic reactions.Only a portion of the energy available from breaking thechemical bonds in molecules from ingested feed materialscan be captured. Moreover, the balance of energycaptured, lost, and needed for maintenance ultimatelydetermines the net energy remaining to provide forlactation, growth, work, egg production, or hair growth inour animal systems.Cellular energy revolves around ATP and the ability of cellsto utilize energy that becomes available with the breakingof the bonds that attach the third phosphate group in themolecule. ATP is composed of adenosine + ribose + threephosphate groups coupled in sequence to carbon 5 of theribose backbone. Removal of phosphate groups insuccession would lead from ATP to ADP to AMP. Most cellsutilize the catabolism of the hexose sugar glucose togenerate needed ATP.The initial processing of glucose by the cell is calledglycolysis (translated as the breaking or lysis of glucose).The steps in this biochemical pathway take place in thecytoplasm of the cell because the necessary enzymes areproduced by the cell and maintained within the cytoplasm.The movement of glucose into the cells requires atransporter or carrier. Importantly, once in the cytoplasm,glucose is phosphorylated, that is, converted into glucose‐6‐phosphate by the enzyme hexose kinase. This step is



important because the addition of the phosphate groupprevents the glucose from interacting with the membranecarrier. Thus, the facilitated diffusion of additional glucoseinto the cell is not impaired. A series of enzyme‐mediatedreactions ultimately leads to the generation of twomolecules of the three‐carbon intermediate pyruvate foreach glucose molecule that enters the cycle. In the absenceof oxygen, pyruvate is converted to lactate. This isimportant because the conversion to lactate via the enzymeLDH is coupled with the conversion of NADH to NAD. NADis necessary for the continued operation of glycolysis.There is a net gain of two ATP under anaerobic conditions.With the availability of oxygen, pyruvate from glycolysisenters the mitochondria to participate in the Krebs cycle asit is decarboxylated to create acetyl‐CoA. With each turn ofthe Krebs cycle, multiple molecules of reduced NAD andFAD are produced. These coenzymes enter the electronchain in the mitochondria, where a series of coupledelectron transfers provide the power to generate ATP. Thefinal acceptor of electrons is oxygen. This ultimatelyexplains why oxygen is essential. In the absence of oxygen,the electron chain transfers grind to a halt. In total, foreach molecule of glucose, through both glycolysis and theKrebs cycle, 38 ATP are generated.The importance of these two pathways cannot beoverstated. Consequently, it is critical that the supply ofglucose (or molecules that can participate in the Krebscycle) is maintained. Glycogenesis refers to the conversionof excess glucose into glycogen (animal starch). Muscleand liver cells are the primary sites for storage of glycogen.Gluconeogenesis refers to the conversion of other nutrientsinto glucose. These processes are particularly critical inruminants because nearly all available dietary glucose isfermented into volatile fatty acids (acetate, butyrate, andpropionate) by rumen bacteria. Fortunately, the liver of



ruminants can convert propionate into glucose to supplytissues and functions (brain and lactose production) thathave absolute requirements for glucose. For cows andother ruminants, acetate from rumen fermentation can beutilized as an energy source (ATP generation) after it isconverted into acetyl‐CoA in the mitochondria.Glucose and carbohydrate metabolism is essential, butthere are limited stores of glycogen. Instead, long‐termenergy storage relies on the sequestration of triglyceridesin adipocytes. Lipogenesis is the making, packaging, andstorage of these triglycerides. When there is a call for therelease of FFAs into the blood, this is called lipolysis. FFAsare oxidized via a biochemical pathway called β‐oxidation.This process efficiently produces multiple molecules ofacetyl‐CoA for use in the Krebs cycle. For example, amolecule of the 16‐carbon fatty acid oleic produces a net of135 molecules of ATP.Several different amino acids can also be deaminated toproduce intermediates of the Krebs cycle and thus also beused for ATP production. The subsequent combination ofthe amine group from the catabolized amino acid with CO2produces urea, which is much less toxic than ammonia.Finally, although the sequence from DNA to RNA to proteinsynthesis is central to cell physiology, it is also increasinglyevident that both gene expression and actions of mRNA aremuch more complex and complicated than previouslyknown. The discovery of microRNAs, which can regulatethe functionality of mRNA molecules, adds a new level ofcontrol and gene expression. Moreover, the targeted use ofsuch silencing microRNA molecules, especially combinedwith delivery systems such as exosomes, perhaps preparedfrom milk, hints at new therapies and surprisingconnections between domestic animal physiology andhuman health.
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4
Tissue Structure and Organization

IntroductionAlthough the cell is a basic unit of life, complex functions inmulticellular animals require interaction and cooperationbetween cells. With increased development, specializedfunctions appear in subpopulations of cells. Many of theseactivities are attributed to types of tissues. For example,nervous or neural tissue composed of neurons andsupporting neuroglial cells allows the generation,transmission, and interpretation of electrical signals. Thisis the hallmark of the nervous system. Another tissue type,the epithelium, is widely dispersed in animals and isgenerally involved in covering surfaces, that is, skin orperitoneum, and in the development and function of variousglands, that is, mammary, pituitary, pancreas, and so forth.Muscle tissue is readily recognizable because of itscapacity to generate motion or force and its distinctappearance. However, there are three classes of muscletissues: skeletal or voluntary, cardiac, and smooth muscle.The final tissue type, the connective tissue, is very widelydistributed and a critical component of the other tissuetypes. As you study preparations of various tissues theemphasis will be on identification of specific cell. Forexample, epithelial, muscle, or neural cells. But there willalso be various connective tissue elements in the tissuepreparations. Lastly, there are also subclasses ofconnective tissues, that is, bone, cartilage, and blood. Ourpurpose in this chapter is to aid your activities in thelaboratory, especially time spent looking at samples in the



microscope, and to give you some rudimentaryunderstanding of histology. (Ross and Reith, 1985).
Microscope General PointsRemember your text cannot substitute for self‐study. It willalso become apparent that you simply cannot randomlyview a microscope slide labeled, for example, simpleepithelium, and immediately see an image like one in atextbook. Examples are chosen because there is apredominant tissue or cell type, but this does not excludeothers. Second, we have searched slides to find excellentexamples of the features we wish to illustrate. Some areasof even professionally prepared slides have artifacts, thatis, wrinkles, folds, areas of poor staining, and so forth.Consider yourself warned!Although you will not likely spend lots of time at themicroscope, the image you see is no better than your abilityto handle the microscope and appropriately adjust the lightsource and various condensers and lenses to get the best,brightest image with adequate resolution. Figure 4.1(microscope parts and use) and 4.2 (microscope alignment)describe some of the attributes of the typical bright fieldmicroscope and how you can get the most out of the timeyou spend in laboratories. Keys to good microscope use arelisted below:
Examining Prepared Slides

Ensure the stage is lowered.Place a low‐power objective (4 or 10×) in position forthe initial examination.



Fig. 4.1 Microscope parts and use. The first step ingetting the most out of your efforts is to make sureyour microscope has the proper illumination. The firststep is to place a prepared slide on the microscopestage (A), carefully rotate the 10× objective lens (B)into position, and then turn on the light source (C).Then adjust the focus knob (E) to view the image.Further steps are outlined in the box highlighted inpanel (B). To get the best image, illumination should becentered on the specimen and the beam of light shouldcompletely fill the aperture of the objective lens.Examples of needed adjustments are detailed in Figure4.2.



Fig. 4.2 Microscope alignment. In panel (A), the fielddiaphragm (F) has been closed to create a smallaperture; however, the image is not centered in thefield of view and the edge is not in focus. In panel (B),the edge has been focused by carefully raising orlowering the substage condenser lens (G) until theimage of the field of light is at its sharpest. The imagehas been centered by adjusting the two centeringscrews (H). In panel (C), the field diaphragm has beenopened further to expose more of the image. Letters inparentheses refer to the microscope parts in Figure4.1.Ensure the slide is clean and the cover slipped side isface up.Bring the specimen into proper focus and orientyourself to the entire sample.



Close the field diaphragm to ensure proper alignment(see Fig. 4.2).Switch to the magnification of choice, if the objectivesare parfocal, on the revolving nosepiece only smalladjustments should be necessary when changed.Be careful not to smash the slide when focusing.Always lower the slide stage and place a low‐powerobjective lens in position when you are finished.Turn off the power to the light source.Use only approved lens paper and lens cleaner.
Terminology and DefinitionsIn any field of study, there are terms and expressions thatare common and allow easy communication. You havealready been introduced to some basic physiology languagein Chapter 1. As we begin to explore the structure oftissues, it is important to appreciate some of the specificlanguage.

Histology—Subspecialty of anatomy that deals withthe microscopic structure of tissues.
Tissue—A group of similar cells and intercellularmaterials specialized to carry out a particular function.The four primary tissues are epithelial, muscle,nervous, and connective tissues.
Organ—A discrete portion of a body composed of twoor more tissue types dedicated to a particular function.For example, the heart is an organ of the circulatorysystem.
Cytology—Subspecialty of anatomy that deals with thestructure and functional differentiation of individual



cells either as isolated cells or as part of a tissue.
Pathology—Subspecialty of anatomy and physiologythat deals with changes in gross anatomy, histology, orcytology associated with disease or injury.
Necropsy—Refers to the gross and/or microscopicexamination of organs, tissues, and cells after death.Often associated with determinations of the cause ofdeath.
Parenchyma—Refers to the functional portion of atissue or organ. For example, in the kidney, theepithelial cells of the nephron are responsible for theformation of urine and recovery of important nutrientsfiltered into the lumen of the nephron. Thus, theseepithelial cells make up the critical functional structureof the kidney.
Stroma—Refers to the supporting cells, that is,connective tissue, blood vessels, and nerves, necessaryfor the parenchymal tissue to carry out its functions.

Although the task of learning the rudimentary histology ofvarious tissues and organs may seem daunting, the jobbecomes easier when the information is organized intomore manageable blocks. For example, any cell or cellularproduct can be classified into one of the four basic tissuetypes. Names and primary functions are outlined below:
Epithelium—covering for protection and glandularactivity.Muscle—movement, cardiovascular function, and heatproduction.Nervous—signaling, control, and integration ofphysiological systems.Connective—support, mineral storage, and protection.



We will cover the basics of each of these tissues in thischapter but as we consider more of the physiology ofvarious organ systems in subsequent chapters, we willoften return to discuss structural attributes of cells ortissues. As emphasized earlier, structure and function gohand in hand. In other words, the capacity of a tissue ororgan to complete a specific function is directly dependenton the arrangement and organization of the cells within thetissue (Box 4.1).



Box 4.1 Tissue structure and histology: Is it
ancient history?

As you have been reading the descriptions of tissues andcells and realized that many of the basic techniqueshave been around since the 1900s, you might bethinking what’s new in the study of tissues and cells?First, producers and animal scientists are veryinterested in tools that might increase or improve theefficiency of production—meat, milk, eggs, etc. Thisoften requires evaluation of tissues related to cellgrowth and development. Often histology and increasingdetection and quantitation of cellular proteins(receptors, signaling molecules, and cell products) areneeded to evaluate the impacts of treatments and animalmanagement to understand mechanisms. This detailedstudy often uses specific antibodies linked with“secondary” antibodies that contain molecules that canbe induced to fluoresce or enzymatically react so thatthe cellular and tissue location of the protein that thespecific (first antibody) recognizes can be detected andin many cases the amount of the protein quantified.Similar techniques can be used to detect and measuremRNA.Akers (2017a, b) reviews examples of quantitativedetection of estrogen and progesterone receptors intissue sections of developing bovine mammary glandsand relationships with variation in mammary growth.Tucker et al. (2016) describe using immunocytochemicaldetection of the protein p63 to detect and quantifymyoepithelial cells in developing mammary glands asimpacted by antiestrogen treatment. Choudhary andCapuco (2021) describe efforts to identify molecular



markers that can identify putative mammary stem cellsusing multiple immunological and mRNA expressiondetection tools in histological sections of mammarytissue from calves and lactating cows. Therefore, the useof histology and cellular evaluations is far from passe inbiological sciences. It is simply that tools and techniqueshave evolved to make a histological study of tissues andcells even more relevant.Second, domestic animals are being used as models toevaluate methods and treatments or better understanddisease or injury mechanisms related to human healthneeds Spencer et al. (2022). This often requires theevaluation of detailed responses of animal tissues andcells to various treatments, including changes in tissuedevelopment, cell proliferation, and function. ReviewsBartol et al. (2013) and Bagnell and Bartol (2019)describe the fascinating “lactocrine signaling”hypothesis whereby bioactive factors in mother’s milkact to modify tissue development of the reproductivetract in the neonate.In a linkage between animals and humans, the geneticengineering of pigs has led to the creation of pigs whoseorgans are not rejected by human hosts. Thisbreakthrough offers hope to the many patients who diebefore suitable human donors can be found.Physiological responses of such xenotransplants, akidney in this case, were recently reported by Judd et al.(2024). It may be that a future aspect of animalhusbandry will be not just domestic animals for food andfiber but for directly saving human lives.



Epithelial TissueAs illustrated in Figure 4.3, epithelial cells are classifiedbased on the shape of the cells. The number of epithelialcells in the layer adds an additional element ofclassification (Fig. 4.4). A single layer of squamous,cuboidal, or columnar cells is called simple epithelium. Analternative structure with several layers of cells is calledstratified. These stylized images are over simplified, butyou should get the idea of how these cells are classified.One of the things that will take some practice is todistinguish epithelial cells from other cells present intissues, that is, connective tissue cells (fibroblasts andadipocytes). One key is that the epithelial cells are often ona surface (even if the surface is internal, the lining of a ductfor secretion onto the internal surfaces of body cavities).When the stratified epithelial type occurs, the shapeclassification is only considered for the single layer of cellson the outer surface. For example, in the stylized examplegiven in Figure 4.4, the epithelium would be classified asstratified cuboidal epithelium.Notice that the outer layers of epithelial cells in bothexamples in Figure 4.4 are classified as cuboidal. Second,the dark lines underneath the cells represent the basementmembrane that epithelial cells rest upon. This is anunfortunate term because the basement membrane is not atrue membrane in the usual sense, but is a complex ofextracellular proteins (collagen, elastin, etc.),proteoglycans, and so forth that serve to support andanchor the epithelial layer. In some histologicalpreparations, these proteins may be apparent but not inothers. This depends on the fixation process used topreserve the tissue and the staining process used (see Fig.2.5). Because most routine processing focuses on the



cellular structure, do not be alarmed if the basementmembrane is not also apparent.



Fig. 4.3 Epithelial cell shape classifications. These stylizedillustrations show three‐dimensional and surface views ofthree common shapes of epithelial cells. The cell nucleus isindicated by the black oval. Relatively flattened, thin cellsare squamous. The one‐cell thick row of cells that line theinternal surface of capillaries or the lung alveoli areexamples of squamous cells. Cuboidal cells, as the namesuggests, are like a child’s set of ABC toy blocks. The cellsare approximately cubes. Such cells appear as part of thelining of many ducts in glandular tissues. Columnar cells,by contrast, are more elongated and can be likened to tinyskyscrapers. These cells appear on the surface of the liningof the intestinal tract, among other places.



Fig. 4.4 Epithelial cells classified by number of strata. Thisclassification is straightforward; a single layer of cellsconstitutes a simple layer, but when there are multiplelayers of cells, this is called a stratified epithelium. Theblack lines represent various extracellular matrix proteinsthat provide anchorage and support for the layer ofepithelial cells.Tissue sections prepared for the light microscope areusually made from tissues that have been preserved informalin, dehydrated in ethanol, and ultimately infiltratedwith paraffin wax, as discussed briefly in Chapter 2. Thesetissue blocks are then placed in a machine called amicrotome that is used to cut thin slices or sections that



are then mounted on a microscope slide and stained. This ishow most tissues have been prepared since the late 1800s.Although this is a routine process, the sections preparedcan be relatively thick, sometimes more than one cell inthickness, so you are sometimes looking at parts of multiplecells. Just like problems with other artifacts, wrinkles,tears, and so forth thickness must be considered as you usethe microscope or consider illustrations. A further problemconcerns learning to recreate three dimensions from theflat images you will be studying. Take a moment toconsider the examples of what cutting angle does to theimage you see in the microscope. Imagine a real organ withtwisting and turning epithelial ducts or blood vessels andthe possible variations. How would this equate to the two‐dimensional image of tissue on the microscope slide? Formany images you will need to consider how the tissuestructure shown has been sectioned. Is it cut longitudinally,in cross section, or perhaps as an odd tangent. All thesethings impact the image that you see in the microscope.Consider the illustrations in Figures 4.5 and 4.6.When you are interpreting what is seen in a single plane ofsection, it is important that you think about what mighthave been present either above or below a particularstructure.Can you now re‐examine the tissue in Figure 4.7 andimagine the organization and three‐dimensional structureof the tissue from the microscopic image?



Fig. 4.5 Drawing of glandular duct. You can easily imaginethat the structure illustrated in this drawing is essentially alarge tube to transport secretions that empty from severalother small tubes. As the cutaway area to the rightsuggests, the larger tube is lined by a double layer of cells;the small cross section of one of the smaller tubes (lowerleft) suggests it is lined by a simple layer of epithelial cells.How would the image of the larger structure appear if itwere sectioned longitudinally? What if the structure wassectioned in a perfect cross section compared with anoblique angle? What would it look like? These are some ofyour concerns as you examine tissue sections. You need tostrive to imagine the tissue in three dimensions.



Fig. 4.6 Diagram of tubular structure. These simpledrawings are an attempt to illustrate the appearance of anepithelial duct cut in either longitudinal or cross section.The cross‐sectional profile is easier to imagine, but thelongitudinal profile can easily seem like a simple mass ofcells.





Fig. 4.7 Examples of epithelial structures. The four imagesshown are actual mammary ducts. Panel (A) is a picture ofa whole mammary gland taken from a prepubertal mouseafter the gland was defatted and stained. The picture wastaken with a dissecting microscope, so the ducts are intactand whole. Notice the elongated ducts with the bulbousendings (terminal end buds). Panel (B) is a section ofmammary tissue from the mammary gland of a prepubertalHolstein heifer. Panel (C) is an image of mammary tissuefrom a pregnant heifer, and panel (D) is of mammary tissuetaken from a lactating cow. Late in pregnancy, themammary ducts begin to develop alveoli. The alveoli arespherical, hollow structures lined by the epithelial cells thatare responsible for the synthesis and secretion of milk (thisis more evident from the drawing in Fig. 4.8). The epithelialcells that line the internal surface of the alveoli are simplecuboidal. Around the outside of the alveolus, specializedmyoepithelial cells form a network around thecircumference of the alveolus. These cells contract inresponse to oxytocin released from the posterior pituitaryat the time of milking. This reduces the volume of thealveolus to force accumulated milk into larger ducts andthen the nipple or teat. This is called milk ejection or milkletdown. Somewhat similar structures are found in lungs,pancreas, and thyroid gland.



Fig. 4.8 Alveolar drawing. The figure provides arepresentation of the structure of mammary alveoli. As youcan see, it takes experience and practice to discern thethree‐dimensional structure of tissues. One of the tissuesfor which this is very important is the kidney. Once youdevelop an appreciation of the structure of the kidneynephron, it will be much easier for you to understand andappreciate the filtering, reabsorption, and excretion thatoccurs in the urinary system. We will now consider thefeatures of some of the more common epithelial types.



Epithelial Tissue CharacteristicsEpithelial tissue or epithelium [the plural form is epithelia]occurs as a sheet of cells to cover an organ surface or line abody cavity. In other cases, epithelial tissue makes up thebulk of the cells in glandular tissues. The covering type ofepithelium is abundant and widespread. These are the cellsthat make up the skin, the internal surfaces of thecardiovascular system, the digestive tract, the reproductivetract, and the respiratory tract. Epithelial tissue also coversinternal body cavities. The functional cells of the accessoryorgans of the digestive system, that is, the liver, pancreas,and gall bladder, are mostly epithelial cells. Otherglandular organs, that is, pituitary, adrenal, thyroids,salivary, and so forth, are also composed of epithelial cells.Epithelial cells form boundaries between different regionsof the body. For example, the epidermis of the skin createsa protective barrier between the inside and outside of thebody. The same is true for the epithelial cells that line theinternal surface of the respiratory or digestive tract. Otherspecialized epithelial cells include reproductive cells (ovaand spermatozoa), rods and cones of the retina, taste buds,and others. This explains the many functions attributed toepithelial tissues: (1) protection, (2) absorption, (3)secretion, (4) excretion, (5) filtration, and (6) sensoryreception.Distinctive features also contrast epithelial tissues from theother three tissue types. One of these is the degree ofcellularity of the epithelial tissues compared with othertissues. Specifically epithelial tissue is composed of cellsthat are very tightly packed together so that usually thereis a little space between the cells. In fact, for the epithelialcells to successfully complete their roles as protectivebarriers, adjacent cells form specialized contacts. Epithelialcells acting to absorb or secrete products are described asbeing polarized. This is most easily visualized for glandular



secretory cells. The basal region of the cell (closest to thebasement membrane and capillaries) can be thought of asthe manufacturing site for the cell. Products to be secretedare packaged and processed in the Golgi for subsequentsecretion from the cells in the apical region of the cell (seeFig. 2.8). In other cases, the apical end of the cell (near thefree surface) is acting to absorb nutrients or move surfacesecretions. For example, the cells of the intestinal tract andkidney tubules have extensive microvilli. This markedlyincreases surface area to improve function. Other epithelialcells are even more specialized with cilia. For example,cells lining the ova duct or the respiratory tract thatfunction to propel substances along their surfaces.The epithelial cells, however, are not alone in carrying outtheir activities. The cells are attached to a thin supportingsheet or layer of nonliving material called the basal lamina.This layer is composed of proteins and glycoproteins thatare produced by the epithelial cells. In some regions, forexample, Bowman’s capsule of the kidney tubules, the basallamina is particularly thick so that it acts as a filtrationbarrier to prevent the movement of plasma proteins intothe urinary filtrate. Underneath the basal lamina, thereticular lamina appears. This is an additional layer of morefibrous proteins, for example, collagens and elastic, thatlink the epithelial cells with the connective tissueunderneath. These two layers or lamina (basal +reticular)are collectively called the basement membrane. It definesthe boundary between the epithelium and the connectivetissue or stromal. Interestingly, although there are nervefibers, that is, sensory nerves that penetrate the epitheliumof the skin or intestinal tract, the epithelium is avascular. Itdoes not contain blood vessels. These appear in the loosemore open spaces of the connective tissue. This means thatboth the nutrients that supply the epithelial cells and wasteproducts from the cells depend on diffusion to pass



between the tightly packed epithelial cells and thecapillaries underneath. This likely explains why it is rare tofind epithelial tissue that contains more than a few strata ofliving cells. A final property is the capacity of epithelialcells for rapid growth and regeneration. Think in your ownlife, how quickly skin abrasions heal. However, this mayhave a downside when you consider that most cancers arecarcinomas, that is, derived from epithelial cells.
Simple EpitheliumAs you will likely experience in a laboratory setting with amicroscope and set of slides or in multimediapresentations, tissue samples contain multiple cell typesand in the case of epithelial tissues often more than onetype of epithelium. This means that while the focus of aparticular specimen may be on a specific cell layer, it doesnot mean this cell or tissue type is exclusive. Our firstexample (Fig. 4.9) shows epithelial cells growing on thesurface of a cell culture dish. These cells have proliferatedand arranged themselves into a pavement of cells one celllayer thick. If you imagined these cells growing on aflexible sheet that could be rolled into a tube you wouldhave a simple recreation of a capillary. Regardless, in thisview, you are looking directly down onto the surface of thecells. Each cell looks something like a fried egg, with thenucleus the yolk of the egg. The cells are flattened andclosely packed together. They would be classified as simplesquamous. As another way to visualize simple squamouscells, imagine the flattened floor tiles in a kitchen as singlesquamous epithelial cells all linked together to make thefloor. The grout between the tiles would represent themembrane junction complexes that anchor epithelial cellstogether and create functional barriers between tissuecompartments, that is, the surface and the subflooringunderneath. It is typical to find simple squamous



epithelium in areas where absorption and filtration occurand a thin barrier is desirable, for example, capillaries orlining of alveoli of the lungs. Can you rationalize whysimple squamous would be a poor choice for the surface ofthe body?The image shown in Figure 4.10 is from the kidney and ismostly parenchymal tissue. It shows a series of cross‐sectioned tubules from several nephrons. You shouldremember that epithelial cells are often found on freesurfaces, even though some of the surfaces may be veryminute internal surfaces, that is, the inside of small vesselsor tubules. Some of these tubules are lined by a single layer(simple) of squamous epithelial cells but others are lined bya single layer of cuboidal epithelial cells. Can find examplesof each? Perhaps a hint is in order. For many of thesquamous epithelial cells, the cytoplasm is very thin so themost prominent feature of the cells is the nucleus, whichoften seems to protrude into the space of the tubule. Canyou pick some of these out of the image?



Fig. 4.9 Cultured epithelial cells. These mammary cellshave formed a monolayer that is one cell thick. This is likethe sheet of simple squamous epithelial cells that wouldline the surfaces of organs or surfaces of internal bodycavities.



Fig. 4.10 Kidney tissue. Multiple kidney tubules are cut incross section. Some are thin‐walled regions of the loop ofHenle, lined by simple squamous epithelial cells; others aresections of capillaries (arrows), panel B also lined by simplesquamous epithelial cells (called endothelial cells). Thereare also a smaller number of cross sections through aportion of the nephron called the collecting duct. These arelined by simple cuboidal epithelial cells (circle).Figure 4.11 shows a portion of this tissue taken at a highermagnification of 1000×. This is accomplished by the use ofthe 100× objective lens of the microscope and the 10×eyepiece. This means that the magnification reaching youreye is 1000‐fold. The camera used to take the photographsalso utilizes a 10× lens mounted in the position where theeyepieces would normally be located. There can also beadditional magnification associated with printing orviewing but this does not really increase true resolution. Atthis magnification, the difference in the cellular appearanceof squamous and cuboidal epithelial cells should beapparent in the lower portion of the image. Many of thecuboidal cells have distinct pink staining around theirborders and the nucleus when present is generally ovalshaped and positioned in the center of the cells. Three ofthese cells are present near the center of the image. Forthe low squamous cells surrounding the lumen of a smallerduct (lower portion of the slide), the cells have only a thinrim of cytoplasm, but the nuclei are prominent and seem toprotrude into the lumen of the duct.Figure 4.12 is taken with a 20× objective and is an image ofa tangential section of a blood vessel, specifically a vein.You can see clusters of red blood cells in the lumenal spaceof the vessel. The cells that line the side of the lumen areendothelial cells. Notice the difference in the stainingcompared with Figure 4.10. This means you need to learn



structures not based on color but on morphologicalcharacteristics.



Fig. 4.11 High‐power image of kidney tissue. The upperarea illustrates distinct cuboidal epithelial cells from thecollecting duct and in the lower area, a cross sectionthrough a thin loop of Henle the squamous epithelial cellswith protruding nuclei are evident.



Fig. 4.12 Taken with a 20× objective this is an image of atangential section through a blood vessel, specifically avein. You can see clusters of red blood cells in the lumenalspace of the vessel and you can also distinguish a layer ofsimple squamous epithelial cells (the endothelium) thatlines the internal surface of the vessel.Figure 4.13 shows a similar section through an artery athigher magnification. The box (yellow) in the figureindicates a portion of the tunica intima or interna, which iscomposed of simple squamous epithelial cells (also calledendothelial cells), and the layer just under these cells, thetunica media, which has smooth muscle cells in arteries.The yellow arrow points to the nucleus of an endothelialcell and the red arrow to another endothelial cell nucleus,which was synthesizing DNA at the time, the sample wastaken. The brown stain is due to the attachment of anantibody that is specific for the presence ofbromodeoxyuridine (BrdU) an analogue of thymidine that is



used to measure DNA synthesis. You should recall therelevance of these analogs in the study of cell proliferationfrom your earlier reading.Before we leave our discussion on simple epithelium, asyou have likely gathered from the figure descriptions, somesimple squamous epithelia have specialized names. Theterm endothelium (meaning inner covering) is used todescribe the lubricating, cell covering for all vessels of thecardiovascular system, including the lymphatic vessels andthe internal surfaces of the chambers of the heart.Capillaries are specifically made of endothelium. Thisstructure promotes rapid easy movement of nutrients to thesurrounding cells as well as the corresponding uptake ofwaste products. Similar simple squamous cells also makeup the mesothelium (middle covering) the epithelium thatmakes the serous membranes of the body. These are thecoverings of the internal organs and body cavities that arewell‐lubricated to allow organs to slide past one another.Figure 4.14 is an image from a tissue sample taken from asection of the small intestine. A portion of a villus is shownwith a layer of simple columnar epithelial cells covering theouter portion. The nuclei appear mostly in a row in thelower third of the cell. Notice the cells are tall and narrow.Although not apparent at lower magnification, the apicalends of the cells have many microvilli, which add capacityfor absorption. This is also called the brush border. If youlook closely, you should notice that the outer rim of thecells looks as if they have been slightly colored. This isbecause the microvilli clump slightly and trap proteinswhen the tissue is preserved. These associated proteins andcarbohydrates are called the glycocalyx. The accumulatedmaterial and closely aligned microvilli allow staining andexplain the darker rim.



Fig. 4.13 Section of artery wall. The nuclei of severalendothelial cells are evident (yellow arrow); the red arrowillustrates the nucleus of an endothelial cell that had takenup BrdU in preparation for cell division. The yellow boxshows a portion of the wall of an artery.



Fig. 4.14 Simple columnar epithelial cells from theintestine. This tissue section is longitudinally cut through avillus in the intestine. The epithelial cells appear as auniform row of cells that cover the surface. Notice the darkblue‐purple nuclei, most of which appear lined up in thebasal region of individual epithelial cells.Can you distinguish individual epithelial cells? Columnarcells are usually associated with absorption and secretionand are found lining the intestinal tract from the stomachto the rectum. This epithelium has two modifications thatgreatly aid its functioning. The first is the presence of themicrovilli that markedly increases absorptive surface andthe second is the presence of goblet cells. These unicellularglands produce mucus that is secreted on the epithelialsurface. This increases lubrication and provides protection.These specialized secretory cells also appear in the



respiratory and reproductive tracts. Although the imagesshown in Figures 4.14 and 4.15 are excellent,representative examples of the features of intestinal tractepithelium, it is important to appreciate that not allhistological sections are of such quality. Moreover, asindicated previously, the plane of section can make itdifficult to interpret a given tissue section.The image in Figure 4.16 is also a section through theintestine. It is still possible to distinguish the presence ofvilli and the appearance of the epithelium, but can youdetect some of the problems? First, the image is a bit out offocus, and second, it is a bit too thick. This makes itdifficult to distinguish individual cells. The villi havebecome pushed into one another during processing, so ittakes some effort to distinguish individual structures.Finally, to the upper right and far right of the section, thereare some tears that have altered the orientation of thetissue.Many other artifacts also can occur. The point is thatsection preparation is sometimes as much an art as ascience, so patience is needed as you study evenprofessionally prepared slides. Regardless, several villihave been sectioned roughly along their longitudinal axis.This simply illustrates what you can and will see when youexamine actual slides. Because you know what you arelooking for in columnar epithelial cells from Figures 4.14and 4.15, you should still be able to distinguish several villicovered by a layer of columnar epithelial cells.



Fig. 4.15 High‐power view of the intestinal epithelium. Inthis image, the outer layer of epithelial cells is clearly talland slender with the round nuclei oriented toward thebasal ends of the cells. There is a very evident brush border(outer thin layer of the cells) that results from the stainingof the abundant microvilli and associated proteins.



Fig. 4.16 Small intestine tissue artifacts. This image of asection of the intestine illustrates some of the problemsthat can be encountered in the study of typical histologicalsections. Note the odd tear in the tissue.





Fig. 4.17 Section of the duodenum from BrdU‐injectedcalf. This section of the intestinal tissue is processed toshow the presence of BrdU‐labeled cell nuclei. Several villiare closely aligned, and some are cut at a tangent, but it isapparent that the number of BrdU‐labeled cells (brown‐stained nuclei and arrows) is markedly higher in the cryptsof the villi. The pale globules indicate the presence ofgoblet cells.Courtesy of Dr. Anthony Capuco, USDA, Beltsville, MD.Figure 4.17 illustrates a similar section of the duodenum,but the sample is from a calf and the animal was injectedwith BrdU 2 hours before the tissue was collected.Remember this is the analogue of DNA that getsincorporated into cells that are in the S‐phase of the cellcycle. In this section, many of the villi are cut at a tangentto the longitudinal axis but you can see that there are manybrown stained nuclei (indicating the cells were synthesizingDNA, that is, the presence of BrdU) in the lower regions ofthe villi. It is well known that the cells that populate thevillus proliferate in lower crypts and are lost from theupper region of the villus as they age. To maximize theopportunity to detect labeled cell nuclei but also be able todistinguish basic tissue structure the sample was onlybriefly counter‐stained in hematoxylin but without eosin.This gives the pale blue staining to the cells, but it is lessdistinct than in the H&E‐stained sections of intestinaltissue (Figs. 4.14 and 4.15).



Fig. 4.18 Tissue from the anterior bovine vagina. Thissection illustrates the general structure of the internallining of a region of the bovine reproductive tract. Thesurface is thrown into folds and is covered by simplecolumnar epithelial cells. Notice the red‐stained, denseconnective tissue surrounding the epithelium.



Fig. 4.19 Simple columnar epithelial cells. This section is ahigher‐power (40× objective) image of the epitheliumshown in Figure 4.18. Note the layer of closely alignedepithelial cell nuclei in Figure 4.20, which shows a low‐power image of sectioned cornea.Figures 4.18 and 4.19 give examples of simple columnarepithelial cells from the reproductive tract. The complexfolding of the internal surface is evident (Fig. 4.18) and theregular arrangement of epithelial and goblet cells isapparent (Fig. 4.19).Figure 4.18 shows a tissue section from the anterior(fornix) vagina of a cow taken during the follicular phase ofthe estrus cycle. Notice the epithelium is on the internalsurface and as the higher magnification (40× objectives)



image (Fig. 4.19) shows the epithelium is also a simplecolumnar epithelium.
Stratified EpitheliumTo this point, we have considered examples of simpleepithelium with squamous, cuboidal, or columnar cells.Now let’s consider stratified epithelium types. As youshould surmise, the stratified types are better able towithstand physical trauma and wear and tear than simpleepithelial but are much less efficient at absorption. Thismeans these cells are also poorly adapted for secretion.When secretions are needed along a stratified epithelialsurface this is usually accomplished by the presence ofexocrine glands that are located inferior to the epithelialsurface. Ducts that radiate from the glandular cells to thesurfaces provide needed secretions. However, most of thelubrication for these internal epithelial surfaces is providedby goblet cells. As mucus accumulates in the cells, theyeventually rupture to release their contents.Remember that with stratified epithelium, the classificationdepends on the shape of the epithelial cells on the outersurface, adjacent to the lumen or free surface. The firstimage in this series (Fig. 4.20) is a section through thecornea taken at a very low magnification (4×) objective.The outside of the cornea is covered by a stratifiedsquamous epithelium and the inside by a simple squamousepithelium. The bulk of the corneal structure (arrow)consists of collagen fibers arranged in lamella that areparallel to each other along with some scatteredfibroblasts.



Fig. 4.20 Low‐power image of sectioned cornea. At thismagnification, no cellular detail is visible, but it is apparentthe outer cell layer is thicker than on the inside (stratifiedvs. simple epithelial layers).



Fig. 4.21 Stratified squamous epithelium cornea. Thishigher magnification view of the outside of the corneashows several layers of epithelial cells. The outermostlayers are highly flattened. Within the body of the cornea,there is the faintly stained nucleus of a fibroblast (right).The outer stratified squamous epithelium of the cornea isabout five cells thick (Fig. 4.21). The basal cells appear ascubes or polyhedrons, but the cells are progressivelyflattened as they migrate to the surface. Because theoutermost cell layer is flatted, the classification is stratifiedsquamous. Can you detect any of the fibroblast nuclei inthe underlying substantia propria (the name given to thebulk of the corneal tissue)? Figure 4.22 shows the epitheliallayer on the inner surface also at higher magnification. Thecells are in a single layer, and they are highly flattened, so



it is an example of simple squamous epithelium. Anotherarea where this epithelial type appears is on the internalsurface of the lung alveoli. What better way to promoterapid diffusion of gases than with a single layer of thinepithelial cells?Figure 4.23 provides another very common example ofstratified squamous epithelium. The section is from aninternal body opening that is moist but requires protection.Examples of this type of epithelium would include the lip,mouth, posterior vagina, and anus. The bracketed areaindicates the epithelial portion of the tissue; the lowerportion of the image is the connective tissue or stroma.Notice the multiple layers of cells but the fact that theoutermost layer of cells is flattened (arrows), therefore, thestratified squamous classification. In contrast to areas thatare moist, the skin also needs the protection provided bymultiple layers of cells, but the excess loss of moisture canbe a problem for many animals. Figure 4.24 shows thebeginnings of the keratinization process. The number ofcell layers and classification is similar except that there isnow a layer of keratin (a cellular protein) and a layer ofprogressively dying cells. This keratin layer providesprotection. As a specific example, the keratin that isproduced in the teat opening of lactating cows is a veryimportant protection against mastitis. In experiments inwhich keratin has been artificially removed, the incidenceof mastitis is markedly increased. Figure 4.25 shows amore extreme example of the protection that is provided bykeratinization in the skin. Here dead and dying cells form avery distinct outer layer (between the brackets) thatmarkedly increases protection against abrasion. The layeris especially increased in skin areas subjected to pressure.Figure 4.26 shows some of the cellular features of skin athigher magnification. Here you can begin to see stainingand morphological characteristics that allow the epithelial



cells in varying strata within the epithelium to bedistinguished. These will be described in more detail in ourdiscussion of the integumentary system.



Fig. 4.22 Simple squamous epithelium cornea. At highermagnification, only a single layer of highly flattenedepithelial cells is apparent on the internal corneal surface.As in the previous figure, there is also a faintly stainedfibroblast nucleus within the lamellae of the cornea.



Fig. 4.23 Nonkeratinized stratified squamous epithelium.This tissue sample from just inside the bovine oral cavityshows the hallmarks of stratification, that is, multiplelayers of epithelial cells (bracket area). The outermostlayers of visible cells are highly flattened (arrows), thus thesquamous classification. The lower area of tissue isconnective tissue.



Fig. 4.24 Keratinized stratified squamous epithelium. Thistissue sample from just inside the bovine reproductive tractshows the beginnings of keratinization. The outer visiblelayer of cells is highly flattened and more darkly stained.There are also strands of keratin fibers near the surface ofthe tissue.



Fig. 4.25 Low‐power section of skin. This low‐power imageshows a section of skin from a region with high friction andpressure. The outermost layer called the stratum corneum(brackets) can account for 75% of the total epithelialthickness. It is composed of keratin and thickened plasmamembranes from multiple layers of dead cells.



Fig. 4.26 High‐power section of skin. In this highermagnification, you can see some of the morphologicalcharacteristics that distinguish other strata in theepithelium. For example, the dark‐stained boundary (upperarrow) at the lower edge of the stratum corneum is calledthe stratum granulosum because of the presence ofkeratohyaline granules. The bulk of the cells is in thestratum spinosum (brackets) and is bounded by the stratumbasale (lower arrows), which appear as lighter, stainingcells occurring just before the connective tissue in thedermis.Other types of stratified epithelium occur on the internalsurfaces of some of the larger tubular structures in thebody, that is, the trachea, reproductive tract, and bladder.These will be considered in subsequent slides. Stratifiedcuboidal epithelium is usually associated with various



exocrine glands, in which secretions made by the secretorycells of the gland must be transported through ducts to beemptied. The cells, which compose the walls of the ducts,generally do not produce secretions themselves but providea passageway for products to the site of secretion.Exceptions include the ductal cells of the salivary gland andpancreas, which can act to modify secretions produced bythe acinar cells. Figure 4.27 illustrates a cross sectionthrough a duct leading from a sweat gland. Note theroughly double layer of epithelial cells. The tissuesurrounding the duct is mostly collagen fibrils and otherextracellular matrix materials, a few fibroblasts, and bloodvessel cells.The cells in Figure 4.28 illustrate a type of epitheliumfound in the trachea and areas of the reproductive tract.These are pseudostratified because although the cellsappear to be residing in multiple layers, each of theepithelial cells is anchored to the basement membrane.This may only be by a thin projection of cytoplasm butbecause all the cells are attached the layer only appears tobe stratified. The sample is from the oviduct of a cow.Clusters of cilia are evident as tufts protruding from theapical ends of the cells.



Fig. 4.27 Duct cross section. A portion of tissue from asebaceous gland is shown. The cross‐sectioned duct showsan example of stratified cuboidal epithelium. It is typical ofthe structure of various ducts of exocrine glands.



Fig. 4.28 Pseudostratified columnar epithelium. Thisimage is from a section of the oviduct of a cow. Only oneside of the oviduct is shown with the surface epithelialprojecting into the lumen. The nuclei stained in darkblueish purple appear to be aligned in multiple layers.However, all the individual cells are anchored in the regionof the basement membrane. For this reason, the cells areclassified as pseudostratified (false stratification). Theshape of the cells is columnar. In addition, these cellsexhibit a surface specialization, the presence of cilia. Herethey were clumped into tufts when the tissue sample wasprocessed.The drawing provided in Figure 4.29 illustrates thearrangement of pseudostratified epithelial cells. Again, the



nuclei appear at various layers, but all are attached to thebasement membrane. It is also usual for this epithelial typeto have goblet cells and cilia. Another example ofpseudostratified columnar epithelium is shown in Figure4.30. This sample is a cross section through the epididymisof a bull. In this tissue, there is a more complex surfacespecialization, called stereocilia. These structures, similarbut more elaborate than simple cilia, are evident as theelongated spikes that protrude into the lumenal space ofthe tubule. The center of the lumen is also filled with storedspermatozoa, a highly specialized epithelial cell.The final epithelial type (Fig. 4.31) we will consider istransitional. This type appears in the lining of the bladderand it is unique because its appearance changes as thebladder expands and contracts. When relatively empty theepithelium is similar in appearance to non‐keratinizedstratified squamous. As the bladder fills, the expansionreduces the number of apparent cell layers. In the non‐distended state, the rounded surfaces of the epithelial cellsseem to protrude into the lumenal space. Notice the crosssection of the vein and artery just below the epithelium.The nuclei of the larger circumference of the vein (upper)also provide an excellent example of simple squamousepithelium.



Fig. 4.29 Drawing of a pseudostratified epithelium.



Fig. 4.30 Pseudostratified epithelium bovine epididymis.These epithelia have stereocilia that protrude from theapical cell surfaces into the lumenal space. The movementof these stereocilia maintains the flow of maturing spermcells in the reproductive tract. Compacted sperm cellsappear as dark clusters in the center of the lumenal space.

Fig. 4.31 Transitional epithelium bladder. The appearanceof this epithelial layer changes related to the degree ofstretching. As the bladder or other areas of the urinarytract expand, the apparent number of epithelial cell layersdecreases until the pressure is relieved.



Epithelial Cell JunctionsAlong the adjoining borders of epithelial cells, there arespecialized cell junctions. These are regions or sites wheresome special contact between cells can be recognized.Three functional classes of junctional complexes include:(1) occluding junctions, (2) anchoring junctions, (3) andcommunicating junctions. Some of the communicatingjunctions, for example, the gap junction, also appear inother cell types. However, because of the importance ofepithelial tissue in creating tissue compartments orbarriers, it is important to understand the role of celljunctions in this process. To illustrate the idea of barriers,consider the differences between milk and blood. Bloodcirculates throughout the mammary gland within thecapillaries just underneath the secretory epithelial cells ofthe mammary alveolus (see Fig. 4.8). However, thecomposition of blood or interstitial fluids and milk is verydifferent. The same is true for the fluid environment of thegut lumen compared with the composition of the interstitialfluid of the lacteals in the villi of the intestine. How arethese differences developed and maintained? This is wherejunctional complexes come into play.In circumstances where it is necessary to maintain a sealbetween epithelial cells, the lateral margins of the cellsbecome fused together along a system of membrane ridgesbetween adjacent cells. These ridges extend completelyaround the perimeter of the cells to create a sort of beltlocated near the apical ends of the cells. These junctionalcomplexes are called zona occludens or tight junctions toindicate that they produce an effective barrier. Forexample, during the latter stages of mammary developmentin the pregnant heifer, the approach of parturition signalsboth the structural differentiation of the alveolar cells andthe maturation of tight junctions between the cells.Increases in circulating glucocorticoids, along with



declining progesterone, seem to be especially important.Once this occurs, paracellular (transport of componentsbetween the cells) is dramatically reduced. This creates aneffective blood–milk barrier so that transfer of serumcomponents into milk or milk constituents into blood isminimized. This does not mean that transport cannot occurbut that wholesale leakage is prevented. The effectivenessof this barrier function is readily apparent from a study ofsecretions obtained from animals with acute mastitis orexperimental treatments known to disrupt the tightjunctions. One of the effects of this disruption is theappearance of serum proteins in milk, for example,albumin. Conversely, these situations also allow abruptincreases in the appearance of lactose and α‐lactalbumin(and likely other milk components) in serum.Adhering junctions are a second class of membranespecializations that act to anchor epithelial cells together.These complexes also appear as bands or belts thatcircumnavigate the perimeter of the cells below the level ofthe tight junctions. In intestinal epithelial cells, thesecomplexes are called zona adherens. As you traverse alongthe lateral membrane toward the basal end of the cell, asecond type of adhering junction, the desmosome ormacula adherens appears. Anchoring junctions are widelydistributed and allow the epithelium to maintain structuralintegrity by linking cells together and linking cells to theunderlying extracellular matrix. These complexes areplentiful in tissues that are subjected to mechanical stress,for example, skin. The adherens junctions are focal pointswhere actin filaments attach to the junctional proteins. Ingeneral terms, there are two basic parts of thesecomplexes. The intracellular attachment proteins create aplaque or thickening on the cytoplasmic side of the cellmembrane and provide sites for the attachment ofcytoskeleton proteins and transmembrane linker proteins.



The transmembrane linker proteins have cytoplasmic tailsthat attach to the plaque, but the extracellular domains ofthe proteins interact with the extracellular domains ofadjacent junction proteins or with other extracellularmatrix proteins, that is, hemidesmosomes. In the case ofthe adhesion belts in epithelial sheets, the complexes incompanion cells are directly opposed. The transmembranelinker protein is a member of a family of Ca2+‐dependentproteins called cadherins. The plaque or adhesion beltthrough the actions of several linker proteins (catenin,vinculin, and others) binds bundles of actin fibers thatradiate into the cytoplasm interacting with thecytoskeleton. It is thought that changes in the orientationand contraction of these bundles explain the folding ofepithelial sheets to create tubular structures duringdevelopment.Desmosomes, unlike the bands of the zona adherens, arelimited to spots or patches of the membrane betweenadjacent cells. They could be envisioned as spot welds orsmall dollops of glue to help bind adjacent epithelial cellstogether. To carry this analogy a bit further, the zonaadherens could be thought of as miniature packing strapsthat bind the epithelial cells. Both the zona adherens anddesmosomes are closely associated with microfilamentswithin the cytoskeleton of two cells that are linked. Avariant of the desmosome the hemidesmosome has thestructure of only half a desmosome. This complex serves toanchor the epithelial cells to the underlying basementmembrane. For desmosomes, the transmembrane linkerproteins also belong to the cadherin family of proteins, butthe specific intracellular protein associated with the plaquevaries. In most cells, these are keratin filaments but desminfilaments fulfill the same function in cardiac cells.



Fig. 4.32 Cellular junctions. Tight junctions (1) serve toeffectively seal the apical from the basal surfaces of theepithelium. Notice that apical or basal molecules penetratebetween the cells only to the region of the junction.Desmosomes (2) act to link cells together something likespot welds, while hemidesmosomes anchor the cells toextracellular matrix molecules. Adhesion belts are notillustrated but would typically occur in the region justbelow the tight junctions.A final type of structure is the gap junction. In thisinstance, proteins aligned in neighboring cells essentiallycreate pores that pass from one cell to the other. This canbe imagined as small pipes passing between two adjacentapartments. Gap junctions appear not just in epithelialtissue but are prominent in cardiac muscle, some types ofsmooth muscle cells, and between cells of the nervoussystem. Gap junctions allow for the direct passage of small



molecules (typically less than 300 MW) between cells. Thisis important for cell‐to‐cell communication and rapidresponses necessary for nerve function and musclecontraction. We will discuss the specific physiologicalevents related to cell junctions in subsequent chapters. Astylized view of cellular junctions is provided in Figure4.32. Figure 4.33 illustrates the structure of the gapjunction.Gap junctions are composed of transmembrane proteinscalled connexins. When arranged to create a complex, sixconnexin proteins align to form a pore or channel called aconnexon. As illustrated in the upper panel, whenconnexons of two adjacent cells become aligned, theycreate an aqueous pore that connects the two cells.However, unlike tight junctions, the outer leaflets of theadjacent cells are not fused. Gap junctions can alsoalternate between open and closed states. For example, adecrease in pH or an increase in Ca2+ concentrationpromotes closure. Consequently, the functionality of gapjunctions can be regulated.



Fig. 4.33 Gap junction structure.
Glandular Epithelial TypesNumerous glands serve multiple physiological functions.The simplest classification of glands is based on thenumber of cells. The single or unicellular gland representedby mucus‐secreting goblet cells is the most rudimentary.Multicellular glands include two subtypes: (1) exocrine and(2) endocrine glands. Exocrine glands are familiarexamples, that is, salivary or mammary glands, in whichproducts or secretions made by the epithelial cells aretransported via a duct to be emptied. Endocrine glands, incontrast, are ductless. Hormones produced from these



secretory cells are captured by capillaries surrounding thetissue and transported to target tissues throughout thebody. We will consider the structure and function ofendocrine glands in subsequent chapters.In addition to the structural organization of multicellularexocrine glands, there are also differences in howsecretions are released from the cells. Early anatomiststried to define the origin of the mammary gland byclassifying the secretion mechanism for the secretory cells.To illustrate, sebaceous glands exhibit a holocrine mode ofsecretion in which cells are ruptured and sloughed tobecome a part of the secretion. Sweat glands follow anapocrine mode of secretion in which only portions of thecells are lost so that individual cells are capable of periodicsecretion. Other glands follow a merocrine mode ofsecretion in which products are secreted, but the secretorycells remain intact. Mammary cells follow both apocrineand merocrine modes of secretion. Specifically, as lipiddroplets form in the cytoplasm of the cells, these dropletsprogressively enlarge, migrate to the apical end of the cell,and protrude into the alveolar lumen until the membrane‐bound droplets pinch off to become the butterfat of milk.Because the membrane surrounding the lipid droplet isderived from the plasma membrane of the cell, a portion ofthe cell is lost to become a part of the cellular secretion.This is an example of an apocrine mode of secretion. Forsecretion of specific milk proteins and lactose, theseproducts are packaged into secretory vesicles in the Golgiapparatus. These vesicles both singly or in chains fuse withthe apical plasma membrane and release their contents viaexocytosis. Because only the secretory vesicle contents arelost from the cell, this mode of secretion is merocrine. Thedetails for secretion patterns of mammary cells were notsettled until mammary tissue from lactating mammals wasstudied with transmission electron microscopy in the early



1960s. Thus, attempts to determine the phylogeny of themammary glands based solely on secretion patterns werefutile. It seems likely that the primitive mammary glandarose from a hybrid combination of both types of glandularcells. Diagrams showing holocrine, merocrine, andapocrine modes of secretion are shown in Figure 4.34.Epithelial glands follow several distinct patterns ofdevelopment based on the arrangement of cells within thesecreting unit of the gland. Simple glands have a duct thatopens onto a surface. Usually, cells that create the ductopening or neck are nonsecretory and serve as apassageway for products made deeper within the gland.The shape of the gland mimics the shape of tubes orrounded flasks called alveoli or acini. The presence of asingle glandular unit denotes a simple gland. Depending onthe shape of the secretory structure, the gland is classifiedas simple tubular or simple alveolar. By contrast,compound glands are branched with multiple secretoryunits opening into a duct. Depending on the specifics of thesecretory units, glands are classified as compound tubular,alveolar, or tubuloalveolar. Mammary glands are compoundalveolar glands. Various arrangements of the cells withinglands are illustrated in Figure 4.35.





Fig. 4.34 Mechanisms of cellular secretion. In holocrinesecretion, secretory products accumulate until the cellruptures and secretions are released. In the merocrinemode, membrane‐bound secretory vesicles move the cellmargin, fuse with the plasma membrane, and release thecontents by exocytosis so that only the contents of thevesicles are lost. In apocrine secretion, accumulatingdroplets of product protrude from the plasma membraneand are progressively lost as membrane‐bound vesicles.Because the membrane is directly derived from the plasmamembrane, a portion of the cell is lost in the secretion.



Fig. 4.35 Glandular structures. Simple tubular or simplealveolar glands (upper left and right) are essentiallycellular pipes lined by epithelial cells (illustrated by thedarker green). Cells near the opening that form the neck ofthe bottle‐like structure are usually nonsecreting cells.They create the passageway for products to be secreted.Epithelial cells located deeper within the structure produceand secrete the glandular secretions (illustrated by thedark spots). Secretions are released in the lumen spaces ofthe glands (lighter green) to make their way out of thegland. Differences in the morphology of tubular versusalveolar glands indicate differences in the shape (tube‐likevs. flask‐like) of the portion of the gland that containssecretory cells. Compound glands simply have multiplesecreting units that empty into common ducts. Can youvisualize the appearance of a compound tubuloalveolargland?The type of products they secrete also distinguishessubclasses of exocrine glands. Mucus glands produce aviscous glycoprotein mixture called mucus. Serous glandsproduce a watery or whey‐like secretion that containsenzymes. The exocrine portion of the pancreas is anexample. Some glands (e.g., parotid salivary glands)produce both types of secretions because they contain amixture of mucus and serous cells. In typical H&E‐stainedsections, mucous secretory units are very pale stainedcompared with the serous secretory units. The serous cellsusually have an intense basophilic staining of the basalareas of the cells. This is because of the abundant amountsof endoplasmic reticulum, as the cells are activelyproducing proteins for secretion. The pale‐staining mucus‐secreting cells typically have a flattened nucleus with mostof the area of the cells packed with vacuoles containingmucus. Examples are illustrated in Figure 4.36 (Box 4.2).



Fig. 4.36 Serous and mucous glands. Panel (A) shows anarea of pancreatic tissue. These serous‐type cells exhibitabundant red‐staining secretory granules in the apicalregions of the cells (arrows) as well as densely basalcytoplasm (brackets). Panel (B) shows a portion of thesalivary gland; the pale cells are mucus‐secreting cells andthe surrounding darker‐stained cells are serous secretoryunits.
Box 4.2 Tissues, cells, and technology

Just as microchips and computer technology haverevolutionized communications, advances in digitalimaging, microscopy, and software for the analysis ofimages are also dramatically changing the informationthat can be obtained from the study of tissues and cells.Many of you are likely aware of western blottingtechniques that allow the detection and quantitation ofproteins that are first separated by electrophoresis andthen transferred to membranes. Proteins are thenidentified based on their molecular weights as well asvisual detection of enzyme‐linked or fluorescence‐taggedantibodies. Not only is it possible to identify the protein



in question but the amount of the protein present in thesample is proportional to the signal produced.Ellis et al. (2012) describe such techniques to evaluatechanges in mammary development (specificallyontogeny of myoepithelial cells) and perhaps moreimportantly indicate the growing importance of imagingin the animal and biological sciences and the need fortraining of new scientists to take advantage of theseemerging technologies.Similarly, marked leaps in technologies to study theexpression of literally thousands of genes simultaneouslyhave produced a dizzying array of data that requirecomplex computer analysis for summarization and thebeginning of understanding. The incorporation ofmultiple molecular techniques with bioinformatics hasallowed simultaneous generation of data on theexpression of mRNA, protein, and metabolites on verylarge scales. Some of these efforts specific to farmanimals are outlined by Loor and Elolimy (2022). Theseefforts demonstrate very clearly the complexity ofunderstanding the integrated details of physiologicalresponses of our animals and at the same time the hopethat such integrated efforts will lead to a more completeunderstanding of needs, requirements, and solutions toproblems of animal health and performance.
Connective TissueThe term connective tissue is used in several contexts.First, it is a general name for a diverse collection of tissueswith varying functions. This includes the connective tissuesproper, outlined below, as well as several specializedtissues. Although connective tissue histology is extremely



varied, there are nonetheless generalities that can be madeto compare these tissues with others. One of the mostapparent is that the relative density of cells is much lessthan in epithelial tissue. As the name implies connectivetissues serve to support, unify, and “connect” other tissuesto allow the creation of more complex tissues and organs.The “connecting” properties of connective tissues dependon products (largely proteins and complex carbohydrates)synthesized and secreted by connective tissue cells.Connective tissue cells (derived from the mesodermalgerminal layer) become surrounded by their products sothat they are “suspended” in a sea of their own making. Tosummarize, connective tissue consists of cells andextracellular fibers (protein polymers) embedded in amatrix consisting of ground substance and fluid. Thesefibers are divided into one of three types: collagen,reticular, or elastic. If you imagine a gelatin dessert withbits of string, scattered hair, and perhaps some fine paperfibers you will have a reasonable mental image of theextracellular matrix of many connective tissues. Now inyour imaginary connective tissue, add a random suspensionof small raisins to represent connective tissue cells(primarily fibroblasts) and you have an idea of thecomposition.One final idea related to the cells that are present is thatsome are considered fixed, that is, they are alwaysconstituents of the connective tissue, that is, fibroblasts orosteoblasts in bone, for example. Other cells calledwandering cells, various blood‐derived cells, macrophages,neutrophils, plasma cells, and so forth, may be present aswell.When tissues are fixed, embedded, and prepared forhistological examination, the material between cells cansometimes appear as empty space, but this is far from thetruth. When more specialized stains are used, many of



these specialized products can be readily visualized. Ourpurpose is to simply introduce you to the idea of connectivetissues and to provide some examples of the many varietiesof connective tissues.
Classification of Connective TissueIt is not easy to formulate a classification of connectivetissue that is adequate for all situations. However, someorganization of types of connective tissues helps thelearning process by producing at least a general frame ofreference. General connective tissues, called properconnective tissues, are divided into loose, dense regular,and dense irregular types. The primary distinction here iswith the arrangement and relative number of fibersbetween the connective tissue cells. The loose connectivetissue contains aggregates of loosely arranged fibers and arelatively large number of cells. Loose connective tissueshave many fibroblasts but many other cells as well. A majorsite of loose connective tissue is just below the variousepithelial layers that cover internal and external bodysurfaces. These are sites where antigens and other foreignmaterials can be present; it should not be surprising thatmany of the other cell types in loose connective tissue arethe “wandering” immune‐related cells that migrate fromlocal capillaries.



Fig. 4.37 Mesentery spread. The mesentery, which servesto anchor and support the loops of the digestive tract, isvery thin. Many of the very thin fibers (E) are elastin fibers,while the thicker pink fibers are collagen (C). Some of thedark specks are nuclei of fibroblasts (arrows).Dense connective tissue has more abundant, thicker fibersbut not as many cells. The most abundant cell type isusually the fibroblast, the cell responsible for the synthesisand secretion of the proteins of the fibers. Dense irregularconnective tissue is found in the protective capsules aroundorgans and surrounding developing glands. Dense regularconnective tissue is more specialized, in that the regulararrangement of fibers is important in providing strength asin tendons and ligaments. Other specialized connectivetissues that will be briefly described and illustrated includecartilage, bone, adipose, and blood.



The first illustration in this section (Fig. 4.37) shows asimple mesenteric spread. This image of fixed stainedtissue that anchors and protects the intestinesdemonstrates many of the general features of connectivetissues, namely, the presence of extracellular fibers, spacebetween cells, and varying types of cells.Not surprisingly, there is some gray area in deciding thedifference between loose and dense connective tissues.How compact must the material be to be considered dense?The tissue just underneath many epithelial surfaces, forexample, the skin or areas of the reproductive tract, isloose connective tissue but there is certainly variation. Theimmature mammary gland provides good examples of thisvariation. The connective tissue immediately adjacent tothe ducts (intralobular) is less dense than the connectivetissue some distance away from the developing ducts(interlobular). Other organs also have abundant areas ofconnective tissue. Figure 4.38 shows a section of thepancreas. The epithelial tissue to the upper left is part ofthe exocrine glandular tissue of the organ. The pale pinktissue to the right is a region of loose connective tissue thatsupports and anchors the glandular structure. Notice thatrelatively little detail or apparent cells appear in thisregion. Collagen fibrils and other extracellular matrixproteins and ground substances occupy most of the space.The scattered fibroblasts and other cells only becomeapparent at higher magnification. Figure 4.39 illustrates anarea of similar loose connective tissue from the bovinemammary gland.



Fig. 4.38 Loose connective tissue (CT). This image fromthe pancreas illustrates the general features of the looseCT present under the epithelial regions of many tissues.The low magnification of this image of H&E‐stained tissueshows only the amorphous pink of faintly stained collagenfibrils and scattered fibroblast nuclei in the region adjacentto the glandular tissue.



Fig. 4.39 Loose connective tissue bovine mammary. Thisimage illustrates an area of loose connective tissue fromthe bovine mammary gland. Notice the similarity with thetissue from the pancreas. However, this section also showsan area with a cluster of adipocytes or adipose tissue, aspecialized type of connective tissue, in addition to theband of pinkish connective tissue in the center of theimage.At higher magnification (Fig. 4.40), some of the fibroblastnuclei become apparent and the swirls of light pink stainedcollagen fibrils and other more amorphous proteins can beseen. Many of the fibroblasts are so closely aligned with thecollage fibrils that it is difficult to distinguish between thecell cytoplasm and the extracellular matrix. This is



especially true for paraffin‐embedded tissues. However, thedarkly stained nuclei of various cells stand out in thepreparation. The next example (Fig. 4.41) shows a sampleof dense and loose connective tissue in the same specimen.However, there is a difference. This tissue section has beenstained with a dye called Sirius Red and counter‐stainedwith another dye called Fast Green. In this preparation, thecollagen appears as bright red, wavy fibers, and theepithelium is stained a faint bluish‐green but there is littledetail for the epithelium because there is not a specificnuclear stain.



Fig. 4.40 Loose connective tissue detail. An example ofloose connective tissue for the mammary gland of a cow isshown at higher magnification. Most of the darkly stainednuclei are from fibroblasts. The pink, somewhat wavypattern is largely from collagen fibrils.



Fig. 4.41 Sirius Red‐stained connective tissue. Examples ofloose (LC), compared with dense (DC), irregular areindicated. Cross sections of epithelial ducts appear a faintpale bluish‐green color.



Fig. 4.42 Dense irregular connective tissue. Denseirregular versus loose connective tissue is contrasted withloose connective tissue in this image from the developingmammary gland of a heifer.The higher magnification image shown in Figure 4.42 alsoillustrates the difference between dense irregular and looseconnective tissue. It is easy to see that it is largely a matterof degree. The red collagen fibers appear in both regionsbut just underneath the epithelial surface of a largeepithelial duct (to the upper left) the fibers are much moreapparent. The very pale blue structures embedded in thisdense collagen matrix are mostly the nuclei of fibroblasts.As you might suspect, dense connective tissue is especiallystrong because of the abundant fibers. A subclass of dense



connective tissue, dense regular connective tissue, is foundin tendons and ligaments. This tissue gets its name becauseof collagen and other fibers that are uniformly arranged.This is easy to imagine in a tendon or ligament where thereis a need for great tensile strength, usually along aparticular axis. In fact, injuries and tears to ligaments areespecially common when forces are applied perpendicularto the direction in which the fibers are oriented. Figure4.43 illustrates a histological section through a portion of atendon. The staining is not specialized for the detection ofcollagen or other fibers (H&E staining), so it is difficult todistinguish individual fibers or fibroblasts, but the generalregular orientation of the fibers is evident from top tobottom in this image.Figure 4.44 shows a tissue section through a part of a largeartery. The lumen of the artery is to the upper right. Thestaining in this image, indicated by the wavy back lines,around the circumference of the artery indicates thepresence of many elastin fibers. It is certainly easy toimagine how important these connective tissue fibers arewith the changes in pressure and volume that arteriesexperience.



Fig. 4.43 Histology of a tendon. This section through aportion of a tendon demonstrates the largely directional,parallel orientation of the fibers from top to bottom. Thiscorresponds with the direction of greatest strength.Fibroblast nuclei (F) are very difficult to detect, and theirpale, blue‐stained nuclei seem to blend with the generalstructure of the fibers. An approximate longitudinal cutthrough a capillary (CAP) is also indicated.



Fig. 4.44 Elastin fibers. This is a section through the wallof a large artery. In this specimen, the sample has beenstained with a special dye to emphasize elastic fibers. Theyappear as black wavy lines (E) oriented around thecircumference of the artery. Given the need for manyarteries to expand and recoil in response to changes inblood pressure, it is easy to rationalize the function of thesefibers.The image in Figure 4.45 shows the result ofimmunostaining for the presence of one of the subclasses ofcollagen in the developing tissue of the bovine mammarygland. In this procedure, an antibody specific for type IVcollagen was incubated with the tissue section, and thenthe location of the bound antibody was detected by using a



secondary antibody linked with an enzyme. When theenzyme is activated in the presence of an appropriatesubstrate, a reaction product is deposited at the site(s)where the antibody is bound. In this specimen, you can seethat type IV collagen is almost exclusively located aroundthe endothelial cells of blood vessels. The use ofimmunocytochemistry provides a powerful tool to studydetails of tissue development. If you compare the veryevident red stain for “total” collagen fibers in Figures 4.41and 4.42 with the restricted expression of collagen type IVin Figure 4.46, you can see that the distribution of type IVcollagen is very concentrated or localized. In fact, type IVcollagen is most often expressed in the basal lamina. Thisexplains its abundance around the endothelial cells of thecapillaries but its apparent absence around the developingepithelial ducts in the tissue is somewhat surprising. It maybe that basal lamina associated with epithelium does notfully mature until later in development. This is furthersuggested by the image shown in Figure 4.46, which showsstaining for expression of type IV collagen in the mammarytissue of a lactating cow. In this case, the expression occursaround the blood vessels as well as the secretory alveoli.This supports the idea that the basal lamina is not fullydeveloped until major ducts and/or the alveoli are fullyformed. The point here is to show how these histologytechniques can provide information about tissue growth,development, and ultimately physiological function. Othercollagens include types I, II, and III. Type I is associatedwith connective tissues of skin, bone, tendon, andligaments. Type II is predominating in cartilage and type IIIin fetal tissues and connective tissue capsules aroundvarious organs.



Fig. 4.45 Collagen immunocytochemistry. This specimen isan immunocytochemical preparation showing theexpression of type IV collagen in the developing mammarygland. The brown staining (where antibodies againstcollagen type IV are located) indicates the location of thisprotein. Notice that it is almost exclusively located aroundblood vessel endothelial cells as part of the basal lamina ofthese vessels.



Fig. 4.46 Type IV collagen. Immunostaining for type IVcollagen in mammary tissue from a lactating cow is shown.In this functionally and developmentally mature tissue,there is a marked expression of type IV collagen around thebasal lamina (BL) immediately adjacent to the epithelialcells of the alveoli as well as blood vessels (A). Figure inset(B) at higher magnification (oil immersion) makes theexpression around both regions evident. In the center ofthe figure, there is a cross section through a capillary, withthree nuclei of endothelial cells evident (BV and arrows).Other arrows (ME and arrows) indicate staining associatedwith the basal lamina of the mammary epithelial cells.
Specialized Connective TissuesAdipose tissue is a specialized connective tissue consistingof fat‐storing cells called adipocytes. There are two types ofadipose tissue: white (or unilocular) and brown (ormultilocular). In well‐nourished animals (or people),adipose tissue forms a nearly continuous layer within theconnective tissue underneath the skin. It is calledpanniculus adiposus and is part of the hypodermis. It isgenerally believed that adipocytes are derived from themesenchymal cells of the mesoderm germinal layer.Unilocular adipocytes are often large 100 μm or more in



diameter. The size reflects the accumulation of a large lipiddroplet that occupies most of the cell area. This causes thenucleus and most of the cytoplasm to be pushed to one sideof the cell so that the cells are often described as having asignet ring appearance. In most histological preparations,the lipid is lost because of the solvents (ethanol and xylene)used to prepare the tissue for embedding in paraffin orplastic. White adipose tissue is the most abundant. Brownor multilocular adipose tissue is less common but is presentin large amounts in hibernating animals. In other animals,it is relatively more common in newborn and younganimals. Unlike much of the lipid that is mobilized bylipolysis to produce ATP from white adipose tissue, brownadipose tissue adipocytes have mitochondria that haveevolved to use most of the mobilized lipid to produce heatenergy rather than ATP. This probably explains theimportance of these specialized cells in hibernating animalsand in newborns where the maintenance of body heat is socritical. The importance of adipose tissue in overall healthand relationships with immune function and inflammationhas become increasingly clear in recent years (Bradfordand Contreras, 2024).The following series of slides show examples of whiteadipose tissue. Figures 4.47 and 4.48 illustrate the generalstructure of adipose tissue at a relatively low magnification.Both images are from samples embedded in paraffin.Figure 4.49 illustrates a special case; here some of the lipidwas retained in the tissue. When stained with osmiumtetroxide, which has a very high affinity for lipids, the fatremaining in some of the adipocytes appears as very darkblack spheres.As indicated in an earlier section, samples prepared andembedded in paraffin or samples from frozen tissues areusually relatively thick 4–7 μm, so some details of cellularstructure are difficult to see. Figures 4.50 and 4.51 provide



images of sections of white adipose from samplesembedded in plastic. The stains used are different (H&E vs.Azure II) but more importantly, plastic‐embedded sectionscan routinely be cut at 1 μm or less. The difference incellular detail between paraffin and plastic embedding isstriking but especially so with actively secreting epithelialcells, that is, pancreas, liver, mammary gland, and so forth.



Fig. 4.47 Low‐power adipose. This is a low‐magnificationview (10× objective with 10× eyepiece, i.e., 100‐fold) ofwhite adipose tissue. The essential feature is theappearance of lots of seemingly closely packed, circularstructures, which are the profiles of sectioned adipocytes.Remember, in the living tissue, the spaces would have beenoccupied by lipid droplets. The other prominent featuresare several bands of connective tissue, which appear hereas pink bands (CT). At higher magnification (Fig. 4.48), thecellular organization becomes more apparent.



Fig. 4.48 Adipose tissue, paraffin, high magnification.Here, cellular organization becomes more apparent. Thereis only a small rim of cytoplasm and nuclei positioned at theperiphery of the cells.



Fig. 4.49 Adipose tissue, low‐power, osmium‐stained. Inthis case, some of the lipid was retained in the cells duringprocessing and the tissue was subsequently stained withosmium tetroxide. This chemical has a very high affinity forlipids and causes the appearance of a dense black product.Notice the darkly stained adipocytes in the lower left of thistissue section.



Fig. 4.50 Adipose tissue. Adipose tissue from a region ofthe mammary gland is shown. The tissue was embedded inplastic, sectioned at about 2 μm in thickness, and stainedwith Azure II. Cell profiles are distinct, but there is littlecytoplasm.



Fig. 4.51 Adipose tissue high magnification. In this section,portions of four adipocytes (A) are visible. The large openspaces contained stored lipids. The nucleus of oneadipocyte (arrow) appears at the rim of the cell. The upperleft has cross‐sectioned profiles of a small artery andcompanion venule. Several red blood cells appear in thelumen of the artery.Figure 4.51 shows the structure of small parts of the fourdifferent adipocytes. This image also provides someperspective on the size of these cells. The connective tissuebetween the cells has cross sections of two capillaries withseveral red blood cells. A reasonable estimate for an RBC is7 μm across its widest dimension, so the adipocytes (A) incomparison are clearly many times larger. The nucleus of



one of the adipocytes is also apparently compressed to oneedge of the cell. Nuclei for the other adipocytes do notappear in this image.The structure of other specialized connective tissues will bediscussed as we consider specific systems. It is worthintroducing bone and cartilage. In the case of the longbones of the limbs, for example, tibia and humerus, theybegin as cartilage models (essentially miniature versions)in the fetus. As the animal develops, the cartilage isprogressively replaced by bone in a process calledendochondral ossification. Three cartilage types can bedistinguished. These, in order of abundance, are hyaline,fibrocartilage, and elastic cartilage. Hyaline cartilage isgrossly characterized by the presence of a shiny, milkglass‐like homogenous matrix. It should be familiar to youas the cartilage that appears at the end of a chicken leg orthe gristle you sometimes bite into at the edge of a chickenbreast. Cartilage very clearly illustrates the idea thatconnective tissues have relatively few cells but lots ofextracellular matrix components. However, unlike manyother connective tissues, which usually have a groundsubstance with an abundance of collagen fibrils, cartilage isalso rich in three types of proteoglycans. These complexpolymeric molecules are composed of a core protein withvarious attached glycosaminoglycan (GAG) chains. Thethree‐dimensional shape of the molecule resembles aminiature bottlebrush with the stem being the core proteinand the bristles the GAG chains. The GAGs includehyaluronic acid, chondroitin sulfate, and keratin sulfate.These sugar chains are highly charged (polar) so cartilageis very highly hydrated. This aids the cushioning associatedwith cartilage but the sparseness of cells in the maturetissue and relative lack of blood supply also explains thedifficulty of repairing injured cartilage. Figure 4.52 is anexample of hyaline cartilage from the trachea. In this



instance, these C‐shaped rings of cartilage (with theopening of the C facing a dorsal direction) provide the rigidsupport to hold the entrance to the respiratory tract open.You may recognize the upper right edge of the tissue as anepithelial layer. Although you could not identify itscharacteristics at this level of magnification, you mightrecall that pseudostratified columnar epithelial cells coverthe respiratory tract above the level of the bronchioles. Thecartilage appears as two “islands” within the connectivetissue. As cartilage is created by chondroblasts, the cellsprogressively mature into chondrocytes as their ownproducts trap the cells. These mature chondrocytes cometo reside in spaces called lacunae.



Fig. 4.52 Section of cartilage from the trachea. This low‐power image shows the general features of the trachea. (A)The internal surface of the trachea (upper right) is coveredby epithelial cells (pseudostratified columnar epithelialcells), and just underneath, there are several mucus‐producing glands. Further into the tissue, portions ofsectioned hyaline cartilage appear (arrows). The inset (B)shows a grouping of chondrocytes in greater detail. Thecell structure is barely visible, but the nuclei appear asdistinct dots.The inset in Figure 4.52 shows a higher‐power image ofhyaline cartilage, it appears as a largely avascular field of amatrix with scattered chondrocytes. The chondrocytesproduce this matrix so that in their fully mature state, thecells are literally trapped. The spaces immediatelysurrounding the cells are called lacunae. This terminologyalso applies to bone but the cells within the spaces arecalled osteocytes. The outer covering of the cartilage iscalled the perichondrium and can be divided into an outermore protective, capsule‐like protective layer and an innerregion with more cells that are chondrogenic. These cellscan be induced to produce more active chondrocytes.Although the matrix surrounding the cells appears rather



homogenous in typical H&E‐stained sections, the matrixcontains collagenous fibrils, which add strength. Often thechondrocytes appear very close together, these are calledisogenous cell clusters because they arise from divisionfrom a single predecessor cell. Growth in this manner, withthe subsequent addition of more matrix material aroundthe cells, allows for interstitial growth of the cartilage, orgrowth within the substance of the cartilage. In contrast,the development of additional cartilage in the outerperichondrium leads to growth at the surface calledappositional growth. This later style of developmentexplains the continued lengthening of the long bonesbefore the time of epiphyseal plate closure at puberty. Atthis time, there is cessation of the generation of newcartilage needed for appositional growth and to provide theground substance and matrix necessary for osteogenesis.Sections of the fetal mouse foot provide an excellent tissuesample to study the structure of cartilage and developingbone.In mature bone, for example, the humerus, two types ofosseous tissue can be distinguished. The outer portion ofthe bone is called compact or dense bone, and it has a verydistinctive structure. At the microscopic level, it is oftenviewed by preparing what are called ground bone samples.Essentially preserved, fixed samples are cut into very thinwafers and mounted on slides. This allows an examination,primarily of the matrix structure. The center or medullarycavity, in addition to marrow components, is composed ofan interlacing, spider web‐like component of bone calledspongy or cancellous bone. Both types of bone haveosteocytes and various other bone cells (osteoblasts andosteoclasts) but the organization of the matrix is much lessregular. Figure 4.53 shows a relatively low‐power image ofa sample of ground bone to illustrate major features, while



Figure 4.54 gives a higher magnification to show some ofthe details of osteocytes and lacunae.At higher magnification (Fig. 4.54), structures of anindividual Haversian system become apparent. The darkareas are the spaces in living bone would contain theosteocytes. Other apparent structures are the canaliculi.The bone located between the circular osteons is calledinterstitial bone.Figure 4.55 shows an area of ossification in a developingbone that is destined to be spongy bone. The irregularshape of the ossifying tissue and lack of organization withrespect to lamella are evident. The area of ossification isstained pale blue, and areas with lacunae containingtrapped osteocytes are scattered in the matrix. Areas to theoutside (stained red) are areas of bone marrow.The final type of connective tissue to consider is blood. Atfirst glance, it seems odd to think of blood as connectivetissue but once you consider that it consists of a matrix(plasma) with suspended cells, it matches our priordefinition of connective tissue. Of course, most cells areerythrocytes or red blood cells, typically 4–5 million/mm3.The white blood cells or leukocytes average 6000–9000/mm3 and are divided into two subclasses based onthe presence or absence of cellular granules, that is,granulocytes versus agranulocytes. Agranulocytes includelarge and small lymphocytes (30–35% of the total whitecells) and monocytes (3–7%). Granulocytes includeneutrophils (55–60%), eosinophils (2–5%), and basophils(0–1%). Platelets, also called thrombocytes, are smallstructures that average 200,000–400,000/mm3). Figure4.56 shows a relatively low‐power image of a blood smearto provide some perspective. There are two neutrophils andone lymphocyte in the field. RBCs greatly outnumberWBCs. Figures 4.57, 4.58, 4.59, and 4.60 show some of the



features of various leukocytes. Specifically, Figure 4.57shows a lymphocyte, Figure 4.58 shows a monocyte (theseare the agranulocytes), Figure 4.59 shows a basophil, andFigure 4.60 shows an eosinophil on the left and aneutrophil on the right.





Fig. 4.53 Compact bone low power. The structure ofcompact bone can be imagined as a series of miniaturetrees where in the center of the trunk is a canal called theHaversian canal (HC), and the rings or lamellae (Lam)represent the concentric growth rings. These Haversiansystems, or osteons (circled area), generally alignthemselves along the longitudinal axis of the long bones.Other channels called Volkmann canals (Volk) passperpendicular to intersect the central Haversian canal andlink the central passageways to provide for the entrance ofblood vessels and nerves. In compact bone, the spacesbetween lamellae are occupied by the osteocytes, whichcome to be surrounded by the matrix they have producedand secreted, much like chondrocytes in cartilage. Smallfissures, called canaliculi, also radiate out from the lacunarspaces that hold the mature osteocytes.



Fig. 4.54 Haversian canal. This high‐power image ofcompact bone shows the ring‐like lamellar structuresurrounding the Haversian canal (HC). Each ring is alamella. The dark areas are the lacunae. These spacescontain the osteocytes. Radiating away from the lacunaeare small fissures called canaliculi (Can). These spacesallow for the diffusion of nutrients and waste products.



Fig. 4.55 Ossification. This image illustrates the process ofossification in a region of spongy bone. The center (blue‐stained) area contains cartilage cells undergoingossification to become osteocytes. The surrounding areawill contain red bone marrow.
Muscle TissueEpithelial muscle and nervous tissues are sometimes calledcomposite tissues. This simply means that although thetissue primarily is composed of the cells that give the tissueits name, there is also the incorporation of at least someconnective tissue. For muscle tissue, in particular, theconnective tissue elements are essential for muscle action.



First, because of the metabolic demands of the muscletissue, availability of nutrients and capacity to get rid ofwastes are critical. The connective tissue sheaths thatsurround skeletal muscles and the connective tissue layersthat penetrate around even individual muscle cells (fibers)provide passageways for capillaries. Second, the variousconnective tissue sheaths around the outside of a muscle tothose around bundles of individual muscle fibers(epimysium, perimysium, and endomysium, respectively)means contractile elements are anchored together. Thisallows for the unified, smooth functioning of the muscle.



Fig. 4.56 Blood smear. This low‐power image shows a fieldof pale‐staining erythrocytes and several leukocytes (threeneutrophils).



Fig. 4.57 Lymphocyte. Lymphocytes have a large nuclear‐to‐cytoplasmic ratio; that is, typically only a thin rim ofcytoplasm may be evident. The nucleus is uniformly stainedroughly ovoid in shape, and cells are common in thecirculation, ∼25% of the total.



Fig. 4.58 Monocyte. Monocytes are characterized by thepresence of a kidney bean‐shaped nucleus and undernormal conditions are relatively rare, ∼2–8% of the total.



Fig. 4.59 Basophil. Basophils have abundant darkly stainedblue or purple granules (with standard basic dyes), and thecells are smaller than neutrophils or eosinophils. Thenucleus is typically lobed, and numbers are usually verylow, ∼1–2% of the total.



Fig. 4.60 Eosinophil and neutrophil. The eosinophils thatappear to the left of the image get their name from thedark staining of their granules with the red acidic dyeeosin. The nucleus is lobed but relatively rare, ∼1–2% inthe circulation. The neutrophil on the right is commonly∼50% of the total and, unlike other granulocytes, thegranules stain poorly with either basic or acidic dyes, forexample, the neutral of the name. The nucleus has two tofive lobes, a bit like beads on a string. Neutrophils are alsocalled polymorphonuclear leucocytes (PMNs) because ofthis characteristic.There are three types of muscle cells. First, the familiarskeletal or voluntary muscle is named because itscontraction is linked with the movement of the skeletalsystem. A second, cardiac muscle, shares many featureswith skeletal muscle, including the presence of striations.The third type, smooth muscle is very widely distributedand gets its name because it does not exhibit striations.Similar to epithelial tissue, muscle tissues are highlycellular but in contrast, they are also highly vascularized.Muscle cells have elegantly constructed myofilaments,primarily combinations of actin and myosin protein



filaments that allow for contraction and tissue movement.Details of muscle cell structure and the sliding filamentmodel for contraction will be described in a subsequentchapter. Our purpose in this section is to introduce thebasics of muscle tissue histology.
Skeletal MuscleAt a gross level, each skeletal muscle is a distinct unitcomposed of several tissues. The muscle cells or fiberspredominate but adequate functioning requires connectivetissue sheaths, blood vessels, and nerve fibers. One of themost unusual features of skeletal muscle cells is that theyare multinucleated. Furthermore, the internal volume ofthe cell is chiefly dedicated to the packaging of a complexarray of myofibrils. These individual myofibrils arecomposed of overlapping thin filaments, primarily made ofthe protein actin, and the thick filaments made of theprotein myosin. These myofibrils, such as tightly packedwires in a telephone cable, are arranged along thelongitudinal axis of the individual muscle cells. Let usconsider the organization of a common muscle (the biceps)cut in cross section across the belly or gaster of the muscle.Our examination would allow us to distinguish the threeconnective tissue sheaths as diagramed in Figure 4.61. Inthis diagram, the smallest circular units (dark pink) withinthe yellow background represent the individual musclecells that have been cut in cross section. The endomysiumthat surrounds individual cells is indicated by the blackoutline of each cell. The cells are grouped together infascicles, outlined in yellow, and the perimysium anchorsthese muscle bundles by the black outline around each.Groups of fascicles come together to create the muscle,which is surrounded by the epimysium. When skeletalmuscle cells are sectioned along their longitudinal axis, thehighly organized arrangement of the myofilaments is



evident by distinct banding or striations. These alternatingdark and lightly stained regions reflect areas in which onlythin filaments, thick filaments, or both overlap. Thisexplains why skeletal and cardiac muscle is also referred toas striated muscle. Some of the microscopic features ofskeletal muscle are outlined in subsequent figures as wellas the molecular organization of the contractile filaments.



Fig. 4.61 Cross section, skeletal muscle. A thin layer ofconnective tissue, the endomysium, wraps each skeletalmuscle fiber or cell. Bundles of muscle fibers, calledfascicles (outlined in yellow), are wrapped by theperimysium and the entire muscle by the epimysium, whichis continuous with the tendon that attaches skeletalmuscles to bone (Fig. 4.62).



Fig. 4.62 Cross section, skeletal muscle. The image at verylow magnification shows portions of several muscle bundlesor fascicles; profiles of individual muscle cells or fibersappear as irregular shapes within the muscle bundles.At higher magnification, with cells cut in cross section, youcan distinguish profiles of individual cells (Fig. 4.63) and,in some cases, individual myofibrils within the cells. It alsobecomes apparent that there are multiple nuclei per celland that they are located at the peripheral edges of thecell. It is only when cells are sectioned longitudinally thatstriations are seen (Fig. 4.64). However, only at very highmagnification is it possible to decipher the detail of thefilaments responsible for the banding pattern of the muscle



sarcomere (Fig. 4.65). A diagrammatic representation ofthe sarcomere is provided in Figure 4.66. Mechanics ofmuscle contraction will be discussed in a subsequentchapter.At first glance, the striations of the muscle cell fibrils seemto be repeating disks stacked along the length of the cell.However, when examined in the electron microscope (Fig.4.65), the striations clearly appear only in the myofibrils,not within the cytoplasm of the cell. The alternating darkand light bands are due to the relative density in regionswhere there are only thin or thick filaments. The pattern isvery highly ordered. This is because the fibers are linkedtogether into an organizing unit called a sarcomere. Thesarcomeres are linked together, something like train carsalong the entire length of the myofilaments. Themyofilaments are essentially repeating groups of linkedsarcomeres. The contraction process is explained by theability of the sarcomere to shorten and then relax.Regulatory details will be discussed in a subsequentchapter, but the fundamental process involved is themovement of the thinner actin filaments along the thickermyosin filaments. As indicated by the diagram in Fig. 4.66,as pairs of thin filaments (attached at the Z‐line) on eitherend of the sarcomere move toward one another, thesarcomere shortens. Since the sarcomeres are linked andthe myofibrils are anchored and the muscle cells attachedto the endomysium this results in shortening of entirebundles of muscle cells. If sufficiently stimulated the entiremuscle then contracts.



Fig. 4.63 Image of skeletal muscle cut in cross section athigh magnification, it is possible to see profiles ofindividual muscle cells and the fact that many of the cellsare multinucleated (arrows, A). Depending on thepreparation, the myofibrils may also be discernible (B).



Fig. 4.64 Skeletal muscle, longitudinal. This section fromthe bovine tongue illustrates the peripheral location ofnuclei (arrows) and the pattern of striations characteristicof skeletal muscle.

Fig. 4.65 Transmission electron microscope (EM) image,skeletal muscle. This image shows portions of severalsarcomeres. A single sarcomere is bounded on either sideby the Z‐line, the site where the thin filaments areanchored. The region bounded by the pale band is calledthe I band of the sarcomere. Notice that the I band at eachend of the sarcomere also contains the I band for theadjacent sarcomere. The darker band is the A band.Depending on the degree of contraction, a lighter band (theH band) can be seen in the center of the A band. In thissample, because the muscle was contracted at the time itwas prepared, the H band is barely visible as the thin palestripe in the center of the A band. The darker stripe (M‐line) is the location where the thick myosin filaments areanchored.





Fig. 4.66 Structure of sarcomere. A schematic view ofsarcomere shortening is shown to illustrate changingrelationships between I, A, and H bands as contractionoccurs. The thick filaments are outlined as green bundleswith protruding myosin heads and the thin filaments assimple black lines. Note that the A band stays constant butthat the H and I bands get smaller as the Z‐lines and endsof the thin filaments approach.
Cardiac MuscleSkeletal muscle and cardiac muscle are very similar. Bothhave striations and essentially identical sarcomerestructures. However, individual muscle cells (fibers) aretypically shorter and contain fewer nuclei per cell, that is,often binucleated. There are also some differences in themechanics of contraction regulation. In skeletal muscle thecalcium needed for interaction between the actin andmyosin comes from storage within the cells, thesarcoplasmic reticulum. For cardiac cells, extracellularcalcium plays a more important role than in skeletalmuscle. Moreover, although it is possible to learn to changeheart rate under special circumstances, cardiac contractionis usually considered involuntary. Control of cardiac rateand force of contraction is clearly important to supply theoxygen and nutrients necessary for varying levels ofactivity. It should be no surprise that regulation involvesclose coordination between the nervous and endocrinesystems, as discussed in our review of cardiovascularphysiology.At a histological level, cardiac cells have striations but alsofrequently are branched, nuclei are located centrally withinfibers, and groups of cells are linked longitudinally bycomplexes of gap junctions within regions calledintercalated disks. These features allow skeletal muscle



fibers to be distinguished from cardiac muscle fibers inhistological sections, as illustrated in Figure 4.67.





Fig. 4.67 Cardiac muscle. The upper panel (A) shows agroup of cardiac muscle cells cut in cross section. Inprofiles where the nucleus is present, it is located towardthe center of the cell, in contrast to skeletal muscle. Thelower panel (B) shows a longitudinal section of cardiacmuscle. Note the striations and, at the arrows, branching ofa cell. The dark bars (brackets) are intercalated disks thatjoin cells in series.
Smooth MuscleAlthough it is common to describe all muscle cells as fibers,it is easier to think of the large multinucleated skeletalmuscle cells or the cardiac cells linked by intercalateddisks as fibers in a common view. Smooth muscle cells bycomparison are small spindle‐shaped cells that taper oneither end. Like cardiac cells, smooth muscle cells have asingle centrally located nucleus. Despite their small size,groups of smooth muscle cells are physiologically vital.These cells are found in the walls of hollow viscera and inthe walls of all but the smallest blood vessels. In the wallsof many tubular visceral structures, the smooth musclecells appear in two distinct layers. For example, in themuscularis externa of the GI tract, there is an outer layer oflongitudinally oriented cells and an inner layer that goesaround the circumference of the tract. Smooth muscle cellsthat are arranged in these coordinating layers of cells arecalled single unit smooth muscle and are the most commontype. In contrast, about 1% of the cells in smooth muscleact rather independently and are called multiunit cells.Both classes are involuntary. However, the single unitsmooth muscle is more likely to be impacted by thesecretion of various hormones than the multiunit cells thatdepend primarily on neural input for contraction to occur.To illustrate, within the muscularis externa of the GI tract,groups of smooth muscle cells act as pacemaker cells for



the tissue. When these cells spontaneously depolarize, thisinduces rhythmic contractions that pass through the tissue.The level of autonomic nervous system activity or secretionof some hormones (i.e., estrogen or progesterone influenceon uterine smooth muscle) can also alter the normalpattern of spontaneous contractions that occur or thestrength of these contractions.As the name suggests, there are no striations in smoothmuscle cells. There are, however, thin and thickmyofilaments anchored to the cytoskeleton that allowshortening of the cells. Because the cells are linkedtogether (single unit cells) this allows the coordinatedcontraction of the tissue layer. Multiunit cells are typicallyanchored to extracellular proteins. Extracellular calciumconcentrations also have a getter impact on the contractionof smooth muscle cells than skeletal muscle cells becauseof the lack of sarcoplasmic reticulum for intracellularstorage of calcium. Differences in the appearance of cross‐sectioned versus longitudinally sections smooth musclecells are illustrated in the diagrams shown in Figure 4.68and examples of smooth muscle tissue from the smallintestine are shown in Figures 4.69 and 4.70.



Fig. 4.68 Diagram of smooth muscle. The upper panelillustrates the arrangement of smooth muscle cells in alongitudinal view. The spindle‐shaped cells with a singlecentral nucleus make a tightly compacted layer of closelyadhering cells. The lower panel illustrates the appearanceof cellular profiles cut in cross section (see dashed line).Because some of the cells would be cut near the center,these profiles would be relatively large ovals with thenucleus in the center. Other profiles would be smaller ovalshapes because of sections through the more narrowedtapered ends of the cells.



Fig. 4.69 Smooth muscle cells, small intestine. Panel (A)shows the inner and outer layers of smooth muscle tissue inthe muscularis externa of the intestine. A small number ofepithelial cells are visible to the extreme right of the image.The muscularis externa (to the left of the figure) has aninner circular smooth muscle layer that has been sectionedlongitudinally and an outer layer of cells that are orientedlengthwise along the intestinal tract. This cell layer hasbeen cut into cross sections. Panel (B) illustrates some ofthe cellular details. Notice how the cells cut longitudinallyseem to “flow” together. It is difficult to distinguishindividual cells.



Fig. 4.70 Several motor endplates appear in this image.These motor neuron endings release acetylcholine toinitiate depolarization and ultimately muscle contraction.
Nervous TissueClearly, the functional cell in the sense of impulsetransmission is the neuron. Diagrammatic examples ofvarious types of neurons are illustrated in Chapter 8.However, it is important to appreciate that neural tissue ismore than simply collections of neurons. Figure 4.70illustrates the interaction between the nervous system andthe skeletal muscle. This image shows several motor nerveconnections to skeletal muscle fibers. Figure 4.71 shows acluster of myelinated nerve fibers that have been teasedapart. The periodic pale areas that transverse individual



nerve fibers are areas between Schwann cells (whichcreate the myelin sheaths) called the nodes of Ranvier.These are regions where ion flow allows for rapidtransmission (salutatory) impulse transmission inmyelinated compared with nonmyelinated nerve fibers (seeChapter 8).Figure 4.72 shows cross section through a nerve bundle.The analogy of nerves being like multiple phone linesbundled in a surrounding cable is a good one.The health and functioning of neurons require manysupportive cells called neuroglia or sometimes simply glia.Four types of neuroglia appear in the central nervoussystem and two in the peripheral nervous system. Some ofthese cells produce growth factors and other agents thatpromote health and tissue development, and others areresponsible for manufacturing the myelin sheath that actsto insulate many axons. The supporting cells of the CNSinclude astrocytes, microglia, ependymal cells, andoligodendrocytes. Astrocytes are important in anchoringneurons, and two of these cell types, Schwann cells in theperipheral nervous and oligodendrocytes in the centralnervous system, produce the myelin sheath that wrapsmany axons (see Fig. 4.71). The structure of neuronsrelated to the physics of conduction in nerves will bediscussed in subsequent chapters. Figure 4.73 shows aspinal cord section to illustrate the nerve bodies of severallarge motor neurons. Because the axons do not necessarilyappear on the same plane as the body of the nerve cell, it israre to see a relatively thin two‐dimensional tissue sectionthat contains a length of neuron showing the cell body tothe nerve ending. More typically you see a part of the cellbody and perhaps a bit of the beginning (axon hillock) ofthe axon as it exits the cell body.



Fig. 4.71 These teased myelinated nerve fibersdemonstrate the appearance of nodes of Ranvier (the paleareas that transverse individual fibers). These spacesbetween regions where Schwann cell growths wrap theaxons allow for saltatory nerve conduction, which is morerapid in myelinated compared with nonmyelinated nervefibers.



Fig. 4.72 This image illustrates portions of three nervebundles (upper left, lower left, and lower center) cut incross section. The analogy of nerve fibers like bundles oftelephone cables passing through a conduit is apparent.Cross‐sectioned blood vessels, adipocytes, collagen fibers,and fibroblasts appear in the surrounding area.



Fig. 4.73 Section of the spinal cord. A portion of the cellbodies of several motor neurons appears to the left of thesection. The dark spots are nuclei of smaller supportingcells.It is important to realize that this brief chapter is meant tosimply give you some of the basic histology for each of thefundamental tissue types. We focused a great deal of efforton epithelial tissue because epithelial cells (of one organ oranother) are responsible for the synthesis and secretion ofnutrients, signaling molecules, enzymes, etc. In otherwords, the functional attributes of many vital organs.However, it should be clear that each of the basic tissuesmust interact for physiological function and homeostasis tobe maintained. You should appreciate that the microscopic



study of tissues and cells provides an important adjunct tobetter understand physiology. As we indicated at thebeginning, structure and function are ultimatelyintertwined at multiple levels. As you learn the attributes ofvarious organs and organ systems, consider theorganization, development, and differentiation of the cellswithin the organ that make physiological function possible.



Chapter SummaryUnderstanding tissue structure and organization requiresthe ability to study a two‐dimensional view in a microscopeor a photomicrograph but imagine how multicellularstructures (ducts, tubes, layers, etc.) are organized in threedimensions. Securing a quality image also depends on thepreparation and staining of the tissues or cells to bestudied and appropriate alignment and use of themicroscope. Four basic tissue types combine to produceorgans: epithelium, muscle, neural, and connective tissues.Epithelial cells are classified based on the number of cellsin the layer. A layer one cell thick is called simple. If thereare multiple layers of cells it is called stratified. Cells arealso classified based on shape: squamous, cuboidal, orcolumnar. When the tissue is stratified, the outer layer ofcells is used to determine shape characteristics. Otherspecializations are also used to distinguish types ofepithelia, that is, the presence of keratin or cilia, forexample. Epithelial cells are often the “functional” cellswithin an organ or tissue and in those cases referred to astissue parenchyma. Epithelial tissues typically have manycells that are very closely packed. Examples include theislet cells of the pancreas that produce insulin andglucagon or the glandular and ductular cells thatsynthesize and secrete digestive enzymes. Epithelial cellsalso often create effective barriers between regions orcompartments, for example, the barrier between the gutlumen and internal organs, or lung surface and the internalbody. Specialized structures between the cells (tightjunctions, desmosomes, and gap junctions) act to controlanchoring of the epithelial cells, movement of moleculesbetween cells, and communication between cells. Epithelialcells that are part of glands are arranged in several



different structures, including simple tubular, alveolarsimple, and compound tubular. Products made in secretorycells are released by merocrine, apocrine, or holocrinemechanisms.Connective tissues are much less cell dense than epithelialtissues. A common cell type is the fibroblast but other cells(wandering white blood cells, macrophages, adipocytes,etc.) are frequent. In the regions between cells, there are avariety of extracellular elements that are producedprimarily by the fibroblasts. These include collagen, elastin,reticular fibers, and proteoglycans. The density of fibersand extracellular materials allows for the classification ofconnective tissues as loose or dense. In more compacttissues (tendons or ligaments), fibers are very denselyarranged but are described as regular or irregular. Adiposetissue is a specialized connective tissue dedicated to thestorage of triglycerides. Bone and cartilage are unique. Inthese tissues, the primary cells osteocytes andchondrocytes, respectively, have become trapped in theextracellular materials they have secreted. Cartilage occursin three variations: hyaline, fibrocartilage, and elasticcartilage. Their properties are determined by variations inproteoglycans and fibers (collagen vs. elastin). Familiar asthe white glistening cover at the ends of long bones,hyaline cartilage is the most abundant of the three types.Bone is particularly well organized. In a long bone, theouter compact bone is composed of circular layers of bonematrix arranged in concentric circles that become evidentif the tissue is cut in cross section. Each of these structuresis called a Haversian system or osteon. In the center, thereis a canal that provides for passage of blood vessels andnerves. The appearance is much like the rings of a treewith the osteocytes residing in small spaces at theboundaries between lamellae or layers. In the center oflong bone, there are not only areas of ossification but also



spaces filled by bone marrow. Lastly, blood is alsoclassified as connective tissue, that is, cells surrounded bya matrix (the blood plasma).Muscle tissue appears in three versions: skeletal, cardiac,and smooth. All muscle cells are characterized by theirability to contract and thereby elicit movement and dowork. However, the contractile elements are most evidentin cross sections of skeletal or cardiac muscle. In theseviews, alternating bands of light and dark occur along theentire length of the muscle cell. Groups of cells createbundles called fascicles and groups of fascicles createmuscles. The structure responsible for the contraction ofthe sarcomere becomes clear in transmission electronmicroscope images. Individual sarcomeres are bounded oneither end at z‐lines where proteins that make up the thinfilaments (primarily filamentous actin) are anchored. Thecenter region of the sarcomere has thick filaments(primarily myosin). Contraction involves the sliding of thethin filaments over the thin filaments. Because all thesarcomeres are arranged in sequence as the individualsarcomeres shorten the entire muscle shortens. Cardiacmuscle cells also have sarcomeres, but muscle cells tend tobe branched, and muscle fibers are much shorter than inskeletal muscle. There are also specialized “connectors”between ends of cells called intercalated disks. In theseareas, gap junctions are abundant. This allows for muchgreater coordination between groups of cardiac musclecells. Finally, although calcium is central to the initiation ofcontraction in both skeletal and cardiac muscle, skeletalmuscle depends on the release of calcium from storagewithin the sarcoplasmic reticulum, whereas in cardiacmuscle, contraction is more impacted by extracellularcalcium concentrations. Skeletal muscle is voluntary, thatis, requires neural input to initiate contractions. Thecardiac muscle also depends on neural activity but there is



an increased degree of inherent control, that is, thepacemaker cells of the sinoatrial node.Smooth muscle cells do not exhibit striations orsarcomeres. The most abundant smooth muscle type, singleunit smooth muscle, occurs in areas where there is a needfor contraction of tubular visceral organs, that is, gutmotility and uterine contractions. Histologically the cellsare closely aligned in layers. In the muscularis of theintestine, there is an inner layer of muscle cells that areoriented around the circumference and an outer layeroriented along the longitudinal axis of the GI tract. Certaincells within these layers (pacemaker cells) are inherentlymore sensitive to signals and/or simply spontaneouslybegin to contract. This response solicits neighboring cellsso that waves of contraction and relaxation occur. Rates ofthe occurrence of these waves of contraction can bemodified by changes in neural and hormonal stimulation.About 1% of smooth muscle cells are classified as multiunit.Here individual cells can be induced to contract. Movementdepends on the anchoring of the cells to variousextracellular proteins. Control is typically much morenuanced, that is, muscles that control pupil dilation. Thecontractile process depends on calmodulin, which serves arole like troponin in skeletal muscle with respect to bindingcalcium. Once activated calmodulin activates a myosin lightchain kinase that utilizes ATP to phosphorylate the myosinhead to allow attachment to actin. The absence of T‐tubulesor sarcoplasmic reticulum means that smooth muscle cellsare very dependent on extracellular calcium. Detailedcomparisons of skeletal, cardiac, and smooth muscle areavailable in Chapter 7.Neural or nervous tissue is composed of neurons, but mostof the cells are supporting cells called neuroglial cells. Thesupporting cells of the central nervous system includeastrocytes, microglia, ependymal cells, and



oligodendrocytes. In the peripheral nervous system,Schwann cells function much like oligodendrocytes wherethey produce the myelin wrap around most axons.
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5
Integumentary System
The largest physiological system is often overlooked whenconsidering domestic animal physiology. In passing, wemight consider agricultural products, for example, leatherand wool derived from skin, but we often fail to appreciatetheir physiological relevance. The skin and its derivates(sweat and oil glands), hair (wool, fur), and nails (claws,hoofs) comprise a complex mix of tissues that togethercreate the integumentary system. Regardless, this organsystem is critical to the health and well‐being of ouranimals. It is easy to appreciate that its primary function isprotection. But it is more than a simple physical protectivecovering. Without the skin, our animals would quickly fallprey to environmental pathogens and rapidly die fromdehydration and heat loss. Our purpose is to outline someof the physiological attributes of the integumentary systemthat are essential for homeostasis. The following listillustrates the critical functions of the integumentarysystem.

Physical protection: a barrier against the outsidePrevention from dehydrationBody temperature regulationSensory information via cutaneous receptorsMetabolic actionsExcretion of wastes
The skin covers the entire exposed surface of the body andis continuous with the mucous membranes lining openingsonto the body surface, the digestive, respiratory, and



urogenital systems. We begin by considering the structureof the skin.
Overview of Skin StructureIt is apparent that the thickness of the skin varies fromregion to region of the body. Consider our own bodies andthe toughness of the skin on the plantar (sole) surface ofour feet compared with the skin of our faces. Now imaginehow tough the skin of a horse, cow, or elephant must be towithstand the environmental and physical demands. This isreflected in the durability of leather‐covered furniture.However, no matter the location or thickness, skin iscomposed of two distinct tissue regions—epidermis anddermis. The epidermis, the outer layer, is composed ofmultiple layers of epithelial cells and a mix of specializedcells. The underlying dermis is largely composed ofconnective tissue and provides for the passage of bloodvessels and nerves. The epidermis is also avascular. Thismeans that nutrients must diffuse from capillaries locatedwithin the dermis to supply the epidermal cells. The tissuethat lies just under the dermis is the hypodermis, oftenreferred to as subcutaneous tissue. This subcutaneoustissue is not strictly part of the skin, but it contains areolarconnective tissue and adipose tissue. It acts to cushion andprotect both the skin and underlying muscle and organs. Acombined needle and syringe are often called a hypo orhypodermic syringe. Penetrating the skin and releasingmedicine into the space just below the dermis constitutes ahypodermic injection, hence the name.
EpidermisThe epithelium of the epidermis is a keratinized stratifiedsquamous epithelium. It consists of four cell types and four



to five distinct layers (depending on location). The mostcommon epidermal cell is the keratinocyte. As the namesuggests, a major function of these cells is to producekeratin, a fibrous protective protein. Keratin acts towaterproof the skin and, along with secretions produced byaccessory glands, protects the underlying tissues fromheat, microbes, abrasion, and chemicals. Keratinocytes areclosely connected by desmosomes, which anchor the cellstogether, creating a stronger protective barrier. Thekeratinocytes first appear in the cell layer closest to theunderlying dermis called the stratum basale. As the cellsage, they are progressively pushed into layers closer to thesurface of the body. By the time the cells reach theoutermost layers, they have accumulated large amounts ofkeratin. The turnover of epidermal cells is rapid. The entireepidermis can be replaced every 25–50 days. In areassubjected to abrasion, cell proliferation and replacementare even faster.Essentially, new cells are formed in the stratum basale (orstratum germinativum). This is the deepest of theepidermal layers. It is composed of a single row of cuboidalto columnar‐shaped epithelial cells that divide rapidly toproduce new keratinocytes. In addition, approximately 20%of the cells are melanocytes. As new cells push older cellsoutward, these older cells become the stratum spinosum,typically 8–10 cells thick. These cells contain thick bundlesof intermediate filaments (tonofilaments). In histologicalpreparations, these cells often shrink. This causes the cellsto have a prickly or spiked appearance. This explains thename of this layer, that is, spinosum (little spine). Becausethe stratum germinativum and stratum spinosum areimmediately adjacent to the dermis, these are the onlyepidermal cells that receive adequate sustenance viadiffusion of nutrients from the capillaries of the underlyingdermis. With further degeneration and increased keratin



accumulation, the cells appear in the stratum granulosum.In this layer, the keratinization process begins in earnest,and the cells begin to die. This layer is called granulosumbecause the accumulation of keratin granules becomesmore evident in dead cells. In areas of thick skin, a layercalled the stratum lucidum can be distinguished. Here, athin layer of cells (typically 2–3 cells in thickness) becomestranslucent. With time, the dead cells, accumulated keratin,and lipids combine to create the outermost layer of skin,the stratum corneum. The relative thickness of these layersvaries from region to region. Figure 5.1 provides a diagramof these tissue layers, and Figure 5.2 and Figure 5.3provide histological examples.There is interest in the antimicrobial properties ofmolecules produced in the epidermis. For example,Schroder and Harder (1999) described an inducible,transcriptionally regulated antibiotic peptide produced byhuman skin. The peptide (human beta‐defensin‐2; HBD2)was effective in killing Gram‐negative bacteria. In theintervening years, it has become clear that antimicrobialpeptides, such as β‐defensin, are an important part of theinnate immune system. Such findings are likely to findapplication in multiple areas of animal agriculture,especially considering major efforts to minimize the use ofantibiotics because of overuse and attendant creation ofantibiotic‐resistant bacteria.For example, the opening of the teat end of cows, acontinuation of skin, is lined by stratified squamousepithelium, which continues into the teat opening as thestreak canal. It is well known that keratin and othermolecules serve as a barricade to seal the streak canal ofthe teat and protect the mammary gland from mastitis.Protection involves the physical closure of the teat openingbetween milking episodes, but there is substantial evidencethat specific components within the keratin layer have



antimicrobial properties. Many such substances areanalogous to HBD2, but others may be derived frommammary secretions that become trapped within theepithelium of the streak canal. Effects might involve thedirect killing of microorganisms or the prevention of colonyformation.



Fig. 5.1 Diagram of skin cell types and layers.



Fig. 5.2 Low‐power view (A) of thick skin and cell detail(B).



Fig. 5.3 Diagram illustrating some major features of thedermis.During machine milking, there are dramatic physicaleffects on the teat, the teat end, and the streak canal.Given the rate of milk flow, it is reasonable to expect thatresulting shear forces might remove the protective keratin.It is also probable that milk constituents become absorbedinto the keratin during the time of milking or from milkdroplets remaining after milking. If milking removes someof the keratin or if renewal is delayed, the effectiveness ofthe streak canal as a barrier is reduced. In fact,experimental removal of streak canal keratin markedlyincreases the rate of intramammary infections. In



Holsteins, keratin weight before milking was 1.6 timesgreater than after milking (3.1 vs. 1.9 mg/teat). Jerseys, bycontrast, showed negligible effects of milking (3.5 vs. 3.1 mg/teat). There is a negative correlation between keratinloss at milking (r = 0.53, wet weight basis) or (r = 0.65, dryweight basis) and milk production. Total lipid in the keratinis similar before and after milking. In addition, although themajor aspects of the fatty acid profiles are also similarbefore and after milking, keratin after milking has moreshort‐chain fatty acids. This is consistent with the additionof milk‐derived lipids to the keratin by contamination ofmilk droplets remaining in the streak canal. In the case ofthe Holsteins, a greater proportion of the keratin containedthese lipids after milking (Bitman et al., 1991). Initiallythought to regenerate, that is, only slowly, 2–4 weeks,detailed quantitative studies show that following an initialcollection, the keratin regenerates at a rate of 1.5 mg (wetweight) or 0.6 mg (dry weight) per day per teat. Thissuggests complete restoration of the keratin occurs within1–2.5 days (Capuco et al., 1990). Just as in humanmedicine, there is considerable research interest in theidentification of epidermal‐keratin components that mightact to protect the udder from infection.Clearly, techniques to enhance the protective function ofthe integumentary system are applicable to animalproduction. As outlined by Kumar et al. (2020), mostantimicrobial peptides, or host defense peptides (HDPs),occur after the cleavage of cellular proteins in response toactivated proteases. These agents are highly conservedacross many species and are important in providingnonspecific innate immunity and, depending on the specificpeptide, can be active against Gram‐positive and Gram‐negative bacteria, as well as fungi and viruses.Daneshi et al. (2023) have reviewed current knowledge ofβ‐defensins related to mastitis and factors which control



their production in the bovine mammary gland. Their focusis on the creation of novel, natural, antibacterial treatmentsfor dairy cows with reduced dependence on antibiotics. Dijket al. (2023) have outlined the evolutionary diversificationof defensins and cathelicidins (another family of HDPs) inbirds and primates. These results emphasize theimportance of these localized agents, their significance inthe innate immune system, as well as the complexity oftheir production and actions (Chen et al., 2024).While keratinocytes are most plentiful, other cells also playimportant roles. For example, Merkel cells function assensory receptors (touch). They orient with elements fromthe nervous system to create a disc‐shaped sensory nerveending called a Merkel disc. Other nerve endings andspecialized receptor cells also occur in the skin, but theseare located within the dermis.A very specialized immune system cell type, Langerhanscells, develops in the bone marrow but migrates to theepidermis, where they assume residence. Also calledepidermal dendritic cells, they are modified macrophages.Their name reflects their morphology. Usually locatedwithin the stratum spinosum, they nestle betweenkeratinocytes and send multiple projections between thecells to create an extensive network. In this way, the cellsfunction as monitors to detect the presence of foreigndebris, microorganisms, and other materials. Whensimulated, they actively process these materials andfunction as antigen‐presenting cells to induce the activity ofT and B‐lymphocytes. We have all experienced the resultsof immunological response in the skin after exposure toirritants, that is, itch and rash. The skin gets exposed to anincredible variety of antigenic stimuli. Consequently, a widearray of immune responses occurs in part because ofmediators secreted by keratinocytes, dendritic cells, andmast cells in the skin.



Melanocytes are the final cell type of the epidermis. Theyreside in the lowest layer, the stratum basale, where theyfunction to produce the pigment melanin. Synthesizedmelanin accumulates in secretory vesicles, melanosomes,which sequester in elongated cellular processes. Thepresence of these peripheral vesicles causes the cells tohave a spider‐like appearance. Released melanin absorbedby surrounding keratinocytes becomes oriented in theregion of the cell facing the exterior. This pigment shieldsand protects the nucleus of the cell from ultravioletradiation.
DermisThe second major subdivision of the skin, the dermis,accounts for about 80% of the total mass. Like mostconnective tissues, there are a variety of cell types present,but as you might expect, fibroblasts are common, alongwith their products, that is, collagen, elastin, and reticularfibers that provide essential strength and flexibility. Unlikemost other connective tissues, there is also seemingly adizzying array of specialized structures. Most are related tothe sensory side of the nervous system. Since theintegumentary is intimately associated with the externalenvironment, various receptors provide the central nervoussystem information necessary to maintain homeostasis:external temperature, pressure and touch, and thepresence of noxious or damaging agents. There are alsoother specialized epithelial structures that assist themaintenance of homeostasis: sweat and sebaceous glandsand hair.



Table 5.1 Integumentary sensory receptors are classifiedby structure and function.
Structural Class Functional Activities Location
UnencapsulatedFree nerve endings Nociceptors (pain);thermoreceptors;mechanoreceptors(pressure)

Most tissues
Modified nerveendings (Merkeldiscs)

Mechanoreceptors(light pressure) Stratumbasale
Root hair plexuses Mechanoreceptors(hair movement) In and aroundhair follicles
EncapsulatedMeissner’scorpuscles

Mechanoreceptors(light pressure,discriminative touch,and vibration)
Dermalpapillae, esp.face,fingertipsKraus’s end bulbs Mechanoreceptors(modified fromMeissner’s corpuscles)
Connectivetissue ofmucosaePaciniancorpuscles Mechanoreceptors(deep pressure,stretch, and rapidadaptation)
Widespreadin skin

Ruffini’s corpuscles Mechanoreceptors(deep pressure,stretch, and slowadaptation)
Deep dermisand jointcapsules

The dermis consists of two layers, the papillary layer andthe reticular layer. The papillary layer is the outer regionclosest to the epidermis. In this area, there are fingerlikeprojections called dermal papillae (these also give the layerits name), which penetrate the epidermis. In select areas,



for example, the palms of the hands or fingertips in humansand apes, or the pads of a cat’s foot, the papillae arearranged on the top of larger structures called dermalridges. This acts to increase friction and allow for astronger grip. The pattern of ridges is unique to eachindividual and is the basis for fingerprints in humans orother primates. These projections contain capillaries and avariety of nerve endings and receptors. Three broadgroupings of receptors include (1) exteroceptors, (2)interoceptors (sometimes called visceroceptors), and (3)proprioceptors. Exteroceptors are concerned with stimulithat arise from the outside. Most exteroceptors are locatedon or near the body surface. These are the focus of ourstudy of the integumentary system. Interoceptors react tostimuli from within the body, for example, chemical signals,temperature, or gut motility. Proprioceptors also reflectinternal responses but are specifically involved in the relayof information concerned with muscle, tendon, or ligamentmovement or stretch. In other words, they monitor themusculoskeletal organs. The latter two classes of receptorsare discussed in subsequent sections. Our focus now is onexteroceptors of the skin.These receptors are also classified based on their structuralcomplexity. Free nerve endings, for example, arestructurally simple, especially when compared withreceptors associated with the special senses (vision,hearing, olfaction, or taste). Even the simple receptors ofthe integumentary can be divided into unencapsulated (freenerve endings) and encapsulated groupings. SpecializedMeissner’s or Pacinian corpuscles are examples ofencapsulated receptors. Pacinian corpuscles have astructure like the layers of an onion; pressure induces ionchanges that are translated into graded potentials in theassociated nerve fibers (Fig. 5.5). These impulses areinterpreted as touch or pressure by neurons in the cerebral



cortex. Table 5.1 summarizes the types and classes ofsensory receptors within the skin.The reticular layer is the thicker and deeper layer of thedermis. It is composed of dense irregular connective tissueand contains thick bundles of interlacing collagen fibersand coarse elastic fibers. However, elastin fibers aretypically only visible after special staining. These fibers runin several directions, which increases strength, but mostare oriented parallel to the skin exterior. The fibers providemuch of the strength and resistance to stretching in theskin and the long‐wearing attributes of leather. Thereticular layer is also abundantly supplied with bloodvessels and nerves. These elements of the dermis areillustrated in Figure 5.3. Figure 5.4 and Figure 5.5 showhistological examples of other structures that occur withinthe dermis.
Specialized Structures
Sweat GlandsThe dermis contains a variety of glandular structures.Sweat glands in primates are plentiful and widelydistributed. The most common type is the eccrine gland.These simple coiled glands open onto the surface in pores.They produce a hypotonic, watery secretion derived frominterstitial fluids. It is mostly water and dissolved salts,lactic acid, and traces of other waste products. The rate ofsecretion is controlled by the activity of the sympatheticnervous system. In humans, a typical response occurs withoverheating. Sweating induced in this way begins on theforehead and progresses downward. Emotionally inducedsweating—fright, embarrassment, or nervousness—beginson the palms, soles, and armpits and spreads to otherareas. Of course, the primary function of sweat is to cool



the body via evaporation. A second type of sweat gland,apocrine glands, makes up a small proportion of the total.These glands are larger than eccrine glands, and theirducts open onto hair follicles. They are primarily confinedto the axillary and anogenital areas of the primate body.The secretions, in addition to watery sweat, also containfatty acids and proteins. These glands are affected by sexsteroids; that is, activity begins with the onset of puberty.For this reason, apocrine glands are believed to beanalogous to the scent glands of other animals. Eccrinesweat glands are sparse among domestic animals. Forexample, dogs and cats are located only on the footpad.This limited distribution means that these glands have noeffect on heat loss, but they do act to moisten the surfaceand improve traction. We have all noticed the panting dogon a sweltering day or after exercise. Panting is aneffective cooling mechanism because it moves greateramounts of air over moist surfaces. This extra water‐saturated air is exhaled, and in the process, bodytemperature decreases.





Fig. 5.4 Example of thick skin. In this preparation, thedermis is stained a pale turquoise and stands in sharpcontrast to the epidermis. Arrows indicate dermal papillae.

Fig. 5.5 Structure of Meissner’s corpuscle (A) and Paciniancorpuscle (B). Both sensory receptors are in the dermis andare responsive to pressure and touch. Arrows indicatemultiple layers of a Pacinian corpuscle.Although eccrine sweat glands are lacking, horses, cattle,sheep, swine, dogs, and cats have abundant apocrineglands. In the dog, for example, the proteinaceous, whitishsecretions from the apocrine glands mix with the oilysecretions of the sebaceous glands to form an emulsion‐likecoating on the skin. The characteristic dog, horse, or cowodor is primarily a result of bacterial action on theseaccumulated secretions. These secretions also impact heatloss, but this is most effective in horses, followed by cattle,sheep, dogs, cats, and swine. Regardless of the evaporative



effect of heat lost from sweat, the skin of these animals isnonetheless important in temperature regulation. This isbecause simply changing the rate of blood flow throughcapillaries in the skin alters the volume of warm blood nearthe surface of the body, thereby affecting thermoregulation(Mota‐Rojas et al., 2021).
Sebaceous GlandsSebaceous or oil glands also occur in mammals. These aresimple branched areolar glands that release their products(holocrine mechanism) onto the hair follicles. The secretionis called sebum, which is a mixture of cellular lipids andother cell components. Sebum is a natural skin cream andhair protector. It helps keep hair from becoming brittle,prevents excessive evaporation of water from the skin,keeps the skin soft, and contains a bactericidal agent thatinhibits the growth of certain bacteria. This is closelyrelated to lanolin secreted onto wool fibers in sheep.
Other Skin GlandsMany animals have glands associated with the anal region.These glands are usually divided into three classesdepending on specific location and orientation: (1) analglands, (2) glands of the anal sac, and (3) perianal glands.Anal glands are found in dogs, cats, and pigs. They aremodified tubuloalveolar sweat glands located in thesubmucosa of the anal canal and the opening of the anus.Carnivores secrete a lipid‐like material, but pigs secrete amore mucus‐like material from these glands. Clusters oflymphatic tissue, like Peyer’s patches in the intestine, oftenaccompany the glands.Anal sac glands, sometimes called perianal sinuses, occurin pairs and are invaginations or diverticula of the analsurface. They are located between the outer and inner anal



sphincters. Within each pocket or sac, glands embedded inthe wall have openings that release the contents into thespace of the sac. The anal sac is present in carnivores androdents. In dogs, the glands are arranged as compoundtubular structures and exhibit an apocrine mode ofsecretion. In cats, the glands are similar, but apocrine andholocrine secretion occurs. Products from the glands openinto secretory ducts in the neck of the anal sac. Theexcretory secretions of the anal sac glands, sloughed cells,and fecal material can block the openings of these analsacs. When the sacs become blocked, they may have to bemanually expressed—not a pleasant experience.Perianal glands are anomalies, in the sense that they oftenappear as masses of epithelial cells within the submucosathat appear not to have functional ducts that lead to thesurface. They are sometimes oriented adjacent tosebaceous glands, which suggests they may be related, butthis is far from certain. These nondescript masses of cellsare frequently described as nonsecretory glands.Unfortunately, the solid masses of cells are believed to beespecially prone to neoplasia.The mammary glands are also skin glands but will beconsidered in greater detail in a subsequent chapter. Otherspecialized glands include the infraorbital glands of sheep,the submental organ of the cat, and the scent or hornglands of goats. For example, the submental glands of thecat are located within the intermandibular space under thejaw. The “organ” is essentially a cluster of sebaceousglands. It is common to notice domestic cats marking theirterritory by rubbing their chins. In goats, this activity is abit more apparent. The scent glands in the goat are locatedalong the caudal to medial aspect of the base of the horns.Rubbing this area leaves sebaceous secretions that areapparent because they contain caproic acid. This is theshort‐chain volatile fatty acid that is responsible for the



distinct odor of male goats. The uropygial gland of birds,also called the oil or preen gland, is the only skin gland ofbirds. It is composed of a series of closely alignedsebaceous adenomeres (secretory units) that empty into acommon space or sinus that empties onto a commonpapilla. The papilla has associated smooth muscle fibersthat surround the duct opening. The opening is locatedabove the last sacral vertebra (Box 5.1).



Box 5.1 Skin derivatives

Every biology student quickly learns that the presenceof functioning mammary glands is a hallmark ofmammals. Capuco and Akers (2009) and Oftedal (2012)review support for the idea that primitive lactationbegan as a reproductive advantage in synapsids (thedirect ancestors of mammals) likely during thePennsylvania period. The capacity of “modern”mammary glands to provide secretions with both vitalnutrients (proteins, fats, and carbohydrates) and healthbenefits (immunoglobulins, lysozyme, etc.) likely evolvedfrom apocrine‐like glands that were associated with hairfollicles. It is believed that secretions from these glandsprovided moisture and antimicrobial agents for theparchment‐like shelled eggs laid by these ancestors.Fossil evidence suggests that some therapsids andmammaliaforms present during the Triassic periodproduced milk‐like secretions. Evolutionary pressurelikely promoted the incorporation of molecules such aslysozyme or iron‐binding lactoferrin into thesesecretions. Certainly, the capacity to prevent desiccationof the eggs and protection from microbial attack wouldhave been highly beneficial. Thus, the significance of theskin and skin‐derived molecules and skin‐derived glandsremains physiologically critical in humans and animals.More recent work on defensins and other antimicrobialmolecules produced in the mammary gland (Daneshi etal., 2023) adds to this growing body of work.
HairFunctions associated with hair include insulation,protection, and sensory reception. Hair or fiber production



in domestic animals is related to the number and size of thefollicles in the skin. As you might guess, various aspects ofhair growth and development have been extensivelystudied in sheep and goats. Regardless of whether theanimal is used for fiber production or not, unlike humans,hair is especially important physiologically. We will beginby first considering the basics of hair structure andproperties. Hair, or pili, are generated by hair follicles andare flexible strands that mostly consist of layers of deadkeratinized cells. However, the keratin in hair is harder andmore durable than the softer keratin of the epidermal cells.The parts are simple: (1) the shaft projects from the skin,and (2) the root is embedded in the skin. In humans, if thecross section of the shaft is ribbon‐like, the hair is kinky. Ifthe shaft cross section is oval, the hair is wavy. If the shaftcross section is round, the hair is straight and coarse.These basic relationships also apply to animal hair.At a more detailed level, the hair shaft divides into threeregions: (1) outer cuticle, (2) inner cortex, and (3) a centralmedulla. The outer cuticle is a layer of cornified epithelialcell “husks” that closely interlink with the cuticle cells ofthe root of the hair. The cortex occupies the largest area ofthe hair shaft, composed of layers of flattened, cornifiedcells that have accumulated “hard” keratin. Pigments mayalso appear in these cells along with air spaces. Themedulla contains cells that are more cuboidal. These layersare especially clear in cross‐sectioned hair shafts. The hairterminates in the root or hair bulb. The hair resides in aninvagination of the surface of the epithelium that extends tothe dermis. This is important because it allows the readytransfer of nutrients and waste products from the hair bulbto the interstitial fluid of the dermis. Growth occurs whencells in the apex of the root bulb produce new medullarycells. Laterally positioned cells give rise to the cells of theinner cortex and outer cuticle, respectively. The growth of



the hair then is analogous to the growth of the epidermis.Cells from lower depths progressively displace those above.See Figure 5.6 for examples of hair and hair folliclestructure.In many situations, there is a sheath of smooth muscle, thearrector pili, attached to the connective tissue surroundingthe hair follicle and a portion of the hair shaft that isunderneath the surface of the skin. The contraction of thissmooth muscle causes the hair to stand on end and isassociated with increased secretion of surroundingsebaceous glands. This is the basis of a hair‐raisingexperience or the familiar Halloween cat with its archedback and raised hair.In horses and cattle, the hairs are evenly distributed acrossthe body but in other species (dog, cat, and pig) the hairsare oriented into groups called hair beds. In the dog, eachhair bed has a group of follicles that consist of one largermajor hair (guard or principal hair) typically about 150 μmin diameter. A cluster of auxiliary hairs that are typicallyshorter and only about 75 μm in diameter surrounds theguard hairs. These hairs often exit the skin in the sameopening as the guard hairs. In addition, the auxiliary hairsdo not have a medulla. Clustering of hairs in this mannercan be extreme. For example, the chinchilla, noted for itssoft, dense pelt, can have clusters that have 50–75 auxiliaryhairs each. In this case, the guard hair is fine and onlyslightly larger than the auxiliary hairs, that is, 15 versus 11 μm in diameter.



Fig. 5.6 Histology of hair follicles. The histological sectionof several hair follicles at low magnification (A) and of asingle follicle at higher magnification (B) is shown. At lowerpower, it is evident that the hair bulbs penetrate deep intothe dermis and hypodermis.Other specialized hairs include tactile or sinus hairs. Theseare familiar as cat whiskers. These hairs are usually longerand larger than normal but share similar structures tonormal guard hairs. The roots of these hairs are highlyinnervated by free nerve endings and Merkel’s disks.The hair growth cycle is divided into three phases: (1)anagen, (2) catagen, and (3) telogen. Hair is generated bythe proliferation of cells within the hair bulb duringanagen. The continuous addition of new cells to the shaft orthe hair produces elongation. Termination of growth occurswhen the mitotic activity of the basal germinal cells of thebulb decreases. Catagen is a transition phase. It ischaracterized by the gradual transition of the bulb cells.



The cells progressively convert into a solid, keratinizedmass, and the more distal region of the follicle thins. Thebulb is forced toward the surface, and the papilla is lost. Inthis condition, the hair is called club hair. Subsequently, asecondary germ structure develops deep under the clubhair. The formation of the new germinal center marks thebeginning of telogen, which can last for weeks or evenmonths. During early anagen, the new hair bulbprogressively elongates, and the shaft of the new hairdisplaces the older club hair. Figure 5.7 provides adiagrammatic illustration of the cycle of hair growth (Box5.2).The follicle population determines the quantity and qualityof wool production. A high number of hair follicles leads tofibers with a lower diameter, but the opposite with lowfollicle density, that is, fibers that are thicker and coarser(Hocking Edwards et al., 1996). It is also apparent that hairgrowth is cyclic but that this basic rhythmic pattern can bemodified by external cues. This is evident in the seasonalpelage cycles noted in mammals. Studies have focused onthe role of the pituitary hormone prolactin in wool growth.The secretion of prolactin is altered by changes inphotoperiod, specifically decreased secretion during shortdays, and cooler temperatures in regions well above orbelow the equator, but increased secretion during longdays and warmer temperatures. Reduced photoperiod andcorrespondingly reduced prolactin concentrations in theblood correspond with stimulation of hair growth andgeneration of the winter pelage. Nixon et al. (2002)reported changes in the expression of prolactin receptorswithin the dermal papilla and the outer root sheath of woolfollicles of sheep. Moreover, changes in receptorexpression were altered in sheep subjected to photoperiod‐induced changes in circulating prolactin. This suggests thatchanges in the expression of prolactin receptors within



specific regions of the follicle act to regulate seasonalchanges in hair growth.





Fig. 5.7 Diagram of hair cycle events. Growth begins toslow in late anagen, followed by constriction of the folliclein early catagen. By late catagen, the hair is increasinglycornified, producing a club hair that is progressivelyextruded. A 2° germ center and papilla appear sometimeafter. By early anagen, a new hair bulb and growing hairshaft begin to develop. The new hair often follows the samepath as the old hair follicle.
Box 5.2 Hair follicles to the rescue

While we have indicated the significance of the skin inprotection against disease, as described by Heath andMueller (2012), it may be that hair follicles are alsoimportant players in the recruitment of antigen‐sensingdendritic (Langerhans) cells to the epidermis of the skin.Nagao et al. (2012) have shown that the recruitment ofbone marrow monocytes to become dendritic cellsdepends on hair follicles. They induced depletion ofLangerhans cells from the skin and then monitored re‐establishment. To their surprise, in addition to blood‐derived monocytes, precursors of these cells also residein the hair follicle. Regardless of the source (blood orfollicles), cells which become the newly deriveddendritic cells gain access to the epidermis via theinterfollicular epidermis of the hair follicles. They usedhistology and multiphoton microscopy to identify thecells and track their migration. In support of the role ofthe hair follicles, the skin of mutant mice without hairfollicles had little capacity to repopulate the skin withdendritic cells after depletion. Repopulation of areaswithout hair follicles, that is, foot pad, depends onadjacent regions with hairy skin. Finally, gentle abrasionof the skin (removal of adhesive tape) induces a rapidaccumulation of neutrophils and dendritic cells around



the follicles. These results indicate unexpectedimportant roles for hair follicles in the regulation ofmigration between the dermis and epidermis as well asa role for chemokines produced in the follicles to act asregulators of the trafficking of cells and control ofimmune responses of the skin.
Biochemical Properties of SkinIn this section, we will consider the physiological attributesof the integumentary system. Included here are aspectsrelated to vitamin D synthesis and homeostasis. We alsodiscuss factors that control coat and skin color.
Skin and Coat ColorIn humans, three primary pigments give color to the skin.Melanin is especially important and can produce variousshades of yellow, brown, or black. The rate of melaninsynthesis is genetically determined. For example, if youhave very fair skin, melanin production is low, and it is alight shade. If you have very dark skin, on the other hand,melanin production is higher, and the pigment is inherentlydarker. It is believed that the average density ofmelanocytes is constant between people, but rates ofcellular activity vary. The yellow–orange pigment carotenealso impacts skin color. It tends to collect in the stratumcorneum and in the adipose tissue of the hypodermis.Hemoglobin, the oxygen‐carrying protein of red blood cells,also impacts skin color. To illustrate, a blush, especially ina fair‐skinned person, is a result of a quick flush ofoxygenated blood through the capillaries of the dermis ofthe cheek. Clinically, the appearance of a bluish cast on theskin or nail beds is an indication of inadequate oxygenationof blood, perhaps because of anemia or some other



problem, that is, a respiratory or cardiac problem. Otheritems related to skin color include: (1) jaundice—caused bythe deposition of bile pigments in certain liver diseases, (2)hematoma—the blue–black color produced by bruisingwhen blood vessels in the skin rupture, and (3) erythema—the term for the reddish cast produced by blushing, fever,or strenuous exercise.What about skin or hair color in animals? There are twosubtypes of melanin: eumelanin (brown and black) andpheomelanin (yellow and red). The making and processingof melanin, melanogenesis, is complex because ofinteractions of multiple cell types in the skin. In mice, forexample, one hundred genes are known to affect coat color.However, these genes are classified into two primarygroups: (1) those that act on the melanocyte and (2) thosethat impact the biochemistry of pigmentation. Themelanocytes residing in the stratum basale and within hairbulbs synthesize and package melanin into secretoryvesicles called melanosomes. The melanosomes are thendistributed to surrounding cells. It is easy to imaginesources of variation in these steps and how this mightaffect skin or hair color. For example, which type ofmelanin is made, how much, where is it distributed, howquickly is it degraded, and so forth? Tyrosinase is theessential regulatory enzyme in melanin synthesis. Withhigh rates of enzyme activity, the formation of eumelanin isenhanced; lower rates favor the formation of pheomelanin.In addition to synthesis variation, melanocortin receptorsare critical in the initiation of melanin synthesis. Hormonalcontrol of pigmentation is evident. For example, changes infur color in artic mammals or increased skin pigmentationthat is a symptoms of primary adrenal gland dysfunction.Melanocortin refers to a large family of structurally relatedhormones derived from the precursor protein pro‐opiomelanocortin (POMC). This protein is abundant in the



intermediate lobe of the pituitary gland. Depending onprocessing, at least four melanocortin peptides can begenerated. These are proteins that can interact with themelanocortin 1 receptor. These includeadrenocorticotrophic hormone (ACTH), as well as α, β, andγ‐melanocyte‐stimulating hormone (MSH). Excessproduction of ACTH explains the excess skin pigmentationthat occurs with adrenal insufficiency disease since ACTHreadily binds to the MC1‐R receptor on the melanocytes.MC1‐R is a G‐protein (see Endocrine is Chapter 12)‐linkedreceptor with seven transmembrane‐spanning domains.However, variants of the receptor (MC 2, 3, or 4‐R) areexpressed in other tissues. This suggests that themelanocortin ligands have a variety of physiological effectsin addition to pigmentation of skin or hair.Mouse coat color genes were among the first mutationsdiscovered that have been related to the regulation of coatcolor. Resource animals for many of the classic mammaliangenetic studies, laboratory mice have their foundations inthe very large numbers of coat color variations, brown,silver, and yellow, that were described by fanciers ofunusual mice in Europe and Asia in the 18th and 19thcenturies. During this time, animals with unusual orstriking variations in their pelage were prized andconsequently saved as breeding stock. These fancy micestrains were the initial resources to generate mice that areused extensively in research today. Of course,understanding of molecular basis for variations in thesetraits has mushroomed in recent years. Table 5.2summarizes selected mutations and correspondingphenotypes related to pigmentation in mice.It is now recognized that these mouse genes havecounterparts in other animals. For example, black horsesare homozygous for gene deletion in the Agouti locus. Themutation producing the chestnut allele is a single base



substitution on the MC1‐R gene (Rieder et al., 2001). Indomestic pigs, the predominant white phenotype reflectstwo mutations in the KIT proto‐oncogene, which encodesfor mast (stem) cell growth factor receptor. The millions ofwhite pigs around the world are assumed to beheterozygous or homozygous for these two mutations(Marklund et al., 1998). In the bovine, three alleles of theMSH receptor gene (localized to chromosome 18) havebeen reported. A point mutation in the dominant allele EDresults in black coat color. However, a frameshift mutation,which causes the synthesis of a shortened receptor proteinin homozygous e/e animals, leads to red coat color. Thewild‐type allele E+ allows the production of a variety ofcolors. This reflects the variety in the regulation of thenormal receptor (Klungland et al., 1995).



Table 5.2 Mutations, gene products, and phenotypesrelated to pigmentation genes in mice.
Mutation Gene Product PhenotypeAlbino Tyrosinase required formelanin synthesis Absence ofpigmentationAgouti Secreted ASP, agonist ofMC1‐R Loss of function =black hairGain of function =yellow hairBrown Tyrosinase‐relatedprotein 1 Loss of function =brown instead ofblack hairLethalspotting Endothelin 3 (peptiderelated to angiogenesis) Piebald spotting,deafness, deathPiebaldspotting Endothelin receptor typeβ Same as for lethalspottingPink‐eyeddilution Integral membraneprotein in themelanosomes

Loss of function =pink eyes, yellow–gray hairRecessiveyellow Melanocortin receptor Loss of function =yellow hairGain of function =black hairSlaty Tyrosinase‐relatedprotein 2 Partial loss offunction = dilutionof black hairSteel Mast cell growth factor White hair, blackeyes, sterilityWhitespotting Receptor tyrosine kinase(encoded by the proto‐oncogene kit)
Partial loss offunction = piebaldspotting



In mice, the switch between the production of eumelaninand pheomelanin is tied not only to the binding of themelanocortin ligands to MC1‐R but also to signaling fromthe agouti signaling protein (ASP). ASP is a solubleparacrine protein made by dermal papilla cells within thehair follicles. The binding of ASP to MC1‐R prevents normalbinding of α‐MSH and thereby promotes the production ofpheomelanin rather than eumelanin. In mice with theagouti phenotype, the promoter of the ASP gene istransiently activated during the mid‐phase of the hairgrowth cycle. This causes a band of yellow pigment(accumulation of pheomelanin) in hair that is otherwiseblack (eumelanin accumulation). Strains of mice withentirely yellow hair coats have mutations that involve thisASP gene. For example, in one case, a prevailing mutationin the agouti locus (Ay/A) results in excessive production ofASP throughout the body. This causes a complete yellowhair coat as well as obesity. Obesity results from ASPantagonism of the MC4‐R receptor in the hypothalamus. Inanother strain, the complete yellow coat is produced in arecessive allele (e/e) in the gene for MC1‐R. In theseanimals, the receptor protein is synthesized with extraamino acids, which causes a failure of signaling. This leadsto the exclusive production of pheomelanin and the totalyellow hair color. Interestingly, yellow mouse hair isthought to be the murine equivalent of red hair in humans(Schaffer and Bolognia, 2001).As emphasized (Schneider et al., 2009; Lee and Tumbar,2012), molecular understanding of hair follicle physiologyhas depended on the study of various mouse mutants(either naturally occurring or through breeding schemes),which express various abnormalities in hair structure,growth patterns, and/or color. Moreover, a detailed studyhas also provided general insights related to topics such asorganogenesis, regeneration, morphogenesis, stem cell



biology, cell proliferation, and cell migration, as well asapoptosis. As outlined by Lee and Tumbar (2012), key cellsignaling families involved in hair follicle development andphysiology include Wnt‐related, BMP/TGFβ‐related, Shh‐related, and EGF/FGF‐related, as well as multipletranscription factors. Questions remain. How are signalsfrom the dermis, adipocytes, or blood vessels controlled?How can these networks of signaling pathways beregulated to treat diseases or alter wool and hairproduction commercially? Clearly, the regulation of hairgrowth and characteristics is quite complex.
Vitamin D MetabolismVitamin D has three major effects: (1) promote absorptionof calcium from the intestine, (2) activate resorption ofcalcium from bones, and (3) increase excretion ofphosphate via the kidneys. In conjunction with increasedconcentrations of parathyroid hormone, there are increasedamounts of biologically active vitamin D to increase bloodcalcium. Thus, overall health and homeostasis require thisvitamin. This story begins in the skin. Vitamin D2 is a plantproduct generated by ultraviolet irradiation of ergosterol.This precursor can appear in the diet. However, vitamin D3,or cholecalciferol, is also synthesized in the skin. This isinduced by the UV irradiation of 7‐dehydrocholesterol.However, before vitamin D3 is fully active, it must bemodified. The first step occurs in the liver with theconversion of vitamin D3 into 25‐hydroxycholecalciferol bythe addition of a hydroxyl group by the action of theenzyme 25‐hydroxylase. This product enters thebloodstream and is taken up by the kidney cells. A secondhydroxyl group is added to create 1,25‐dihydroxycholecalciferol. This requires the actions of the1α‐hydroxylase. This potent molecule acts on the intestinal



epithelial cells to stimulate the synthesis of calciumtransporters to increase the absorption of calcium.

Fig. 5.8 Metabolism of vitamin D.Deficiencies of vitamin D can lead to malfunctions incalcium homeostasis to impair bone growth anddevelopment in growing animals. This produces rickets, asyndrome characterized by bowlegs or knock‐knees. Inhuman medicine, as the importance of vitamin D wasrealized, the practice of fortifying milk with vitamin Dhelped ensure that children received adequate amounts ofthe vitamin to minimize the appearance of rickets.Interconversions of vitamin D are illustrated in Figure 5.8(Box 5.3).



Box 5.3 Rickets, anyone?

Rickets, considered a classic metabolic disease of bone,was first described in both humans and animals morethan 2000 years ago. The discovery that vitamin D couldprevent the disease led to a dramatic decrease indeveloped countries, but cases still occur. In humans,reduced sun exposure and increased use of sunscreenare believed to play a role. Dittmer and Thompson(2011) describe animal models that have beendeveloped to study vitamin D physiology and relatedbone disease as well as the etiology of rickets indomestic animals. This is most often associated withphosphorus deficiency or other genetic disturbances.Skin, of course, is a primary physical barrier to protectthe body from a variety of environmental pathogens, butspecific secretions are also important. Fukui et al.(2012) report on the expression of a variety of naturallyoccurring antimicrobials, including lysozyme, defensin‐2, lactoferrin, and others, within the cells and secretionsof eccrine glands of the skin of the porcine snout. It isnot hard, given the propensity of pigs to root andexplore their environment, to imagine the importance ofthese products.
Nails, Claws, Hoofs, and FeathersLet’s begin by first considering the nails of humans andother primates. Nails are hard plates of tightly packedkeratinized cells. They are clear and cover the dorsalsurface of the last phalanges of fingers and toes. Each nailhas three regions: (1) the nail body, (2) the free edge, and(3) the nail root. The body of the nail is the visible portion.



It rests on the nail bed, essentially a combination of thestratum basale and the stratum spinosum. The free edge isthat part that extends past the end of the digit. The nailroot is hidden from view and is embedded in a fold of skin,the nail fold. The cuticle is the stratum corneum of the nailfold that gets pushed outward over the surface of the nailbody.Nail growth depends on the nail matrix located under thenail root. As you might guess from your review of theepidermis, the nail matrix consists of the two deepestlayers of the epidermis (stratum basale and stratumspinosum). The keratinization of the cells of the nail matrixdevelops directly from the spinosum so that the stratumgranulosum and lucidum are absent. The result is thecreation of a hard, durable plate. As the nail matrixproliferates, and the cells are keratinized, this hard plate ispushed forward onto the nail bed, and the nail lengthens. Ifyou consider your own nails, you can see a small whitecrescent. This is called the lunula, and it corresponds withthe presence of the thick matrix underneath. So how doesthis differ from claws and hoofs?We’ll use the horse as an example of the remarkabledevelopment of hooves. Let’s begin with the lower leg andfoot. The foot includes the hoof (epidermis) and theunderlying dermis and associated structures. Specifically,these include the corium or dermis, digital cushion,terminal phalanx or coffin bone, the distal end of thesecond phalanx (short pastern bone), navicular bone, and avariety of muscles, tendons, ligaments, and nerves. Some ofthese major features are illustrated in Figure 5.9.The hoof is largely an insensitive, cornified layer derivedfrom the epidermis. Strictly speaking, the terms epidermaland dermis are more accurate than the common termsinsensitive and sensitive, respectively. The structure of the



hoof is produced in two ways. In some regions the dermis isvery highly papillated; this mirrors the general appearanceof dermal papillae in other regions of the body, but they aremore abundant and highly interlinked with correspondingepidermal pegs. This organization increases strength andassists the interchange between the dermal blood vesselsand the avascular epidermis. In other areas, the papillaeand epidermal pegs are so confluent that the adjacentepidermal and dermal tissues create distinct layers orlamina.The hoof is primarily an extension of the skin of the lowerlimbs. This boundary area that circles the leg just above thehoof is called the coronet. In this region, the dermis of theskin is continuous with the dermis, or corium, of the hoof.The subdivisions of the corium correspond with theadjacent epidermal regions of the hoof. As you move fromthe anterior surface of the hoof in a caudal direction, youpass through the following epidermal layers: stratumtectorium, stratum medium, and stratum internum. Thestratum tectorium extends from the periople layer of theskin epidermis of the coronet. Most of the wall is made upof the stratum medium and is organized in a tubulararrangement of cells. This is similar in appearance to thecompact bone if cut in cross section. These tubularstructures are sometimes noticeable as lines oriented fromthe coronet toward the ground in the wall of the hoof. Theboundary between the outer “insensitive” epidermis andthe “sensitive” dermis occurs in the stratum internum.Here, there is a complex interaction between the outerepidermis and the underlying laminar corium. Specifically,papillae from the dermis extend into the epidermis in aregular repeating array. Beyond the dermis (depending onthe angle), you would penetrate the bone of the distalphalanx. This is illustrated in Figure 5.10. If you penetratedfrom the bottom of the hoof near the center, you would



pass through similar (but thinner) layers of the epidermisand the tubular and intertubular horn of the sole, the solarcorium (dermis), the periosteum, and compact bone of thedistal phalanx.In addition to these complex histological structures, thereare also several well‐defined structures associated with thehoof. These include the frog (so named because of itsshape), bulbs, and the sole. The anterior edge is the toe,and the caudal margin is the heel. The white line, mostapparent when the hoof is trimmed, is created by theepidermal laminae and represents the boundary betweenthe dermis and epidermis. The frog is a wedge‐shaped massof mostly keratinized tissue that is softer than in otherareas because of its higher water content. The tubules ofthe sole are arranged vertically in correspondence with thepapillae of the dermis or corium of the sole. Corium has agood supply of nerves and blood vessels. Figure 5.10illustrates the gross anatomy of an equine hoof. Thephotograph is of the bottom or ventral surface of a freeze‐dried hoof. It is easy to imagine the structure like a shoethat surrounds the dermis bones, blood vessels, and nervesof the lower foot.
HornsThe horns of cattle, goats, and sheep are generated in theregion over the horn process, a germinal center thatprojects from the surface of the frontal bone of the skull.The dermis, or corium, envelopes the horn core so that it isfused with the outer covering of the bone tissue, orperiosteum. As the horn develops, the corium at its base isespecially thick where it links to the skin via abundant longslender papillae. The papillae become shorter and lessabundant toward the apex of the horn. The bulk of the horntissue consists of tubules that extend from the base of the



horn toward the apex. Softer tissue covers the surface ofthe horn near the base and extends a variable distancetoward the apex. This is like the outer covering of the hoof,the periople. The growth of the horn varies with thenutrition. This can be especially evident in wild animalswith seasonal variations in available nutrients. Thisvariation is reflected in the appearance of rings in the hornthat can be used to estimate age.





Fig. 5.9 Equine foot and hoof. Diagram (A) andcorresponding photograph of cross‐section (B) of theequine foot.In many commercial situations, especially dairy, polledcattle are often dehorned. This is usually accomplished bydestroying the corium when only the horn buttons arepresent. This is typically accomplished by either surgicalremoval or destruction with a hot iron or application ofcaustic paste. Once the horn has begun to develop, boththe corium and the entire horn must be removed to preventthe horn from redeveloping. Even a small amount of coriumcan produce a crooked stubbed horn.



Fig. 5.10 View of the plantar (bottom) of the equine hoof.



FeathersFeathers are likely the most complex structure derivedfrom the integument among vertebrates. It is also clearthat there are dramatic differences between avian speciesas well as marked differences depending on location andpurpose. To illustrate, the tail feathers of a rooster aremore than 1000 times larger than the smallest feathers onhis body. First, let’s consider what feathers do. Protectionfrom the elements and maintenance of body temperatureare clearly critical for all birds, but in addition, they allowmost birds to fly. Other aspects include protection frompredators and the ability to attract members of the oppositesex. Feathers are also plentiful. A mature chicken hasabout 5000 feathers.Feathers come in several forms, but they are all made up ofthe same basic parts, but these parts may be absent orrearranged among types of feathers. The predominantfeather type on a bird’s body is called the pennae orcontour feather. Other feathers vary from this commontype to large, stiff feathers of the wings, small, fluffy downfeathers, hairlike filoplumes, and small bristle‐likestructures. Major features of a contour feather include theshaft and the vanes on either side. There is often a so‐called after feather underneath. The shaft, familiar as thewriting end of a quill pin, is the longitudinal axis of thefeather. It has two parts: the calamus and the rachis. Thecalamus is the portion that penetrates the skin and thefeather follicle. The distal end tapers and has an openingcalled the inferior umbilicus. This entrance allows thedevelopment of the pulp of the shaft as the featherdevelops. The nib of the quill pin is anchored in thisopening. The rachis is the long, slender portion of thecenter of the feather that protrudes above the skin. Oneither side of the rachis, there are fine branches. Each



branch is called a barb, but each branch also has smallerbranches called barbicels. The barbicels are usually hookedso that the structure of the feather is maintained. You candistinguish this yourself by stroking a feather in the “wrongdirection.” You’ll notice that there is a particular directionthat the branches prefer. These parts are collectively calledthe vane and are responsible for the distinctive shape ofthe feather.In fact, the barbicels can hold the feather vane together soclosely that water is excluded. Have you heard theexpression, “like water off a duck’s back?” This elegantstructural arrangement is responsible for this effect. It isalso true that birds use secretions from their oil oruropygial glands to keep their feathers clean and in goodcondition, but contrary to popular belief, the secretions donot provide a waterproof coating.
LeatherLeather is made from animal skins or hides that arechemically treated. This is called tanning. When properlydone, the resulting product is strong, flexible leather whichresists decay and spoilage. Most leather made comes fromtanned cattle hides, but a variety of skins can be used,including those from sheep, goats, calves, horses, pigs,ostriches, seals, and various reptiles.Skins are typically cured, a process that involves eithersalting or drying the hide as soon as it is removed. In theso‐called wet salting process, the skins are rubbed withsalt, stacked, and bundled together. After about a month,most of the salt is absorbed into the skin. An alternative isto pack the skins in vats with a mixture of salt anddisinfectants. This process can be completed in less than24 hours and is called brine curing. After curing, the hidesare allowed to soak in water to remove excess salt and



debris. In the next step, the preserved flesh is mechanicallyremoved.Skins usually then move to large vats and are again soakedfor up to two weeks in a mixture of lime and water. Thisacts to loosen the hair, making removal easier. Bits of hairand fat that are missed by machinery are removed byscraping the skins by hand with a plastic scrapper or dullknife. This is called scudding. Cleaned skins then pass to avat containing acid, which removes excess lime. The hidesare then typically treated with enzymes to smooth the grainof the leather and to make the skin softer and moreflexible. The tanning process follows.Hides can be subjected to a variety of steps at this point,depending on the desired product. For example, vegetabletanning produces leathers that are flexible but stiff. Thismaterial would be used in belts, luggage, or furniture. Inthese cases, the hides are often stretched onto frames andsuspended in vats containing various tannins. These areagents found in bark, wood, and leaves. Tannins from oak,chestnut, or hemlock trees are frequently used. The hidesoften transfer to multiple vats containing progressivelystronger concentrations of tannins. Mineral or chrometanning is an alternative process used to produce leatherfor use in shoes, gloves, and clothing. After curing,scudding, and lime removal, the hides are soaked in achromium‐sulfate solution. Depending on the desiredproduct, the hides can then be dyed. This not only addscolor as desired; it also adds moisture to increase softnessand flexibility. Vegetable‐tanned hides are usually bleachedand then soaked with oils and soaps to increase flexibility.
Food for ThoughtPopular culture has made us aware of the utility of theanalysis of DNA in hair in forensic science to aid in crime



solving. But increasingly, researchers are focused on themeasurement of hair samples to evaluate animal health andperformance. One aspect of this effort is the search for non‐invasive, relatively stress‐free techniques. An intriguingapproach involves work to measure cortisol or itsmetabolites in hair. Depending on the species, cortisol, arelated glucocorticoid, and dehydroepiandrosterone(DHEA) are primary hormones secreted by the adrenalcortex after stress stimulation. While it is possible tomeasure these stress hormones in blood, secretion isepisodic and may well be induced by the act of collectingblood. Reliable results might require efforts to accustomanimals to handling, placement of indwelling blood vesselcatheters, etc. It is thought that measurement of cortisol orDHEA or other agents in hair might provide a longer‐termassessment of stress. In a sense, since accumulation wouldoccur over a prolonged period, measurement of theconcentration in hair might better reflect possible chronicstress, and provide an index of animal welfare. In short, aretrospective measure of steroid accumulation. In addition,DHEA is the primary precursor for estrogen synthesis, soconcentrations might relate to ovarian follicularsteroidogenesis and therefore reproduction in females.Peric et al. (2024) measured cortisol and DNEA in hairfrom primiparous and multiparous beef cows every 20 daysfrom calving until 100 days postpartum. They noted highervalues at calving and early postpartum and greater valuesin primiparous versus multiparous cows in early periods.Otten et al. (2022) reported differences in distal versusproximal hair segments in pigs and cattle, that is, higher indistal samples. This seems logical, that is, a longer periodfor cortisol accumulation. They, however, also noted theimportance of avoiding the collection of hair contaminatedwith urine. Specifically, hair samples readily incorporatedcortisol when soaked in urine, emphasizing the need to



collect hair samples from clean body sites with a low risk ofsoiling.



Chapter SummaryIt is easy to overlook the significance of the integumentarysystem and forget that it is the largest organ system.However, its physiological significance is profound and canbe summarized in the attributes listed below.
Physical protection: a barrier against the outsidePrevention from dehydrationBody temperature regulationSensory information via cutaneous receptorsMetabolic actionsExcretion of wastes

It is also clear that the skin and especially specializeddendritic cells are important in the immune system by theircapacity to essentially “test” the environment so that whennecessary, immune cells can respond and fight or preventinfections.The epidermis and dermis are the two primary layers of theskin, but the relative size (thickness) varies based onlocation and species. In areas where friction and wear areprominent, the outer layers of the epidermis are expandedto provide additional protection. The discrete layers ofepithelial cells listed below (outside to inside) are present:
Stratum corneumStratum granulosumStratum spinosumStratum basale



Other cells suspended within the epidermis includemelanocytes, which are important in protection from UVradiation and development of skin color, as well asLangerhans or dendritic cells.The deeper epidermis has scattered fibroblasts andadipocytes, extracellular fibers (collagen and elastin), andproteoglycans, as well as capillaries and blood vessels.There are also nerve endings and specialized receptor cellsthat occur as either encapsulated (Krause’s, Meissner’s,Pacinian, or Ruffin’s corpuscles) or unencapsulated (freenerve endings, modified nerve endings—Merkel discs, orroot hair plexuses that appear around hair follicles). Tworegions of the dermis include the papillary and reticularlayers.There are two types of sweat glands. Eccrine glands are themost common. They have a simple coiled structure andopen via pores on the skin surface. They produce ahypotonic, watery secretion that aids in the control of bodytemperature. Control of secretion depends on thesympathetic nervous system. In humans, sweating can alsobe emotionally induced (by fright, embarrassment, ornervousness). In this situation, sweating begins on thepalms, soles, and armpits. Apocrine sweat glands make upa smaller proportion of the total sweat glands. These glandsare larger and open onto hair follicles. The secretion is alsowatery but also contains fatty acids and proteins. Inprimates, these glands are affected by sex steroids andbecome prominent with the onset of puberty.Sebaceous or oil glands release their contents (holocrinemechanism) on the hair follicles. The secretions providesome protection to the hair and are familiar in animalagriculture with the lanolin in sheep wool.Other skin glands include anal glands, often familiar to dogor cat owners, as well as the infraorbital glands (sheep),



scent or horn glands (goats), submental glands of cats, andthe uropygial gland in birds, familiar when watching birdspreening and grooming their feathers. The mammary gland(covered in detail in Chapter 18) is also a skin‐derivedgland essential in many aspects of animal agriculture.Hair is probably the most apparent skin adaptation.Functions include insulation, physical protection, sensoryreception (the root plexuses around the follicles, or thespecialized whiskers of cats), as well as secondary sexcharacteristics and behavioral responses. The hair shafthas three regions: outer cuticle, inner cortex, and centralmedulla. The outer cuticle is essentially a layer of cornifiedsquamous epithelial cells; the bulk of the hair shaft is thecortex, composed of epithelial cells that have accumulateda specialized “hard” keratin as well as pigments, andmedullary cells, which are more cuboidal. The hairterminates in the root or hair bulb.The hair growth cycle has two primary phases: anagen andcatagen. Late anagen represents the point when a new hairbulb appears, and the older hair is shed. Control of hairgrowth is usually closely tied to season and the secretion orlocal expression of prolactin (Foitzik et al., 2003). Thedistribution and density of hair also vary between species.Consider the dense, luxurious fur of the chinchilla and itsvalue as a fashion item.Control of hair color is biochemically complex, but inhumans, for example, melanin and carotene are especiallyimportant. The rate and degree of pigment synthesis andaccumulation in hair cells and skin cells determine bothskin and hair color. Relative amounts of eumelanin (brown–black) versus pheomelanin (yellow–red) interact todetermine subtleties in hair and skin color. The genetics ofcolor in mice is well‐studied, in part based on husbandry ofgenetic mutations of mice that were raised and studied by



European fanciers in the late 1800s. More than 100 genesare known to be involved. These gene products may act onmelanocytes or directly impact the biochemistry ofpigmentation. Hormonal control is also apparent. Considerthe dramatic seasonal changes in the plumage or pelage ofArtic animals. Melanocortin and its related family membersare produced from POMC, which is abundant in the parsintermedia of the pituitary gland. Some of these mutationsand associated phenotypes are listed below.
Albino, lack of tyrosinase needed for melanin synthesis,absence of color.Agouti, altered signaling protein, increased = yellow;decrease = black.Brown, altered tyrosinase‐related protein 1, lost offunction = brown instead of black hair.Piebald spotting, altered endothelin receptor, patcheswithout color, deafness.Slaty, altered tyrosinase‐related protein 2, dilution ofblack color.

Vitamin metabolism is also an important skin property inmany animals. Specifically, vitamin D3 can be produced bythe effect of UV irradiation to convert 7‐dehydrocholesterolinto D3. Subsequent steps involving the liver and kidneyproduce the biologically potent 1,25‐dihydroxy vitamin D3.Finally, products from the integumentary system (wool andhair, leather, feathers, and horns) provide economicincentives to producers and goods for consumers.
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6
Bones and Skeletal System

Bones
IntroductionOsteology is the study of bones. The skeleton provides the basic scaffolding for thebody. The skeletal system includes the bones, cartilage, ligaments, and connectivetissues that hold everything together.
Classification of BonesThe human skeleton contains 206 major bones, whereas the number of bones indifferent animals varies. The bones can be classified into five categories, including longbones, short bones, flat bones, irregular bones, and sesamoid bones (Fig. 6.1), nameddue to their resemblance to sesame seeds.

Long bones are bones that are longer than they are wide. Some of the bones of thelimbs are long bones. Long bones are characterized by an elongated shaft andsomewhat enlarged extremities with articular surfaces. Examples of long bonesinclude the humerus, radius, femur, tibia, metacarpal (MC) bones, and metatarsalbones.
Short bones are usually shaped somewhat like a cube. Some examples include thecarpal bones of the wrist and the tarsal bones of the ankle.
Flat bones, as the name implies, are thin and flattened. They include two plates ofcompact bone separated by cancellous or spongy bone. Examples include thesternum (breastbone), ribs, scapula (shoulder blade), and certain skull bones.
Irregular bones. Are complex and irregularly shaped bones. Examples include thevertebrae and certain facial bones.
Sesamoid bones. Are small bones embedded in a tendon and resemble the shapeof a sesame seed. The most prominent example is the patella (kneecap).

Bone Structure
Gross AnatomyEach bone consists of compact bone and cancellous bone. Compact bone is also calleddense or cortical bone. Compact bone is found on the surface of bones. The interior ofbones is made of cancellous bone.Cancellous bone or spongy bone, consists of a network of small pieces of bone calledtrabeculae or spicules, interspersed with spaces filled with red or yellow bone marrow.Spongy bone predominates in short, flat, and irregular bones, as well as in theepiphyses of long bones. It is also found as a narrow lining of the medullary cavity ofthe diaphysis of long bones.



Long BonesIn developing long bones, the shaft is called the diaphysis, and each extremity is calledan epiphysis (plural = epiphyses) (Fig. 6.2). The epiphysis is mostly cancellous bonewith a thin outer coat of compact bone. It is usually enlarged relative to the diaphysis.The metaphysis is the region at the boundary between the diaphysis and epiphysis.Between the diaphysis and epiphysis of growing bones, there is a flat plate of hyalinecartilage called the epiphyseal plate. After growth is complete, this cartilage isreplaced by the epiphyseal line. The medullary cavity (from the medulla, “innermostpart”) is the space within the diaphysis that contains bone marrow. The joint surface ofthe bone is covered with a smooth layer of hyaline cartilage where one bone forms ajoint with another bone.



Fig. 6.1 Types of bones. Examples of the various types of bones as found in the pigskeleton.



Fig. 6.2 Anatomy of long bones. (A) Using the femur as an example of a long bone, theepiphysis is the enlarged area at either end of the bone while the diaphysis is the longshaft in the middle portion of the bone. The metaphysis is the joining point between theepiphysis and diaphysis. The periosteum is the fibrous covering of the area of the bonenot covered with articular cartilage. The endosteum is the fibrous and cellular tissuelining the medullary cavity of the bone. (B) Cross section of an equine humerusshowing exterior and interior anatomy.The fibrous sheath surrounding that part of the bone, not covered with articularcartilage, is called the periosteum. It consists of dense irregular connective tissue. Theinnermost periosteal layer includes an osteogenic layer containing osteoblastsresponsible for generating new bone and osteoclasts tasked with resorbing bone. Theperiosteum contains nerve fibers, lymphatic vessels, and blood vessels that supply thebone. The periosteum is attached to the underlying bone by Sharpey’s fibers extendingfrom the fibrous layer of the periosteum into the bone matrix. Sharpey’s fibers areparticularly dense where tendons and ligaments attach to the periosteum.



The internal surfaces of the bone are covered with the endosteum. The endosteum linesthe medullary cavity in long bones and covers the trabeculae of spongy bones.
Short, Irregular, and Flat BonesShort, irregular, and flat bones vary in the proportion of compact and cancellous bone(Fig. 6.3). In addition, these bones do not have a shaft or epiphyses. They contain bonemarrow between their trabeculae, but there are no bone marrow cavities. The internalspongy layer in flat bones is called the diploë (folded).
Microscopic Anatomy of BoneFour major cell types are found in bone (Fig. 6.4). The mature osteocytes account formost bone cells. Each osteocyte lies within a lacuna (see next section, “CompactBone”). Osteoblasts are cells that secrete the extracellular matrix of bone. Theyproduce collagen and matrix materials that account for unmineralized bone or osteoid.Eventually, osteoblasts become surrounded by the matrix they secrete, at which pointthey mature and become osteocytes. Osteoclasts are important in the resorption ofbone and the liberation of calcium stored in bone and are most abundant in areaswhere the bone is being removed. Osteoclasts are giant multinucleated cells. Bone alsocontains a small number of mesenchymal cells known as osteoprogenitor cells. Thesecells can produce osteoblasts and are therefore important in fracture repair.Osteoprogenitor cells reside in the inner, cellular layer of the periosteum, theendosteum lining the marrow cavity, and along vascular passageways in the matrix.



Fig. 6.3 Internal anatomy of flat bone. Flat bones consist of an outer layer of compactbone that sandwiches an inner layer of spongy, or trabecular, bone (diploë).



Fig. 6.4 Bone cells. The four types of bone cells and their locations are shown.
Compact BoneAlthough compact bone appears solid to the unaided eye, it is microscopically complex(see Fig. 4.53, Fig. 4.54, and Fig. 4.55). The structural unit of compact bone is theosteon, or Haversian system (Fig. 6.5). Each osteon appears as a cylindrical unitconsisting of 3–20 concentric lamellae of the bone matrix surrounding the centralHaversian canal that runs parallel to the long axis of the bone. The lamellae can beimagined like paper towels wrapped around a cardboard roll (i.e., osteonal orHaversian canal). The osteonal canal contains the vascular and nerve supply of theosteon.A second group of canals, called perforating or Volkmann's, or lateral canals, runs atright angles to the long axis of the bone. These canals provide pathways for the bloodvessel and nerve supply to the periosteum inside the osteonal canal. These canals arelined with endosteum.During bone formation, osteoblasts secrete the bone matrix. Osteoblasts maintaincontact with one another via gap junctions (see Fig. 4.33). As the matrix hardens, theosteoblasts become trapped within it, thus forming the lacunae and canaliculi. Theosteoblasts become osteocytes, or mature bone cells.Osteocytes, the spider‐shaped mature bone cells, are found in lacunae, the smallcavities at the junctions of the lamellae. Only one osteocyte is found per lacuna, andthese cells cannot divide. Numerous processes extend from each osteocyte into little



tunnels running through the mineralized matrix called canaliculi, which connectadjacent lacunae. Therefore, a continuous network of canaliculi and lacunae containsosteocytes and their processes running throughout the mineralized bone. Canaliculi areimportant because they provide a route by which processes from one osteocyte cancontact those of adjacent osteocytes. Therefore, via the canalicular system, allosteocytes are potentially in communication with one another. They pass information,nutrients, and/or waste from one place to another.Osteocytes can synthesize or absorb bone matrix. If the osteocyte dies, bone matrixresorption occurs due to osteoclast activity, which is later followed by repairing orremodeling by osteoblast activity.While mature compact bone has a lamellar structure in which the fibers run parallel,immature bone, also called woven bone, has a nonlamellar structure. Woven bone isdeposited rapidly during growth or repair, and its fibers are aligned at randomresulting in reduced strength. Woven bone typically is replaced by lamellar bone asgrowth continues.

Fig. 6.5 Microscopic structure of compact bone. These figures represent longitudinalsections of the bone shown in increasing magnification from left to right. The osteon, orHaversian system, consists of a central osteonal canal surrounded by concentriclamellae of bone matrix. These canals are all interconnected by lateral canals that runhorizontally, or at right angles, to the osteonal canals. Osteocytes, or mature bonecells, are found in cavities called lacunae that lie between the lamellar layers. Theosteocytes have extensions that project into canaliculi, which are narrow canalsinterconnecting the lacunae. The osteocytes pick up nutrients and oxygen from theblood and pass it via the canalicular system.Figure modified from Marieb (2003).



Cancellous or Spongy BoneUnlike compact bone, spongy bone does not contain osteons but instead consists of anirregular lattice network of bone spicules called trabeculae. In specific regions ofcertain bones, red bone marrow can be found in the space between the trabeculae.Osteocytes are found in lacunae within the trabeculae, and canaliculi radiate from thelacunae.
Chemical Composition of BoneBone consists of both organic and inorganic components. The major inorganiccomponent is calcium phosphate, Ca3(PO4)2. It accounts for two‐thirds of the weight ofbone. Calcium phosphate interacts with calcium hydroxide, Ca(OH)2, to formhydroxyapatite, Ca10(PO4)6(OH)2. As crystals of hydroxyapatite form, they alsoincorporate other inorganic materials including calcium carbonate, sodium,magnesium, and fluoride.The remaining organic portion of the bone is made up of cells (osteoblasts, osteocytes,and osteoclasts) and osteoid, which includes collagen fibers and ground substanceelements (proteoglycans and glycoproteins). Osteoid is secreted by osteoblasts.
Hematopoietic Tissue in BonesRed bone marrow, which is hematopoietic (i.e., blood‐forming), is found in the spongybone of long bones and the diploë of flat bones. Red bone marrow consists of matureand immature red blood cells, white blood cells, and associated stem cells. In newbornanimals, the medullary cavities of spongy bones contain red bone marrow. In adult longbones, the medullary cavities of spongy bone become large hollow cavities extendinginto the epiphysis and containing yellow bone marrow. Yellow marrow functions in fatstorage and contains mostly fat cells. Therefore, blood cell production in adult longbones is restricted to the head of the femur and humerus. However, if an animalbecomes anemic (has very few red blood cells), the yellow marrow can revert to redmarrow to supplement red blood cell production. In contrast, the spongy bone found inflat bones, such as those in the hips, remains hematopoietic throughout life andtherefore a reliable source there is a need to sample bone marrow.The osteonal and lateral canals are also the pathways by which blood cells formed inthe marrow enter circulation. Because bone marrow sinuses connect with the venousvessels running through these channels, newly formed blood cells are released intoosteonal, and lateral canals have a path to enter the general circulation.
Bone DevelopmentOsteogenesis, or ossification, is the process of bone formation. Calcification, theprocess of calcium salt deposition, occurs during ossification. While calcification isassociated with bone formation, it can occur in other tissues.There are two general classes of bone formation. Intramembranous ossification occurswhen bone develops from a fibrous membrane. The flat bones of the skull and face, themandible, and the clavicle if present, are formed this way. Intramembranousossification can cause the formation of bones in abnormal locations such as the testesor whites of the eyes. Such bones are called heterotopic bones (hetero = different;
topos = place). When a cartilage model serves as a precursor for the bone, this is calledendochondral ossification. Because of remodeling that occurs later, the initial bone laiddown by either method is eventually replaced.



Intramembranous OssificationEarly in embryonic development, mesenchymal cells migrate and aggregate in specificregions of the body. Remember, mesenchyme is tissue from which all connective tissuedevelops. As these cells condense, they form the membrane from which the bone willdevelop (Fig. 6.6). This presumptive bone site becomes more vascularized with time,and the mesenchymal cells enlarge and become rounder. As the mesenchymal cellschange from eosinophilic (i.e., stained shades of red with eosin dyes) to basophilic(affinity for basic or blue dyes), they differentiate into osteoblasts. These cells secretethe collagen and proteoglycans (osteoid) of the bone matrix. As the osteoid isdeposited, the osteoblasts become increasingly separated from one another, althoughthey remain connected by thin cytoplasmic processes.The site where the matrix first begins calcification is called the ossification center.Eventually, as the matrix becomes calcified, the osteoblasts become osteocytes. Theosteocytes are contained in canaliculi. Some of the surrounding less differentiated cellsproliferate to produce osteoprogenitor cells. These cells migrate to reside adjacent tothe spicules and become osteoblasts, thus adding more matrix. This results inappositional growth in which the spicules (areas of calcification extending from theossification center) enlarge and become joined into a trabecular network mimicking theshape of bone.



Fig. 6.6 Intramembranous ossification. (A) Mesenchymal cells within the mesenchymemigrate and condense in specific areas, forming a membrane that will become ossified.This condensed mesenchyme becomes progressively more vascularized, and the cellsbecome larger and rounded. The cells differentiate into osteoblasts that secretecollagen and proteoglycans (osteoid). As the matrix becomes denser and morecalcified, the osteoblasts become osteocytes contained within canaliculi. Some of thesurrounding cells become osteoprogenitor cells. As osteoprogenitor cells come intoapposition with the initial bone spicules, they become osteoblasts and continueappositional growth. (B) Ossification begins in a relatively confined region called theossification center.

Fig. 6.7 Endochondral ossification.



Endochondral OssificationEndochondral ossification begins similarly to intramembranous ossification, withmigration and aggregation of mesenchymal cells (Fig. 6.7). However, these cells nowbecome chondroblasts, instead of osteoblasts, and begin making a cartilage matrix.Once made, the cartilage matrix grows by both interstitial and appositional growth.Interstitial growth is responsible for most of the increase in the length of the bone,whereas the increase in width is produced by new chondrocytes that differentiate fromthe chondrogenic layer of the perichondrium surrounding the cartilage mass.Formation of mature bony tissue begins when perichondrial cells in the middle of thecartilage model begin to produce osteoblasts rather than chondrocytes. Subsequently,the connective tissue surrounding the middle of the cartilage changes fromperichondrium to periosteum. A thin layer of bone begins forming around the cartilagemodel. This bone is called either periosteal bone because of its location orendochondral bone because of its mechanism of development. This periosteal bone maybe called the bony collar.As the chondrocytes in the mid‐region become hypertrophic, the matrix is compressed.These cells begin to synthesize alkaline phosphatase, and the surrounding matrixbegins to calcify. As the chondrocytes die, the matrix breaks down and the neighboringlacunae become interconnected. At the same time, blood vessels begin to enter thisdiaphyseal area, vascularizing the developing cavity.Cells from the periosteum migrate inward with the blood vessels and becomeosteoprogenitor cells. Other cells also enter to give rise to the marrow. The breakdownof the matrix leaves spicules that become lined with osteoprogenitor cells that thendifferentiate into osteoblasts. Osteoblasts then produce the osteoid on the spiculeframework. The bone formed in this manner is called endochondral bone, and thisregion becomes the primary ossification center. As the cartilage is resorbed, the bonedeposited on the calcified spicules becomes spongy bone.Thereafter, a secondary ossification center develops in each epiphysis. The bonedevelops in these areas like the process occurring in the primary ossification center. Asthe secondary ossification develops, the only cartilage remaining is at the ends of thebones, and a transverse region known as the epiphyseal plate separates the diaphysealand epiphyseal cavities.



Fig. 6.8 Epiphyseal plate. The area between the diaphysis and epiphysis is the growthplate (GP), and it is characterized by distinct zonation as shown in this longitudinalsection.As the cavity in the diaphyseal marrow enlarges, a distinct zonation develops in thecartilage at either end of the diaphysis (Fig. 6.8). The following five regions developbeginning most distal from the diaphysis:
1. Zone of reserve cartilage. This region contains no cellular proliferation or matrixproduction. Small and scattered chondrocytes are present.2. Zone of proliferation. Cartilage cells are divided and organized in distinctcolumns in this area. The cells are larger than in the reserve zone and areproducing a matrix.3. Zone of hypertrophy. Cartilage cells in this region are large with a clearcytoplasm containing glycogen. The matrix is found in columns between the cells.4. Zone of calcified cartilage. Enlarged degenerating cells form this region. Thematrix is calcified.5. Zone of resorption. Nearest to the diaphysis, the cartilage in this region is indirect contact with connective tissue in the marrow cavity.
Bone Growth, Remodeling, and Repair
Bone GrowthAs bone grows, a continuous internal and external remodeling takes place in theepiphyseal plate. The epiphyseal plate remains constant in size because new cartilage



is produced in the zone of proliferation, while a similar amount of cartilage is removedin the zone of resorption due to the action of osteocytes. The resorbed cartilage isreplaced by spongy bone, produced by osteoblasts, which is found between the zone ofresorption and the diaphysis. As the cells in the proliferative region divide, an increasein the length of the bone occurs as the epiphysis is moved away from the diaphysis.The width of bone is increased by appositional growth of bone that occurs between thecortical lamellae and the periosteum as bone resorption occurs on the endostealsurface of the outermost region of the bone. As bones elongate, they are constantlyremodeling, which involves both resorption of bone and concomitant deposition inother areas.Eventually, new cartilage production ceases. The cartilage that is present in theepiphyseal plate is converted to bone until no more cartilage exists. This signifiesepiphyseal closure and growth of the bone is complete. The only remaining cartilage isat the articular (i.e., regions where bones form joints) surface of the bone. Theepiphyseal plate now becomes the epiphyseal line.The major hormone controlling bone growth in young animals is growth hormone fromthe anterior pituitary gland. Excessive secretion of growth hormone can causegigantism, or hyposecretion can cause dwarfism. Thyroid hormones also play animportant role in bone development. The action of these hormones is discussed inChapter 12.
Bone Remodeling and RepairWhile bones may appear to be dormant after animals reach adulthood, it is not. In fact,bone remains very active and is constantly being broken down (resorbed) and replacedin response to various physical or hormonal changes. This constant breakdown byosteoclasts and formation by osteoblasts is called remodeling and occurs at both theperiosteal and endosteal surfaces.The breakdown of bone by osteoclasts is termed bone resorption. Resorption beginswhen osteoclasts bind tightly to the surface of the bone (either the endosteum orperiosteum) to create a seal. This sealing effect is important because the osteoclastsrelease lysosomal enzymes, which digest the collagen and organic matrix while the aciddigests the minerals. The tight seal of the osteoclast to the bone surface protects otherareas from resorption. The digested components are engulfed by the osteoclasts viaendocytosis, packaged into vesicles, translocated across the osteoclast by transcytosis,and released by exocytosis into the interstitial space where the material is absorbedinto the capillaries. The canal that is formed establishes the future Haversian system.Eventually, the osteoclasts are replaced by osteoblasts that rebuild the bone.
Hormonal ControlThe control of bone homeostasis is poorly understood. However, because bones are amajor calcium storage site, calcium homeostasis plays an important role in bonemineralization (Fig. 6.9). The two primary hormones involved in calcium homeostasisare parathyroid hormone (PTH), produced by the parathyroid glands, and calcitonin,from the parafollicular cells (C cells) of the thyroid gland. PTH is released in responseto low plasma ionic calcium levels, while calcitonin is released when plasma ioniccalcium increases.If resorption is excessive, bones become weak such as in osteoporosis. Abnormallypredominant deposition can produce anomalies such as bone spurs. Estrogens areknown to reduce bone resorption whereas PTHs promote bone resorption. The



decrease in estrogen levels, associated with menopause, is linked with a weakening ofthe bones.
Repair of FracturesFractures can be classified in several ways:

Bone end alignment. If the bone ends remain aligned following a fracture, it iscalled a nondisplaced fracture. Displaced fractures occur when the bone ends areout of alignment.



Fig. 6.9 Hormonal control of plasma ionic calcium concentration. An increase inplasma ionic calcium concentration results in the release of calcitonin from thethyroid gland. Calcitonin stimulates calcium deposition in bone. In contrast, adecrease in plasma ionic calcium concentration stimulates the release of PTH fromthe parathyroid glands, which promotes osteoclast activity resulting in an increasein plasma ionic calcium levels.



Fig. 6.10 Steps in fracture repair.
Degree of break. If the break is all the way through the bone, it is termed acomplete fracture; if not all the way through, it is an incomplete break.
Orientation of the break. If the break is parallel to the long axis, it is a linearfracture; if it is perpendicular to the long axis, it is a transverse fracture.
Skin penetration. If bone protrudes through the skin, it is an open, or compound,fracture. A nonprotruding break is called a closed, or simple fracture.

The repair process for a fractured bone involves four steps (Fig. 6.10):
1. Hematoma formation. As a result of a fracture, the blood vessels tear causing theformation of a hematoma, a mass of clotted blood, at the fracture site. Bone cellsbegin to die, and the site shows the classic signs of inflammation, i.e., pain,swelling, redness, and loss of function.2. Fibrocartilaginous callus formation. Capillaries grow into the hematoma,providing an entrance for phagocytic cells to invade and remove the debris.Fibroblasts and osteoblasts migrate into the fractured area from the periosteumand endosteum. The fibroblasts form collagen fibers, which serve to span the spacein the break, thus connecting the two ends. Stimulated mesenchymal cells areinduced to differentiate into chondroblasts which begin making cartilage matrix.Finally, osteoblasts close to the capillaries begin forming spongy bone; those foundfurther away secrete a bulging cartilaginous matrix. This entire mass, called afibrocartilaginous callus, spans the fractured area.3. Bony callus formation. Bone trabeculae begin to appear because of the actions ofthe osteoblasts converting the fibrocartilaginous callus into a bony callus made ofspongy (or woven) bone. Bony callus formation continues until the two ends of thebone are rejoined.4. Bone remodeling. Remodeling begins during bony callus formation and continuesuntil the bony callus is complete. Excess material is removed from both the



periosteal and endosteal area, and compact bone is formed along the shaft.Normally, the final product has the same shape as the original bone.
Response to Mechanical StressBone deposition not only can occur in response to a bone injury but can also occurwhen additional strength is needed. This happens in response to new physicalpressures placed on the bone. For example, if a bone is bearing weight at a differentangle. Wolff's law states that a bone grows or remodels in response to forces placed onthe bone. Such forces include weight bearing on the bone or muscles pulling on thebone. Because such forces are generally off‐center, they tend to bend the bone. Inresponse, the compact bone thickens on one side while thinning on the other sidethrough the remodeling process. Spongy bone forms in the middle because mechanicalforces acting on the bone sum to zero in this region (Fig. 6.11).
Nutrients Necessary for Bone DepositionBone deposition requires vitamin C for collagen synthesis, vitamin D for calciumabsorption, and vitamin A for bone deposition and removal, as well as supplies ofcalcium, phosphorus, magnesium, and manganese.
Homeostatic Imbalances of Bone
Osteomalacia and RicketsOsteomalacia is a condition in which the bones are insufficiently mineralized. Rickets isa name for the same condition when it is present in prepubertal animals. Althoughosteoid is produced, calcium salts are not sufficiently deposited, and the bones remainsoft. Inadequate calcium or vitamin D in the diet are frequent causes of osteomalacia.Vitamin D is necessary for intestinal absorption of Ca2+. When blood calcium levelsdecrease, due to inadequate intestinal absorption, PTH maintains plasma Ca2+ bystimulating the release of Ca2+ from the bone.
Parturient Paresis (Milk Fever)As dairy cows begin milk production, the first milk produced (colostrum) contains highconcentrations of Ca2+. Colostrum requires approximately 3 g of calcium per hour toproduce. When a cow cannot mobilize this amount of calcium, she can develop milkfever within 72 hours. Following parturition. Symptoms include loss of appetite,followed by muscle weakness, decreased body temperature, labored breathing, andparalysis of the hind legs. If left untreated, the cow can collapse into a coma and die.To prevent milk fever, cows should be given sufficient dietary vitamin D prior toparturition. If milk fever develops, cows are given oral or intravenous calcium,according to individual severity.



Fig. 6.11 Mechanical stress on bone. Using the femur as an example, the bone is actedupon by the load of the body weight. This load is transmitted through the bone asindicated by the dashed arc. This causes compression on one side of the bone whilestretching the other side. These two forces sum to zero in the middle of the bone,creating the point of zero stress.
Egg‐Laying Fatigue in BirdsLike milk fever in cows, high‐producing egg‐laying hens can develop weak and brittlebones. A hen must deposit as much as 8–10% of her total calcium into the eggshelleach day. Because the eggshell is deposited during the night, the hen must draw uponthe calcium reserves located in a specialized type of bone called medullary bone. Underthe influence of estrogens and androgens secreted from the developing ovarianfollicles, medullary bone is produced in hens 2 weeks prior to the commencement ofegg laying. As blood calcium levels decrease during eggshell formation, the hen



releases PTH, which mobilizes bone calcium. If insufficient stores of calcium arepresent in the bones, the bones become weaker as they become demineralized.
Bones and Skeleton
Markings on BonesThe surface of the bone is seldom smooth. Instead, various depressions, bumps, andridges serve as sites where muscles and tendons originate or attach, and blood vesselsand nerves travel. These various markings are outlined in Table 6.1 and illustrated inFigure 6.12. Learning these terms is helpful when studying the origins and insertionsof muscles.
SkeletonThe skeleton includes all the bones of the body. These bones, and their articulations,have been altered during evolution to accommodate various functions. Consequently,the skeleton is an excellent example of the complementary nature of form and function.The theme of structure reflecting function appears yet again. The skeletons of variousspecies are shown in Figure 6.13. Most of the remainder of the chapter is concernedwith mammals, however, a brief discussion of features unique to avian species isincluded at the end of the section on the skeleton.



Table 6.1 Bone markings.
Term Description Example
Projections, depressions, and openings where muscles and ligaments attachCrest Narrow ridge of bone; usuallyprominent Iliac crest
Epicondyle Raised area on or above a condyle Lateral epicondyle of the humerusFossa Shallow depression, often serving as anarticular surface Olecranon and radial fossae of thehumerusLine Narrow ridge of bone; less prominentthan a crest Gluteal line on wing of ilium
Process Generally, any bony prominence;sometimes used to name specificprominences

Crest, spine, trochanter, tubercle,tuberosity, etc.; olecranon process
Ramus Arm‐like bar of bone Ramus of the mandibleSpine Sharp, slender, often pointedprojection Spine of the scapula
Tuberosity Large, rounded projection Deltoid tuberosity of the humerusTrochanter Very large, blunt, irregular‐shapedprocess; found only on the femur Trochanter of the femur
Tubercle Small‐rounded projection or process Greater tubercle of the humerus
Projections that help form jointsCondyle Rounded articular projection Occipital condyle of the skullCotyloid A deep articular depression Acetabulum of the hip jointFacet Smooth, nearly flat articular surface Superior costal facet of thevertebraeHead Bony expansion carried on a narrowneck Head of the femur
Trochlea A pulley‐shaped, articular structure Trochlea of the femur
Depressions and openings, allowing blood vessels and nerves to passFissure Narrow, slit‐like opening Palatine fissureForamen Round or oval opening through a bone Foramen magnumFovea A shallow, nonarticular depression Fovea capitis on the head of thefemurIncisure A notch‐shaped depression at the edgeof a bone Semilunar notch of the ulna
Meatus Canal‐like passageway External auditory meatusSinus Cavity within a bone, filled with air andlined with mucous membrane Nasal sinuses
Sulcus Furrow‐like groove Brachial groove of the humerus



Fig. 6.12 Marking on bones. Various bovine bones are shown, including the femur (A),humerus (B), radius‐ulna (C), and scapula (D), which are labeled to illustrate bonemarkings.





Fig. 6.13 Skeletons. (A) Cow. (B) Horse. (C) Pig. (D) Dog.
Functions of the Skeletal SystemThe skeleton has five primary functions:

1. Support. The skeletal system provides the structure to which the bones attach, aswell as the structural support for the entire body.2. Storage of minerals and lipids. The bones provide a major storage for variousminerals, particularly calcium. In addition, the bones contain a substantial amountof lipids.3. Blood cell production. The bone marrow is a site of formation for all types ofblood cells.4. Protection. The vital organs of the body are protected by the skeletal system. Theribs surround the visceral organs, whereas the central nervous system is encasedwithin the skull and spinal cord.5. Leverage. Many of the joints of the body act as levers therefore assisting withmovement.
Skeletal Cartilage
Types of CartilageThe skeleton begins as cartilage and fibrous membranes but then is replaced withossified tissue as the animal progresses through gestation. Cartilage contains nonerves or blood vessels and is surrounded by a layer of dense irregular connectivetissue called the perichondrium. Blood vessels found within the perichondrium providenutrients for the chondrocytes within the cartilage.There are three types of cartilage found in the skeleton. Hyaline cartilage is the mostabundant and provides support and flexibility for the skeleton. The matrix contains onlyfine collagen fibers. Hyaline cartilage is found (1) on articular surfaces, (2) within



costal cartilage connecting the ribs to the sternum, (3) in the respiratory cartilagesforming the support for the larynx and reinforcing passageways of the respiratorysystem, and (4) in nasal cartilages supporting the external nose.Elastic cartilage contains more elastic fibers than hyaline cartilage. Therefore, it isbetter able to withstand bending. It is found in only two places in the skeleton: (1) theexternal ear and (2) the epiglottis, which is the flap of tissue that covers the opening ofthe larynx during swallowing.Fibrocartilage is highly compressible, possessing great tensile strength. It containsapproximately parallel rows of chondrocytes with intervening thick collagen fibers. It isfound in the menisci within the knee and intervertebral discs.
Growth of CartilageCartilage can continue to grow through two processes. Appositional growth occurswhen new cartilage forms on the surface of preexisting cartilage. Interstitial growthoccurs from inside of the cartilage mass in which lacunae‐bound chondrocytes insidethe cartilage divide and secrete new matrix, thereby expanding the cartilage fromwithin.



Fig. 6.14 Axial and appendicular skeleton. As shown with this dog skeleton, the axialskeleton includes the bones and cartilage, protecting the soft structures in the head,neck, and trunk, and consists of the skull, hyoid apparatus, vertebral column, andthorax. The appendicular skeleton includes the limbs and bones connecting the limbs tothe axial skeleton.
Skeleton ClassificationThe skeleton is divided into the appendicular skeleton and the axial skeleton (Fig.6.14). The axial skeleton includes the skull, hyoid apparatus, vertebral column, ribs,and sternum. The appendicular skeleton includes the bones of the limbs and limbgirdles. The thoracic limb or pectoral limb includes the scapula, humerus, radius, ulna,carpal bones, MC bones, phalanges, and sesamoid bones. The thoracic girdle orshoulder girdle includes the two scapulae, and the clavicle in man, which holds theshoulder laterally, but which is only vestigial in domestic animals.
Axial Skeleton
The SkullThe skull is a very complex structure made mostly of flat bones. Except for themandible that is attached via a movable joint, the bones of the skull are connected byinterlocking joints called sutures. The suture joints are characterized by a saw‐toothed



or serrated appearance that keeps the bones attached but allows the cranium toexpand and contract while remaining intact.Suture lines are visible between the bones of the skull (Fig. 6.15). The internasalsuture is between the two nasal bones while the frontonasal suture separates thefrontal bones from the nasal bones. The frontoparietal suture separates the frontalbones from the parietal bones. The nasomaxillary suture separates the nasal bonesfrom the maxillary bones.The skull contains both cranial and facial bones (Table 6.2). The cranium includesthose bones that surround the brain. The cranium consists of the cranial vault, alsocalled the calvaria, forming the superior, lateral, and posterior aspects of the skull, andthe cranial base or floor that forms the inferior aspect of the cranium. The cranial baseis divided by bony ridges into three distinct fossae: the anterior, middle, and posteriorcranial fossa. The cranial bones form the cranial cavity that houses the brain andprovide the site for attachment of head and neck muscles.The skull contains approximately 85 named openings, including foramina, canals,fissures, and orbits. These provide passageways for the spinal cord, blood vessels, andthe 12 cranial nerves to enter and leave the brain.
CraniumThe roof of the cranium is formed by the paired frontal and parietal bones (Fig. 6.16).The caudal aspect of the skull is formed by the unpaired occipital bone. The floor of thecranium is formed by the unpaired sphenoid bone. Finally, the rostral wall of thecranium is formed by the ethmoid bone.The facial bones include those bones enclosing the nasal and oral cavities. These bonesform the structure of the face; contain cavities for special senses, including sight, taste,and smell; provide openings for air and food; secure teeth; and provide attachmentsites for facial muscles. The facial region is divided into the oral, nasal, and orbitalregions.



Fig. 6.15 Suture lines of the skull. These lines are shown on the top and side view ofthe skull of a pig.
Table 6.2 Bones of the skull.
Term Description
Cranial bones (number)Frontal (2) The rostral portion of the roof of the cranial cavity in most domesticspecies; in the ox, it forms the entire roof of the cranial cavityParietal (2) Along with the frontal, forms the roof of the cranial cavity in mostdomestic animals except oxOccipital (1) Forms caudal aspect of the cranial cavity, as well as the skullTemporal (2) Forms caudolateral wall of the cranial cavitySphenoid (1) Unpaired bone forms the floor of the cranial cavity; it has severalparts, including the body, greater wings, lesser wings, andpterygoid processesEthmoid (1) Unpaired bone forms the rostral wall of the cranial cavity; formspart of the nasal septum, caudal wall of the nasal cavity, and part ofthe medial wall of the orbit



Term Description
Facial bones (number)Mandible (1) The lower jawMaxilla (2) Form the upper jaw, and parts of the hard palate, orbits, and nasalcavityZygomatic (2) Cranial portion of zygomatic arch; forms part of the cheek and orbitNasal (2) Along with the cranial portion of the frontal bone, forms theosseous roof of the nasal cavityLacrimal (2) Forms medial surface of orbitPalatine (2) Forms part of the hard palate along with maxillary and incisivebonesVomer (1) Unpaired bone forming part of osseous nasal septumVentral nasalconcha (2) A fragile scroll of bone that increases the nasal surface area
Pterygoid (2) Small bones in the caudal part of the nasopharynxIncisive orpremaxillary (1) Holds upper incisors

Fig. 6.16 Skulls of various species. The skulls of different species show major bones.The oral region is formed by parts of the incisive, maxillary, and palatine bones, as wellas the mandible surrounding the oral cavity. The nasal region is formed by portions ofthe nasal, maxillary, palatine, and incisive bones that surround the nasal cavity. Theorbital region consists of the bony socket holding the eye and is formed by portions of



the frontal, lacrimal, palatine, sphenoid, and zygomatic bones. The zygomatic arch,which forms the ventral wall of the orbit, consists of the zygomatic bone and thezygomatic process of the temporal bones. An exploded view of the equine skull isshown in Figure 6.17.
Species DifferencesUnique to the horse and cat, the interparietal bone is found between the two parietalbones. In other species, this bone is present in the fetus but fuses with surroundingbones during gestation. In the ox, the frontal bone forms the entire roof of the cranium,whereas the parietal bones help form the roof in other species.



Fig. 6.17 Exploded equine skull. The various bones of the equine skull have beenseparated, showing side (A) and top view (B).



Fig. 6.18 Examples of dog skulls. The three general types of dog skulls arerepresented. The collie, Siberian husky, and bulldog represent the dolichocephalic,mesaticephalic, and brachiocephalic types of skulls, respectively. Note the relativelylong facial component on the collie and the short facial component on the bulldog.In the dog, three types of skulls are described based on the variations in the facialbones and cranial cavity (Fig. 6.18).
1. Mesaticephalic. Average conformation. For example, Siberian husky.2. Dolichephalic. Has an elongated facial component. For example, collie.3. Brachiocephalic. Has a shorter facial component. Example, bulldog.
The Vertebral ColumnThe vertebral or spinal column, also colloquially (though incorrectly) called the spine (aspine is a pointed projection from any bone), protects the spinal cord, supports the



head, and serves as an attachment site for muscles affecting body movements. Thebony column consists of irregular bones connected by joints that are characterized bydifferent degrees of mobility in different regions of the column.The vertebrae (sing. = vertebra) are the irregularly shaped bones making up thevertebral column. Five general regions are described: cervical (neck), thoracic (back),lumbar (loin), sacral (croup), and caudal (tail) vertebrae. Each is named by the firstletter of the group followed by the number within the group, for example, C1, T3, L5,S3, and Ca20. The number of vertebrae typically present in various species is shown inTable 6.3.Typical vertebrae are shown in Figure 6.19. Features common to all vertebrae includethe body, vertebral arch, vertebral foramen, and processes. The body is the thick,spool‐shaped ventral portion of the vertebra. The vertebral body is convex at thecranial end and concave at the caudal end, allowing articulation with the adjacentvertebrae. The vertebral arch is the dorsal portion of the vertebra consisting of twoupright pedicles that form the wall of the vertebral foramen. Paired (right and left)half‐ (or hemi‐) laminae project from the pedicles toward the back, and meet in themidline to complete the lamina, form the roof of the vertebral foramen. In thearticulated vertebral column, consecutive vertebral foramen completes the vertebralcanal. In the intact state, the spinal cord passes through the vertebral canal.
Table 6.3 Number of vertebrae.

Species Cervical Thoracic Lumbar Sacral CaudalCarnivore C7 T13 L7 S3 Ca20‐24Pig C7 T11‐15 L6‐7 S4 Ca20‐23Horse C7 T18 L6 S5 Ca15‐21Ox C7 T13 L6 S5 Ca18‐20Sheep C7 T13 L6‐7 S4 Ca16‐18Chicken C7 T7 L14 (lumbar sacral)



Fig. 6.19 Examples of various vertebrae. Examples of cervical, thoracic, lumbar, andsacral vertebrae are shown. Note that in cervical vertebrae, the spinous process isgreatly reduced. Thoracic vertebrae have an exaggerated spinous process, and lumbarvertebrae have an exaggerated transverse process. Sacral vertebrae are generallyfused into a single unit, with the processes also tending to fuse into continuous linesrather than individual elevations.Within each region, the common vertebral features are modified to optimize the abilityof each vertebral region to accomplish its function. Regional vertebrae arecharacterized by features that are more like each other than adjacent regions.However, the transition from one region to the next is gradual, with the last vertebra ofa given region bearing a strong resemblance to the first vertebra of the followingregion.Potentially, seven processes arise from each vertebra. The dorsal spinous processprojects vertically toward the back, and the paired transverse processes extendlaterally from each side of the vertebral body. Two pairs (right and left) of cranial andright and left caudal articular processes project from a region‐specific area of thelamina to allow adjacent vertebrae to articulate with each other at a second site (thefirst is at the cranial and caudal articular surfaces of each vertebral body, thussimultaneously allowing greater flexibility and stability than could otherwise beachieved).The first and second cervical vertebrae are very highly specialized and are unique inform from each other and from any other vertebra. Only these two vertebrae are given



specific individual names (Fig. 6.20). The atlas (C1) supports the head, hence, its name(like the mythological Atlas, who carried the Earth upon his shoulders). Cranially, theatlas articulates with the occipital condyles of the skull (see Fig 6.17) forming theatlanto‐occipital joint. Motion at this joint is a back‐and‐forth rocking motion, whichallows the neck to flex and extend as in nodding “yes.” The atlas is unique in that itsspinous process is reduced to a bump (the dorsal tubercle), and the body is modifiedinto the ventral arch. The axis (C2) possesses a large ridge‐like spinous process. Thedens a heavy, peg‐like cranially directed process that forms a pivoting articulation withthe atlas and allows a twisting motion of the head on the neck, as when shaking thehead “no.” The dens are developmentally derived from a part of the atlas.Thoracic vertebrae are generally characterized by robust spinous processes. Theanticlinal vertebra is the one with the most vertically oriented dorsal process. Cranialto this vertebra, the dorsal processes are inclined cranially while those caudal to thisvertebra are inclined caudally. The anticlinal vertebra is an important landmark whenreading radiographs. Their bodies possess an articular facet at the cranial and caudalend for articulation with the ribs.



Fig. 6.20 Atlas and axis. The atlas and axis are the first and second cervical vertebrae,respectively. (A) The dorsal, ventral, and cranial views of the atlas and axis of a horse.(B) The articulation between the atlas and axis.Lumbar vertebrae are characterized by their massive bodies, shorter spinousprocesses, and long, flat transverse processes. These vertebrae also lack costal facetsbecause ribs do not articulate with them.The sacral vertebrae fuse in adult individuals to form the sacrum. Each sacral vertebrahas dorsal and ventral foramina allowing the passage of spinal nerves. The wings of thesacrum (Fig. 6.19) articulate with the ilium of the pelvis forming the sacroiliac joint.This is the only site of connection between the axial skeleton and pelvic limb.
ThoraxThe thorax is the bony cavity formed by the sternum, ribs, costal cartilage, and bodiesof the thoracic vertebrae (Fig. 6.21). The sternum, or breastbone, is the composite of



the unpaired bones (sternebrae) forming the floor of the thorax. Species‐specificnumbers of sternebrae are as follows: six in pigs, horses, and humans; seven inruminants; and eight in carnivores. The manubrium is the enlarged first sternebra,while the xiphoid process is the last sternebra capped by the xiphoid cartilage. Thethoracic inlet is the entrance into the bony thoracic cavity as delineated by the lastcervical vertebra, the first pair of ribs, and the sternum.



Fig. 6.21 Thorax of different species. (A) Lateral aspect of cat. (B) Lateral aspect ofdog.Reprinted from Constantinescu (2002). With permission from the publisher.



Fig. 6.22 Typical rib. Typical rib from the mid‐thoracic region.The inserted rib drawing is from Constantinescu and Constantinescu (2004).The ribs consist of long, curved bones that form the lateral wall of the thorax. The ribscan be grouped as follows:
1. Sternal (sometimes called “true”) ribs. Articulate directly to the sternum via theircostal cartilage. Costal cartilage consists of hyaline cartilage.2. Asternal (sometimes called “false”) ribs. Costal cartilages merge to form the costalarch, which indirectly joins them to the sternum in all domestic species.3. Floating ribs. End in short costal cartilages that join neither the sternum nor thecostal arch, but end “blindly” in the flank musculature. One pair of floating ribs ispresent in dogs and cats, two pairs in humans and cattle, but none in horses.

As shown in Figure 6.22, the proximal part of each rib consists of a head and atubercle. The head articulates with the caudal and cranial costal fovea of adjacentthoracic vertebrae and the intervertebral disc found in between. The tubercle of the ribarticulates with the transverse process of the same numbered vertebra. Between eachrib is the intercostal space.



Appendicular Skeleton
Thoracic LimbIn humans, the clavicle braces the shoulder against the sternum, which facilitatesclimbing and other similar behaviors. In domestic mammals, the thoracic limb bearsweight and has a much more restricted range of motion, and the clavicle is vestigial.The proximal end of the thoracic limb begins at the scapula. This “shoulder blade” is aflat, triangular bone in the shoulder region (Fig. 6.23). Together the two scapulaeconstitute the thoracic girdle.The lateral surface of the scapula presents the spine of the scapula that ends in theacromion, the expanded distal end of the spine of the scapula. The acromion is absentin the horse. The area cranial to the spine is the supraspinous fossa; the area caudal toit is the infraspinous fossa. Most of the medial surface of the scapula is called thesubscapular fossa. On the dorsal border of the scapula is the scapular cartilage. On theopposite end of the bone, the cavity in which the humerus articulates is the glenoidcavity. The supraglenoid tubercle, located near the cranial aspect of the glenoid cavity,is the site of proximal attachment (origin) of the biceps brachii muscle. The coracoidprocess (Greek for “crow like”) is a small process on the medial side of thesupraglenoid tubercle where the coracobrachialis muscle arises. Found only in cats,the suprahamate process is a caudal projection from the acromion.



Fig. 6.23 Scapula of porcine and bovine. The lateral (A), medial (B), and caudal (C)views of the porcine and bovine scapula.The humerus, sometimes called the brachial bone, is the largest bone in the thoraciclimb (Fig. 6.24). Proximately, the humerus articulates with the scapula at the glenoidcavity thereby forming the shoulder joint. Distally the humerus articulates with boththe radius and ulna contributing to the elbow joint.The head of the humerus is a rounded process articulating with the glenoid cavity. Thegreater (lateral, major) tubercle is the large process craniolateral to the head and canbe palpated as the point of the shoulder. The lesser (medial, minor) tubercle is locatedon the medial side of the head. The bicipital, or intertubercular, groove is a sulcusbetween the greater and lesser tubercles through which the tendon of the bicepsbrachii muscle passes. The body of the humerus connects the two epiphyses of thebone. The laterally positioned deltoid tuberosity, to which the deltoid muscles attach, isthe largest tuberosity on the bone. The distal end of the bone is called the humeralcondyle and includes the humeral capitulum and humeral trochlea, which are the twoarticulating surfaces, two fossae, and the medial and lateral epicondyles. The olecranonfossa is a groove on the caudal surface of the distal end of the humerus in which theolecranon process of the ulna rests. The radial fossa, opposite the olecranon fossa,receives the proximal end of the radius while the elbow is flexed. In the dog, andsometimes the pig, the supratrochlear foramen, is a hole that connects the olecranonand radial fossa. Nothing passes through the supratrochlear foramen. In cats only, the



supracondylar foramen lies on the lateral surface just proximal to the condyle; themedian nerve and the brachial vessels pass through this hole.The radius is the weight‐bearing bone of the forearm (Fig. 6.25). Proximally, the radiusarticulates with the humerus and ulna at the elbow (the cubital joint); distally the radialarticulations are with the carpal bones and ulna forming the antebrachiocarpal joint.The head of the radius articulates with the capitulum of the humerus and the ulna. The(medial) styloid process lies on the distal end of the radius.The ulna functions mainly as a site for muscle attachments and the formation of theelbow. Proximately, it articulates with the humerus and radius, and distally with theradius and carpal bones. The proximal end of the ulna is called the olecranon process,the point of the elbow, where the extensor muscles of the elbow attach. The trochlearnotch is the crescent‐shaped articulation site with the humerus. The distal end of theulna also ends in the styloid process, referred to as the lateral styloid process todistinguish it from the radial styloid process.



Fig. 6.24 Humerus of various species. The parts of the equine, bovine, porcine, andcanine humerus.The radius and ulna fuse in the horse and ruminants. Because they are fused, theseanimals cannot supinate or pronate (rotate the wrist), and the mannus (hand ofhumans) is committed to permanent pronation (palm‐down position). In contrast, thesebones are not fused in carnivores; therefore, these animals can at least partiallysupinate (turn upward) their paws.Premature closing of the GPs in the radius or ulna can cause deviations in these bones,resulting in valgus or vargus deviations. Valgus is a lateral deviation distal to a jointand vargus is a medial deviation distal to a joint. For example, carpus valgus or carpusvargus are lateral and medial deviations distal to the carpus. Carpal valgus, a lateraldeviation of the joints distal to the carpus, is also called “knock‐knee”; carpal vargus, amedial deviation of the bones distal to the carpus, is called “bowlegged.”



Fig. 6.25 Radius and ulna. The radius and ulna of various species.The distal portion of the thoracic limb is technically the manus (hand), commonly calledthe forepaw in carnivores (Fig. 6.26). The manus consists of the carpus, metacarpus,and digits. Each digit is a complete toe, including two or three separate bones calledsesamoid bones that are associated with the joints between each MC bone and digit, aswell as some of the joints between phalanges (interphalangeal joints).



Fig. 6.26 Lower leg, including the mannus, of the horse.The carpus, the wrist of man, consists of two transverse rows of carpal bones. Thenumber of carpal bones varies among species. Although the pig and horse have eightcarpal bones, the first carpal bone in the distal row is often absent in the horse. Dogsand cats have seven carpal bones due to the fusion of two of the carpal bones in theproximal row. Ruminants have six carpal bones because the first carpal bone is absent,the second and third are fused.The MC bones are located between the carpus and digits (toes). Potentially, five arepresent and numbered I฀V from medial to lateral. Species differ in the number andrelative size of MC bones due to the absence or fusion of these bones as related towhich are weight‐bearing. Generally, paired proximal sesamoid bones are present onthe palmar (ground‐facing) surface at the metacarpophalangeal joint (junction of MCbone and its associated digit). In dogs, only a single sesamoid bone is present for thedewclaw.Carnivores have five MC bones because all five toes are present. The first MC bone ismuch shorter than the others because digit I (the “dewclaw”) is not weight bearing.The pig has four MC bones because MC I is absent. The third and fourth MC bones areweight‐bearing and therefore the longest, while the second and fifth are somewhatshorter and nonweight‐bearing.The horse has three MC bones, with MC I and V being absent. The second and fourthMC bones are commonly called splint bones because they are greatly reduced in size



and end proximal to the digit. The rounded distal ends of each splint bone are calledthe buttons of the splints. The large, heavy third MC is called the cannon bone.The digits of the forelimb correspond with the fingers of man. Like the MC bones(which support the digits), potentially five digits are present and again are numberedfrom medial to lateral. Their numbers correspond to their supporting MC bones.However, the number of digits present varies by species.Each digit contains multiple bones called phalanges. The first digit (when present)possesses two phalanges, while the remaining digits possess three. The phalanges arenamed proximal phalanx, middle phalanx, and distal phalanx.Carnivores possess weight‐bearing digits. As with MC I the first (nonweight‐bearing)digit is reduced in size. Pigs possess digits II–V but bear weight only on III and IV.Superficially, ruminants seem to have four digits because they have four hooves, butonly have two digits (III and IV) because no bony elements are associated with thelateral‐and‐medial hooves (which are referred to as “claws”). Horses possess only digitIII corresponding with the MC III.
Pelvic LimbThe pelvic girdle, or bony pelvis, consists of the two hip bones (ossa coxarum), thesacrum, and the first few caudal vertebrae (Fig. 6.27). The pelvic cavity is the internalspace defined by the bony pelvis. Each hip bone (os coxae) consists of the fused ilium,ischium, pubic, and acetabular bones. The acetabulum is the site where the head of thefemur articulates. It is formed by the fusion of the ilium, ischium, pubic, and acetabularbones. The small acetabular bone lies in the center of the acetabulum, and in the adultis fused with the other bones. The two hip bones are fused on the ventral midline at thepelvic symphysis. This fusion includes the two pubic and two ischial bones.The ilium is the largest and most cranial of the os coxae, consisting of a wing and body.The ilium forms the cranial part of the acetabulum and articulates with the sacrum atthe sacroiliac joint. In carnivores, the wing of the ilium is relatively unspecialized, andits broad plane is oriented parallel to the longitudinal axis of the body. In large animals,the iliac wing is expanded and twisted so that the broad plane is oriented almosttransverse to the longitudinal axis of the body. The modifications relate to increasingsurface area for attachment of the powerful muscles of the hindlimb in these largerheavier animals. The tuber coxae are the more lateral prominences of the ileac wings.Because the tuber coxae are particularly prominent in cattle, it is commonly referred toas the “hook.” The tuber sacrale is the medial process of the wing that articulates withthe sacrum. The ischium is the caudal‐most portion of the os coxae and forms thelateral portions of the obturator foramen, the large opening in the floor of each oxcoxae. The ischiatic tuberosity is the caudal most part of the ischium and is quiteprominent. The ischiatic tuber is referred to as the “sit bones” in humans andcarnivores and as the “pin bone” in cattle. The pubis forms the cranioventral part of theos coxae. The pubis consists of a central body and two branches. The more medialbranch contributes to the obturator for humans, while the more lateral branchcontributes to the acetabulum.



Fig. 6.27 Canine pelvic girdle. (A) Lateral view. (B) Dorsal view.Reprinted from Constantinescu (2002). With permission from the publisher.The femur, or thigh bone, articulates proximally with the os coxae at the acetabulum,forming the hip joint, distally with the tibia forming the stifle (true knee) joint (Fig.6.28). A small depression on the medial surface of the head of the femur, the foveacapitis, provides attachment for the round ligament of the femur. This ligament insertsin the acetabular fossa, anchoring the head of the femur into the acetabulum. The headof the femur continues with the body of the femoral by the neck. The greatertrochanter is the large prominence found lateral to the head of the femur and the lessertrochanter is the smaller prominence found distal to the head on the medial side. Inhorses, a prominent third trochanter also lies on the lateral side, distal to the greatertrochanter. Note that trochanters are unique to the femur. The medial and lateralcondyles are the two large, rounded prominences at the distal end of the femur, andarticulate with the tibia. Also on the distal end of the femur is the patellar surface, a



groove bordered by two ridges that articulates with the patella. The patella, orkneecap, is the largest sesamoid bone of the body.The tibia and fibula, or bones of the “lower leg” (crus), are located between the femurand metatarsal bones (Fig. 6.29). The tibia, or shin bone, is located medially and is theweight‐bearing bone of the crus. Located at the proximal end of the tibia are the medialand lateral condyles, separated by the intercondylar eminence. The tibia condylesarticulate with the corresponding condyles of the femur. The fibula is located morelaterally and is not weight‐bearing. Distally, the fibula articulates with the tibia and thefibular tarsal bone. The distal fibula in cattle is represented by the separate malleolarbone.The tarsus, or “hock”, consists of the three rows of bones between the crus andmetatarsal region (Fig. 6.30). Like the carpus, this region is characterized by multiplebones arranged in multiple rows. However, the hock has a more complex arrangementthan the carpus, with a proximal row, a sort of intermediate bone, and then a distalrow. Again, marked species variation occurs in the number of individual bones present.In all species, the proximal row consists of two bones. Beyond that, generality, markedvariations occur among species in fusions among different bones and the resultingnumber of separate bones. To simplify, carnivores and pigs have seven tarsal bones,horses have six, and ruminants have five separate tarsal bones.



Fig. 6.28 Femur of bovine and equine.



Fig. 6.29 Tibia and fibula of various species. The fibula for the equine was drawn toshow where these bones would be if they were present on these specimens.



Fig. 6.30 Distal pelvic limb of the dog. The lateral aspect of the pelvic limb of the dogfrom the stifle to the toes.Constantinescu (2002) / Iowa State University of Science and Technology.In all species, one of the two largest bones of the tarsus is the talus or tibial tarsalbone. The talus is located dorsomedially and articulates with the tibia and fibula or itsequivalent via its trochlea. The calcaneus or fibular tarsal bone is the other bone in theproximal row, just lateral to the talus. The calcanean tuberosity is a large process ofthe calcaneus acting as a lever for the common calcanean (Achilles) tendon and iscommonly called the point of the hock.Metatarsal bones and digits are located at the distal end of the tarsus. In the horse andpig, they follow the same pattern as the thoracic limb. In carnivores, the firstmetatarsal bone is greatly reduced, and the digit is usually absent. Exceptions existamong certain breeds of dog, in which the dewclaw may be present or even doubled.Certain breed standards require the presence of hind dewclaws. Usually, these rear



dewclaws are like the dewclaws of cattle, in that they contain only cutaneous [skin‐related] and no bony elements. In ruminants, the first and fifth metatarsal bones areabsent, and the second is reduced to a tiny element.The digits of the pelvic limb follow the same pattern as in the thoracic limb: eachweight‐bearing digit is composed of three phalanges, with paired sesamoid bones onthe plantar aspect of the metacarpophalangeal joint and single distal sesamoid on theplantar aspect of the distal interphalangeal joint.
Avian SkeletonThe skeleton of birds has been specially adapted for flight (Fig. 6.31), resulting in manysignificant differences compared to mammals. The neck consists of a large number(12–17) of cervical vertebrae, with the joint between the vertebrae being synovial. Theatlas articulates with a single occipital condyle, thus allowing great mobility. Theextensive mobility in the atlanto‐occipital joint and the neck allows the beak to be usedin many motions. All but the atlas bear ribs. The increased length of the neck alsoallows it to absorb shock that can be associated with landing and thus protects thebrain.



Fig. 6.31 Chicken skeleton.Some species adapted to sudden short burst of flight (Galliforms, chicken‐like birdssuch as chickens, turkeys, pheasants, quail) exhibit fusion of the last cervical vertebraand the first several thoracic vertebrae to create the notarium, the last cervicalvertebra and first several thoracic vertebrae fuse to form the notarium. This structure,along with the synsacrum, provides rigidity to the spine to help with flight whileminimizing musculature and thus reducing body weight. Following the notarium, aspecies‐specific number of free thoracic vertebrae are present. The synsacrum isformed from the fusion of the last few thoracic, all lumbar, all sacral, and the first fewcaudal vertebrae. The synsacrum is also fused to the ilium. The chicken has six freecaudal vertebrae allowing flexibility of the tail. The caudal end of the tail, called thepygostyle, consists of four to six fused caudal vertebrae, and provides the site ofattachment of the flight feathers of the tail.The pectoral girdle consists of the scapula, coracoid bone, and clavicle. Fusion of theright and left clavicles forms the furcula (wishbone). The latter two bones are eithermissing or rudimentary in most mammals. The coracoid braces the shoulder joint



against the sternum to prevent collapse of the thoracic cavity (and hence lungs) duringthe powerful downstroke of the wing during flight. The sternum has ligamentousattachments directly to the ribs to further brace the shoulder from the sternum. Thus,the shoulder is not pulled toward the sternum as the pectoralis muscles pull the wingsdownward during flight.The ribs have been modified with the inclusion of the uncinate processes, meaninghooked or barbed. These processes extend from the vertical portion of each rib andoverlap with the rib behind it thus providing more strength. This morphology assistswith both respiration and maintaining rib cage strength during flight.The ulna is larger than the radius and the two are separated by a relatively large space;together they form a unit with a slight mediolateral convex configuration. Theincreased distance between these two bones adds strength that resists the bending ofthese two bones during flight. The distal row of carpal bones fuses with the metacarpusforming the carpometacarpus. The carpometacarpus articulates with the radial andulnar carpal bones at the wrist. Finally, there are three digits, including the alular digithaving two phalanges, the major digit with two phalanges, and a minor digit with onephalanx.The avian pelvic girdle consists of a partly fused ilium, ischium, and pubis. The ilium isjoined to the synsacral portion of the vertebral column. The pelvic girdle has no pubissymphysis (in birds other than the ostrich), which is presumably an adaptation forpassing large, fragile eggs.Two sites articulate the femur and the pelvis. Like mammals, the head of the femurarticulates with the acetabulum. The tarsal bones are fused with other bones, givingthe tibiotarsus and tarsometatarsus. Four digits are present in most species, and anaccessory structure, the metatarsal spur, develops in males.Laying hens of all species possess a special type of bone, called medullary bone. Thisbone serves as a reservoir to store calcium necessary for eggshell production.Produced only when the birds are producing eggs, medullary bone grows from theinner endosteal surface of the shaft of certain bones, forming interlacing spicules thatfill the marrow space. Medullary bone is found in bones possessing a good blood supplyand is formed under the influence of estrogen. Large amounts of medullary bone arefound in the femur and tibia, with a smaller amount present in the skull and cervicalvertebrae. The humerus, metatarsus, and toes, altogether lack medullary bone.Eggshell formation occurs largely at night, a time when laying hens are not eating andtherefore are not absorbing dietary calcium. During the time of eggshell deposition,osteoclasts surround the trabeculae of medullary bone and actively reabsorb this boneto deliver calcium to the blood necessary for eggshell formation. Approximately 20 hours are required to form one eggshell. During the last 15 hours of eggshell formation,the shell gland of the hen secretes calcium at the rate of 100–150 mg/hour, a rate thatwould deplete blood calcium in 8–18 minutes. Thus, the medullary bone provides anessential source of blood calcium necessary for shell deposition without causing thedeath of the hen. The deposition of medullary bone is induced by estrogen.
Joints
Anatomical Types of JointsArthrology is the study of joints. Joints are necessary to allow for the movement of theskeleton. By their structure, joints can be classified in several ways according to (1) the



number of articulating bones, (2) structural classification, and (3) functionalclassification:
1. Number of articulating bones. A simple joint has only two articulating bonesforming the joint, but a compound joint has three or more articulating bones.2. Structural classification. Joints can be classified by the medium holding the jointtogether (Table 6.4):



Table 6.4 Classification of joints.
Structural
Class

Characteristics Type Mobility Example

Fibrous End of bonesunited byfibrous tissue
1) Sutures Immobile(synarthrosis) Bones of thecranium2)Syndesmosis Slightly mobile(amphiarthrosis)and immobile

Distaltibiofibular joint
3) Gomphosis Immobile Articulation of atooth with itssocket

Cartilaginous End of bonesunited bycartilage
1)Synchondrosis(hyalinecartilage)

Immobile Epiphysealplates
2) Symphysis(fibrocartilage) Slightly movable Pubic symphysis

Synovial Ends of bonescovered witharticularcartilage, and ajoint cavityenclosed with ajoint capsule

1) Ball‐and‐socket Freely movable Coxofemoral(hip) joint andglenohumeral(shoulder) joint2) Pivot Rounded end ofone boneprojected intosleeve or ring onanother bone;freely movablebut allows onlyuniaxial rotation

Between atlasand dens of axis;proximalradioulnar jointin animals wherepronation andsupinationpossible3) Ellipsoidal Botharticulatingsurfaces areoval; freelymovableallowing flexion,extension,abduction,adduction, andcircumduction

Radiocarpaljoints



Structural
Class

Characteristics Type Mobility Example

4) Saddle Eacharticulatingsurface has bothconcave andconvex areas,resembling asaddle; freelymovable

Carpometacarpaljoint of thethumb in human

5) Plane (orgliding) Articulatingsurfaces ∼flat;freely movable,but only slippingor glidingmotions

Intercarpal andintertarsal joints;vertebralprocesses
6) Hinge Cylindricalprojection ofone bone intotrough‐likedepression ofanother

Knee, elbow, andinterphalangealjoints

a. Fibrous joints—fibrous tissue between bones holds the bones together butallows little or no movement; consequently, there is no joint capsule (Fig. 6.32).These joints usually ossify later. According to details of formation, fibrous jointsare classified as sutures, syndesmoses, or gomphoses.b. Cartilaginous joints—fibrocartilage, hyaline cartilage, or both hold the jointtogether (Fig. 6.33). These joints only allow slight movement, so like fibrousjoints, they lack a joint capsule. Two types of cartilaginous joints aresynchondroses and symphyses. The best examples of synchondroses are theepiphyseal plates in long bones, which eventually close, and the joint betweenthe first rib and the manubrium. An example of a symphysis joint is the pubicsymphysis.c. Synovial joints—the articular surfaces of two hyaline cartilage‐covered bonesare joined by a synovial joint capsule and are freely movable. The structure andtypes of synovial joints are discussed below.3. Functional classification. This indicates the degree of mobility in the joint:a. Synarthrotic. Movements in these joints are absent or extremely limited.Examples of these joints include the sutures in the cranium.b. Amphiarthrotic. There is slight movement in these joints. Examples include theintervertebral joints of sternoclavicular joints.c. Diarthrotic. Also called synovial joints, these joints have considerablemovement. They allow for one‐, two‐, or three‐dimensional movement, andcontain articular cartilage and synovial membranes. Many such joints alsocontain bursae sacs. Examples include shoulder, knee, wrist, and elbow.



Fig. 6.32 Fibrous joints. Examples of fibrous joints include the following: (A) suturesas found between the bones in the skull. (B) Syndesmosis joints in which ligamentsconnect the bones. (C) Gomphosis joints are exemplified by the teeth located inalveolar sockets.Used with permission from Constantinescu, G.M. 2002. Clinical Anatomy for Small Animal Practitioners. IowaState Press, Ames, Iowa.



Fig. 6.33 Cartilaginous joints. (A) The epiphyseal plate is in a growing long bone. (B)The sternocostal joint is located between the first rib and sternum.Used with permission from Constantinescu, G.M. 2002. Clinical Anatomy for Small Animal Practitioners. IowaState Press, Ames, Iowa.



Fig. 6.34 General structure of a synovial joint.Modified from http://www.studyblue.com/notes/note/n/ibhs‐3‐lecture‐3/deck/4036345.
Synovial Joints
Anatomy of Synovial JointsThe synovial joint is complicated, involving many parts. It is movable and consists of ajoint cavity, articular cartilage, and joint capsule with an inner synovial membrane, andan outer fibrous layer (Fig. 6.34). The fibrous layer attaches to the periosteum on ornear the articular cartilage. The synovial membrane is highly vascular, well‐innervated,and produces synovial fluid. Synovial fluid is viscous and acts to lubricate the joint,provide nutrients, and remove waste from the hyaline articular cartilage.The articular cartilage is a translucent, bluish‐tinged cartilage, usually hyaline, thatcovers the articulating surfaces of the bone. The joint cavity is unique to synovial jointsand contains a trace amount of synovial fluid. Outside the fibrous layer of the jointcapsule, there may be ligaments that hold together the bones of the joints. Theligaments consist of bands of white fibrous connective tissue.The meniscus or articular menisci is fibrocartilage that partially or completely divides ajoint cavity. Menisci are found only in the stifle and temporomandibular joints. Theyserve to make the joint more stable by improving the fit between two articulatingbones.A bursa is a sac‐like structure between different tissues that acts like a ball bearingreducing the friction between the bones. The bursa is a flattened sac lined with asynovial membrane and containing a small amount of synovial fluid. While technically

http://www.studyblue.com/notes/note/n/ibhs-3-lecture-3/deck/4036345


not part of the synovial joint, bursae are associated with joints where ligaments,muscles, skin, tendons, or bones rub together. A bunion is an enlarged bursa at thebase of the big toe in humans.A tendon synovial sheath wraps completely around a tendon. It acts like a bursa,reducing friction between the tendons and bones.
Classification of Synovial JointsThe types of synovial joints include the following:

1. Ball‐and‐socket. Also called a spheroid or triaxial, this joint allows all movements,thus allowing the greatest range of motion. Examples include the iliofemoral (hip)joint and glenohumeral (shoulder) joint.2. Hinge. Also called a ginglymus or monaxial joint, movement is limited to flexionand extension. Examples include the knee, elbow, and interphalangeal joints.3. Pivot. Also called a trochoid or monaxial joint, it allows movement limited torotation. Examples include the atlantoaxial or proximal radioulnar joint.4. Ellipsoidal or condyloid. Also called a condyloid or biaxial joint, it is essentially areduced ball‐and‐socket joint. Ellipsoidal joints allow all angular motions, includingflexion, extension, abduction, and adduction, but not rotation. Examples include theradiocarpal joints.5. Saddle. Also known as sellar or biaxial, allows all movements except rotation.Examples include the carpometacarpal joint of the thumb.6. Plane. Also called an arthrodial, gliding, or biaxial joint, allows gliding in flexion,extension, abduction, and adduction. Such joints are present in intercarpal andintertarsal joints.
Movements of Synovial JointsSynovial joints can make various types of movements and display different ranges ofmotion. Depending on the specific joint, several range of motion actions can occur withsynovial joints. The simplest are slipping movements and uniaxial movements in oneplane. Biaxial motion occurs in two planes and multiaxial movement in three planes.There are three general types of movements possible in synovial joints: rotation,gliding, and angular. These are listed in Table 6.5.In addition, there are special movements unique to synovial joints. The manus (hand)can undergo supination, palm‐up position, pronation, and palm‐down or back position.Supination involves the lateral rotation of the radius and pronation involves the medialrotation of the radius relative to the ulna. During pronation, the distal end of the radiuscrosses over the ulna so that the bones form an “X.”Inversion and eversion are terms describing the movement of the foot. Duringinversion, the sole of the foot turns medially, during eversion, the sole faces laterally.Protraction and retraction involve nonangular anterior or posterior movement along atransverse plane. When the mandible is pushed outward from the jaw, this isprotraction; pulling the mandible back is called retraction.Elevation and depression are terms used to describe shoulder or jaw movement. Whenthe shoulders are moved dorsally, it is called elevation; lowering the shoulders is calleddepression. The mandible is elevated or depressed during chewing.



Table 6.5 Movements within synovial joints.
Movement Description Example
RotationRotation Turning a bone around its ownlong axis The femur can rotate away fromthe median plane (lateral rotation)or toward the median plane (medialrotation)
Nonangular movementsGliding One flat or nearly flat bonesurface slips over anothersimilar surface

Intercarpal and intertarsal jointmovements
Angular movementsFlexion Decreasing the angle of thejoint The elbow joint (humerus‐radius/ulna)Extension Increasing the angle of the joint The elbow joint (humerus‐radius/ulna)Dorsal andventral flexion Bending the spinal columndorsally or ventrally The spine
Abduction Moving a part away from themedian plane The shoulder joint (humerus‐glenoid fossa)Adduction Moving a part toward themedian plane The shoulder joint (humerus‐glenoid fossa)Circumduction Movement that traces a coneshape, thus combining flexion,abduction, extension, andadduction

Movement of a limb in a circularmotion with the shoulder or hipremaining essentially stationary
Rotation Movement around the long axisof a part Radio‐ulnar joint
Universal All the above movements The shoulder joint
Specific Joints
Intervertebral ArticulationsThe intervertebral articulations consist of cartilaginous and synovial joints. Thecartilaginous joints are formed by the intervertebral discs joining the bodies of thevertebrae. The synovial joints are formed by the caudal and cranial articular processesof the adjacent vertebrae.The first two joints within the vertebral column are atypical. The first, the atlanto‐occipital joint, is a modified hinge type of synovial joint between the occipital condylesand the cranial articular surfaces of the atlas (i.e., the first vertebral vertebra). Thisjoint has a spacious joint capsule and is specialized to allow a “yes” motion. Theatlantoaxial joint is a pivot type of synovial joint. It is between the dens of the axis andthe cranial articulation surfaces on the atlas.



Costovertebral JointsThere are two types of articulations between the ribs and the vertebral column. Thehead of each rib forms a ball‐and‐socket type of synovial joint, with the causal andpostal facets of adjacent vertebrae. The tubercle of each rib forms a plane type ofsynovial joint with the transverse process of the corresponding rib.
Sternocostal JointsThere is a pivot type of synovial joint between the first eight costal cartilages and thesternum. Each joint has a joint capsule and ligaments.
Costochondral JointsThere is a fibrous joint between the ribs and costal cartilage. These have no synovialcavities or joint capsule (Box 6.1).
Box 6.1 Rupture of an intervertebral disc

The rupture or degeneration of a disc between the vertebrae allows the pulpynucleus to bulge or leak out of the disc. This usually occurs dorsally ordorsolaterally. This can result in pressure being placed on the spinal cord or spinalnerves. It most commonly occurs at the thoracolumbar junction or neck region.
Thoracic Limb
Shoulder JointAlso called the glenohumeral or scapulohumeral joint, the shoulder joint is a ball‐and‐socket type of synovial joint. The head of the humerus articulates with the glenoidcavity of the scapula. It contains a loose joint capsule with no true collateral ligaments.Instead, the muscles crossing the joint provide support to minimize shoulder luxation(i.e., separation). Functionally, this is a freely movable joint (Fig. 6.35).The intertubercular, or bicipital, sulcus is a groove between the greater and lessertubercles. This site holds the biceps brachii tendon. There is a synovial sheath aroundthis tendon as it passes through the intertubercular groove in carnivores, pigs, andsheep. In horses, oxen, and goats, there is an intertubercular bursa found between theintertubercular groove and the bicipital tendon. The transverse humeral ligamentattaches between the greater and lesser tubercles holding the biceps tendon in theintertubercular groove.
Elbow JointThe humeroradioulnar articulation is a hinged type of synovial joint allowing flexionand extension. It is a compound joint because it consists of three bones. There is a jointcapsule encasing all three bones.The humeral condyle consisting of the capitulum plus trochlea articulates with the headof the radius, and the anconeal process of the ulna fits into the olecranon fossa of thehumerus. The medial and lateral collateral ligaments located on the sides of the jointrestrict the movement to flexion and extension.In horses and ruminants, the proximal and distal joint between the radius and ulna isfused. In carnivores, these joints are not fused. This allows some rotation of the radius



and, hence, some degree of supination of the forepaw, as well as a return to pronation.
Carpal JointThe carpal joint consists of three main joints including the antebrachiocarpal, middlecarpal, and carpometacarpal joint. The carpal joint is a hinged type of synovial joint.The antebrachiocarpal joint consists of an articulation between the distal radius andulna and the proximal row of carpal bones. The distal row of carpal bones articulateswith the MC bones constituting the carpometacarpal joint. The middle carpal joint isbetween the two rows of carpal bones. There are plane joints between individual carpalbones.

Fig. 6.35 Joints of the thoracic limb. The lateral aspect of the thoracic limb of the dog.Reprinted from Constantinescu (2002). Used by permission of the publisher.
Pelvis
Pelvic SymphysisThis is a slightly movable fibrocartilaginous joint between the hip bones (os coxae). Thefront portion of this joint is formed by the pubic symphysis between the two pubicbones; the caudal portion is formed by the ischial symphysis between the two ischialbones.



Sacroiliac JointThe sacroiliac joint is a relatively immobile joint between the wings of the sacrum andthe ilium. It is a combination of a cartilaginous and synovial joint. Fibrocartilage unitesthe ilium with the wing of the sacrum.The sacrotuberous ligament connects the sacrum and the first caudal vertebrae withthe ischiatic tuberosity. This ligament stabilizes the caudad end of the sacrum betweenthe os coxae. It is absent in cats.
Hip JointAlso called the coxal or coxofemoral articulation, this is a ball‐and‐socket synovial jointbetween the head of the femur and the acetabulum of the hip bone. It is a freelymovable (diarthrodial) joint allowing universal movement (i.e., flexion, extension,abduction, adduction, lateral rotation, and circumduction). It has no collateralligaments; instead, its stability depends on the ligament of the head of the femur, astrong joint capsule, and a large muscle mass surrounding it. The ligament of the headof the femur connects from the acetabular cavity to the notch on the fovea capitis, anotch on the head of the femur. Found only in horses, the accessory ligament of thehead of the femur extends from the prepubic tendon through the acetabular notchunder the transverse acetabular ligament to the fovea capitis of the head of the femur.This ligament makes it harder for the horse to kick to the side, i.e., cow kick, althoughit does not totally prevent it (Box 6.2).
Pelvic Limb
Knee (Stifle Joint)The knee, also known as the stifle joint, is a compound joint involving the femur,patella, and tibia. It is a hinge type of synovial joint allowing flexion and extension withlittle rotation (Fig. 6.36).The joint between the patella and femur is called the femoropatellar joint and containsa large joint capsule. The patellar ligament runs between the patella and the tibialtuberosity. Remember that the patella is a sesamoid bone, meaning that it is foundwithin a tendon. Carnivores, pigs, and small ruminants have one patellar ligament;horses and oxen have three, including the lateral, middle, and medial.The femorotibial joint is the articulation between the femur condyles and the tibia andhas interposed menisci. These menisci include the medial and lateral menisci that sitbetween the tibial and femoral condyles.The medial collateral ligament fuses with the joint capsule and medial meniscus andstabilizes the medial side of the stifle. The lateral collateral ligaments connect thelateral epicondyle and head of the fibula. It is separated from the lateral meniscus bythe tendon of the popliteus muscle.The cranial cruciate ligament originates on the caudolateral femur and inserts craniallyon the tibia. It prevents cranial movement of the tibia relative to the femur. The caudalcruciate ligament arises from the craniomedial distal femur and inserts on the tibia. Itprevents caudal movement of the tibia relative to the femur.



Box 6.2 Hip dysplasia

Hip dysplasia involves a malformed hip joint resulting in a progressivedegenerative disease. This disease has a high incidence in some breeds of dogs.Diagnosed radiographically, the condition causes pain. Treatments include cuttingthe pectineus muscle, removing the neck and head of the femur (head and neckosteotomy), or remodeling the acetabulum by cutting the hip bones andrepositioning them.

Fig. 6.36 Joints of the pelvic limb. The lateral aspect of the pelvic limb of the dog.Reprinted from Constantinescu (2002). With permission from the publisher.
TarsusThe tarsus, or hock, is a compound hinge type of synovial joint. It allows only flexionand extension. The tibiotarsal portion of the tarsus is the most movable joint and is anarticulation between the proximal row of tarsal bones (i.e., the talus and calcaneus),and the fibula and tibia. The cochlea of the tibia receives the trochlear ridges of thetalus. The proximal intertarsal joint is the articulation between the proximal row oftarsal bones and the central and fourth tarsal bones. The distal intertarsal jointincludes the articulation between the central tarsal and tarsal bones I, II, and III.



Chapter Summary
Classification of Bones

1. Osteology is the study of bones.2. Bones are classified as long, short, flat, irregular, or sesamoid based on their shapeand their proportion of compact or spongy bone.
Bone Structure
Gross Anatomy

1. Bones consist of compact (dense) and cancellous (spongy) bone.2. Spongy bone consists of a network of bones called trabeculae or spiculesinterspersed with spaces filled with red or yellow marrow. Compact bone is foundon the surface while spongy bone is found on the interior.3. A long bone consists of a diaphysis (shaft) and epiphyses (ends), with a metaphysisjoining the two. The medullary cavity of the diaphysis contains yellow marrow; theepiphyses contain spongy bone. The bone elongates in the region of the epiphysealplate, which, after growth ceases, is replaced by the epiphyseal line.4. The fibrous covering surrounding the bone is the periosteum while the internalcavity is lined with the endosteum. Hyaline cartilage covers joint surfaces.5. Flat bones consist of two thin plates of compact bone enclosing a diploë, or spongylayer. Short and irregular bones resemble flat bones structurally.6. In adults, hematopoietic tissue is found within the diploë of flat bones andoccasionally within the epiphyses of long bones. In young animals, red marrow isalso found in the medullary cavity.
Microscopic Anatomy of Bone

1. The structural unit of compact bone is the osteon, or Haversian system. Eachosteon consists of a central canal running parallel to the long axis, which issurrounded by concentric lamellae of bone matrix. Osteocytes, embedded inlacunae, are connected to each other by sending processes that project intocanaliculi, narrow canals connecting lacunae.
Chemical Composition of Bone

1. Bone is composed of organic and inorganic components. The matrix includesosteoid, organic substances that are secreted by osteoblasts and give the bonetensile strength. The major inorganic component is calcium phosphate, which,when combined with calcium hydroxide, forms hydroxyapatite to make the bonehard.
Bone Development

1. Osteogenesis, or bone formation, occurs in two manners. The flat bones of theskull, face, mandible, and clavicle form through intramembranous ossification in



which the bones develop from a fibrous membrane. The cells of the connectivetissue differentiate into osteoblasts.2. Other bones develop via endochondral ossification in which cells first becomechondroblasts and make a hyaline cartilage matrix. Eventually, near the center ofthe bone, a primary ossification center forms in which cells from the periosteummigrate inward and become osteoprogenitor cells, which then become osteoblasts.Secondary ossification centers develop in each epiphysis.3. During endochondral ossification, the cartilage at each end of the diaphysis formsfive regions: (1) zone of reserve cartilage (most distal from the diaphysis), (2) zoneof proliferation, (3) zone of hypertrophy, (4) zone of calcified cartilage, and (5)zone of resorption.4. Cartilages grow from within (interstitial growth) and by the addition of newcartilage tissue at the periphery (appositional growth).
Bone Growth, Remodeling, and Repair

1. Long bones increase in length by interstitial growth of the epiphyseal platecartilage and its replacement by bone. Eventually, the epiphyseal cartilage isreplaced by bone, and epiphyseal closure occurs which marks the end of long bonelengthening.2. Appositional growth increases bone diameter/thickness.3. New bone is continually deposited and resorbed in response to hormonal andmechanical stimuli, a process called bone remodeling.4. Osteoclasts release lysosomal enzymes and acids on bone surfaces that digest andresorb bone. The dissolved products are transcytosed across the osteoclast andreleased into the interstitial space.5. Eventually, osteoclasts are replaced by osteoblasts, which rebuild the bone.6. When blood calcium levels decline, PTH is released from the parathyroid glandsand stimulates osteoclasts to digest bone matrix, releasing ionic calcium. Whenblood calcium levels rise, calcitonin is released from the thyroid glands, stimulatingthe deposition of calcium into the bone.
Bone Repair

1. Fractures can be classified as displaced or nondisplaced fractures, complete ornoncomplete fractures, linear or transverse fractures, or open or closed fractures.2. The bone repair process involves four steps: (1) hematoma formation, (2)fibrocartilaginous callus formation, (3) bony callus formation, and (4) boneremodeling.
Homeostatic Imbalances of Bone

1. Osteomalacia is a condition in which the bones are insufficiently mineralized.Rickets is a name for the same condition when it is present in prepubertal animals.2. Parturient paresis (milk fever) occurs at the beginning of lactation when the cowcannot mobilize enough calcium to meet the needs for milk production. Symptoms



include loss of appetite, followed by muscle weakness, decreased bodytemperature, labored breathing, and paralysis of the hind legs.3. Egg‐laying fatigue in birds is like milk fever in cows. High‐producing egg‐layinghens can develop weak and brittle bones. A hen must deposit as much as 8–10% ofher total calcium into the eggshell each day.4. Osteoporosis is any condition in which bone breakdown outpaces bone formation,causing bones to become weak and porous. Postmenopausal women areparticularly susceptible.5. Paget's disease is characterized by excessive and abnormal bone remodeling.
Bones and Skeleton
Markings on Bones

1. Bones contain various depressions, bumps, and ridges that serve as sites wheremuscles and tendons originate or attach and blood vessels and nerves travel.
Skeleton

1. The skeleton includes all the bones of the body.2. Functions of the skeleton include: (1) support, (2) storage of minerals and lipids,(3) protection, (4) blood cell production, and (5) leverage.3. There are three types of cartilage found in the skeleton. Hyaline cartilage is themost abundant and provides support and flexibility for the skeleton. Elasticcartilage contains more elastic fibers than hyaline cartilage. Therefore, it is betterable to withstand bending. It is found in only two places including the external ear,and the epiglottis. Fibrocartilage is highly compressible, possessing great tensilestrength. It is found in the menisci within the knee and intervertebral discs.4. Cartilage can continue to grow through two processes. Appositional growth occurswhen new cartilage forms on the surface of pre‐existing cartilage. Interstitialgrowth occurs from the inside of the cartilage mass.
Skeleton Classification

1. The skeleton is divided into the appendicular skeleton, which includes the bones ofthe limbs and limb girdles, and the axial skeleton, which includes the skull, hyoidapparatus, vertebral column, ribs, and sternum.
Axial Skeleton

1. The skull is a very complex structure made mostly of flat bones. Except for themandible that is attached via a movable joint, the bones of the skull are connectedby interlocking joints called sutures.2. The cranium includes those bones that surround the brain.3. The facial bones include those bones enclosing the nasal and oral cavities. Thesebones form the structure of the face.



The Vertebral Column
1. The vertebral column, also called the spine, protects the spinal cord, supports thehead, and serves as an attachment site for muscles affecting body movements.2. The vertebrae are the irregularly shaped bones making up the spinal column. Theyare grouped into the cervical (neck), thoracic (back), lumbar (loin), sacral (croup),and caudal (tail) vertebrae. The number of different groups of vertebrae differs byspecies.3. The common features of a vertebra include the body, vertebral arch, vertebralforamen, and processes. The processes include a midsagittal dorsal projectioncalled the spinous process, two lateral extensions called the transverse processes,and four articular processes.4. The first and second cervical vertebrae are called the atlas and axis, respectively.5. The vertebral foramen of each vertebra connects to form the vertebral canal.
Thoracic

1. The thorax is the bony cavity formed by the sternum, ribs, costal cartilage, andbodies of the thoracic vertebrae. The sternum, or breastbone, is the unpaired bones(sternebrae) forming the floor of the thorax. The thoracic cage protects the organsof the thoracic cavity.2. The manubrium is the enlarged first sternebra while the xiphoid process is the laststernebra capped by the xiphoid cartilage.3. The ribs consist of long, curved bones that form the lateral wall of the thorax. Theribs can be grouped as follows:a. True ribs—articulate directly to the sternum via their costal cartilage.b. False ribs—include all ribs that are not true ribs. Their costal cartilages mergeto form the costal arch, which indirectly joins them to the sternum in alldomestic species except the dog.c. Floating ribs—include the last false ribs in the dog and man. There is one pairin dogs and two pairs in man.
Appendicular Skeleton
Thoracic Limb

1. While humans have the clavicle to keep the shoulder in a lateral position, domesticanimals lack this bone because their thoracic limb is maintained under their body.The top of the thoracic limb begins at the scapula.2. The humerus, sometimes called the brachial bone, is the largest bone in thethoracic limb. It articulates proximally with the scapula in the glenoid cavityforming the shoulder joint, and distally with the radius and ulna forming the elbowjoint.3. The radius and ulna fuse in the horse and ruminants.4. The distal portion of the thoracic limb is technically the manus, commonly calledthe forepaw in carnivores. It consists of the carpus, metacarpus, and digits, thelatter with their individual phalanges, and their associated sesamoid bones.



The Pelvic (Hip) Girdle
1. The pelvic girdle, or bony pelvis, consists of the two hip bones (ossa coxarum), thesacrum, and the first few caudal vertebrae. It encases the pelvic cavity.2. The hip bone (os coxae) consists of fused ilium, ischium, pubic and acetabularbones. The two hip bones are fused at the pelvic symphysis. The femur, or thighbone, articulates proximately with the hipbone forming the hip joint, and distallywith the tibia forming the stifle joint.3. The tibia and fibula are located between the femur and metatarsal bones.4. The tarsus, or “hock,” consists of the three rows of bones between the tibia/fibulaand metatarsal region.5. Metatarsal bones and digits are located at the distal end of the tarsus.
ReferencesConstantinescu, G.M. (2002). Clinical Anatomy for Small Animal Practitioners. Ames,Iowa: Iowa State Press.Constantinescu, G.M. and Constantinescu, I.A. (2004). Clinical Dissection Guide for

Large Animals. Ames, Iowa: Iowa State Press.Marieb, E.N. (2003). Human Anatomy & Physiology. San Francisco: Pearson BenjaminCummings.



7
Muscular Tissue

Muscle Tissue Overview
IntroductionMuscle tissue is specialized for contraction and is responsible for body movementsand changes in size and shape of internal organs. Muscle cells are usually elongatedand arranged in parallel arrays.Muscle is classified based on the appearance of its cells. The two principle types ofmuscle include striated and smooth muscle. Striated muscle appears to have crossstriations when viewed under the light microscope, whereas smooth muscle doesnot. Striated muscle includes two subtypes (1) skeletal muscle that is attached tobone and responsible for the movements of the axial and appendicular skeleton, andcardiac muscle that makes up most of the heart. (2) Skeletal muscle and cardiacmuscle are sometimes referred to as voluntary and involuntary striated muscle,respectively.The prefixes myo and sarco refer to muscle. Consequently, terms like myofibril or
myofilament refer to structures within a muscle. For example, the plasma membraneof a muscle cell is called the sarcolemma, the cytoplasm the sarcoplasm, and theendoplasmic reticulum the sarcoplasmic reticulum (SR). In addition, a single skeletalmuscle cell is also called a muscle fiber.
Properties of MusclesThe four properties of muscles enable them to perform their functions. Theseproperties include

1. Excitability. Sometimes it is called irritability. Muscle cells maintain amembrane potential and can respond to a stimulus such as a neurotransmitter bydeveloping an electrical impulse. The stimulus is usually neurochemical but canalso be mechanical or chemical. The electrical impulse can migrate across thesarcolemma.2. Contractility. When stimulated, the electrical impulse spreading across amuscle cell can cause the cell to contract.3. Extensibility. In addition to contraction, muscle cells can lengthen in responseto stretching. This is more evident in smooth muscle than skeletal muscle.4. Elasticity. Once stretched, muscle fibers can recoil to their original restinglength due to the elastic elements within the muscle.
Functions of MusclesMuscles serve four major functions including production of movement, maintenanceof posture, stabilization of joints, and generation of heat:



1. Production of movement. One feature unique to animals compared to plants istheir ability to move. The action of skeletal muscle allows for moving joints andtherefore locomotion. However, movement can be viewed more broadly thanlocomotion. An animal can change its posture or facial features because ofmuscle contraction. In addition, generally because of smooth or cardiac musclecontraction, materials can be relocated within the body. For example,contraction of the heart helps propel blood through the vessels; contraction ofthe bladder or gastrointestinal tract can also move materials.2. Maintaining posture. Maintaining a position is generally an active, rather thana passive, process. Through the actions of signals generated from sensorslocated in joints, tendons, and muscles, minute adjustments are automaticallymade to maintain the position of joints.3. Stabilizing joints. In addition to moving joints, muscles also stabilize the joints,thus minimizing dislocations.4. Generating heat. Endotherms maintain a relatively constant body temperatureover a range of environmental temperature. Skeletal muscles are an importantorgan in heat production, such as through the process of shivering.
Skeletal MuscleSkeletal muscle accounts for approximately 40% of body weight. Each skeletalmuscle is made up of muscle fibers, connective tissue, blood vessels, and nerves.
Connective TissuesAs with neurons, each muscle has three connective tissue layers (Fig. 7.1).

1. Epimysium. The entire muscle is surrounded by a dense irregular connectivetissue layer called the epimysium containing a dense concentration of collagenfibers. This layer separates the muscle from the surrounding tissue.2. Perimysium. In cross section, a muscle consists of multiple groupings of musclefibers called fascicles (bundles). Each fascicle is surrounded by the perimysium(peri = around) containing collagen and elastic fibers. This layer contains bloodvessels and nerves supplying the fascicles.3. Endomysium. Within each fascicle are individual skeletal muscle cells, calledmuscle fibers, each surrounded by the endomysium (endo = within). Within thisconnective tissue layer there are capillaries supplying each muscle fiber, nervefibers controlling the muscle, and satellite cells. These latter cells serve as stemcells that can help repair damaged muscle.



Fig. 7.1 Connective tissue sheaths in skeletal muscle. Each skeletal musclerepresents skeletal muscle fibers grouped into a muscle surrounded by a thinconnective tissue sheath called the epimysium. Within the muscle are groupings ofmuscle fibers called fascicles, which are surrounded by the perimysium. Within eachfascicle are individual muscle fibers surrounded by the endomysium.Near the ends of the muscle, the epimysium, perimysium, and endomysium blendtogether forming either a bundle called a tendon, or a broad sheet called anaponeurosis. Tendons and aponeuroses attach muscle to bones merging with theperiosteum of the bone. These attachments allow contraction of the muscles to movethe bones.
Blood Vessels and NervesThe two innermost layers of connective tissue within the muscle each contains bloodvessels and nerves. Skeletal muscle is generally under voluntary nervous control,and therefore requires stimulation from nerve fibers to initiate contraction.Therefore, individual nerve fibers must innervate each muscle fiber to controlcontraction. While the diaphragm consists of skeletal muscle, it usually is underinvoluntary control but can be under voluntary control as well.



Skeletal Muscle FibersSkeletal muscle tissue consists of large, multinucleated cells called muscle fibers(Fig. 7.2). Muscle fibers can be 100 μm in diameter and run the entire length of amuscle and can contain hundreds of nuclei. These cells form from the fusion of small,individual muscle cells called myoblasts during development (Fig. 7.2). However,some of these cells remain unfused and become satellite cells. While skeletal musclefibers are incapable of dividing, new muscle fibers are produced from satellite cellslocated in the adult muscle. Not all myoblasts fuse to form muscle fibers. Thesatellite cells can later enlarge, divide, and then fuse with damaged muscle cells,thus regenerating the muscle.The muscle fiber nuclei are located immediately under the plasma membrane, which,in skeletal muscle is called the sarcolemma. There is a resting membrane potentialpresent due to the unequal distribution of ions across the sarcolemma like that foundin neurons. The cytoplasm of skeletal muscle is called sarcoplasm. Within thesarcoplasm there are storage granules of glycogen and myoglobin, a red pigmentedprotein that stores oxygen.Although skeletal muscle fibers are large, an electrical signal must propagatethroughout the cell quickly to induce contraction. Transverse, or T, tubules are smalldiameter tubes running perpendicular to the sarcolemma traversing into thesarcoplasm. These tubes are continuous with the extracellular space, and thus theycontain extracellular fluid. They can be thought of as extensions of the sarcolemma.As we will see later, the action potential (AP) can travel along the sarcolemma anddown the T tubules.
MyofibrilsMuscle fibers are composed of functional subunits called myofibrils. Each musclefiber contains hundreds to thousands of myofibrils that run longitudinally the lengthof the fiber. The myofibrils consist of bundles of myofilaments that are proteinfilaments composed primarily of actin and myosin, the two contractile proteins inmuscle. Actin forms the bulk of the thin filaments and myosin forms the bulk of thethick filaments. The myofibrils are packed tightly into the muscle fiber forcing themitochondria, nuclei, and other organelles to be squeezed toward the periphery ofthe cell.



Fig. 7.2 Formation of skeletal muscle cell. During embryonic development,myoblasts begin to fuse forming a large, multinucleated skeletal muscle cell called amuscle fiber. Unfused myoblasts remain as satellite cells that function as musclestem cells.The myofibrils contain three types of proteins that will be discussed in more detailwhen describing the structure of thin and thick filaments below:
1. Contractile proteins. Contractile proteins generate force during contraction.These proteins include myosin and actin.2. Regulatory protein. Regulatory proteins help initiate and terminate thecontraction process and include tropomyosin and troponin found on the thinfilaments.3. Structural proteins. Structural proteins help maintain the alignment of the thinand thick filaments, provide elasticity and extensibility, and attach the myofibrilsto the sarcolemma. These proteins include titin, myomesin, and dystrophin.

The myofibrils are attached to the inner surface of the sarcolemma. The outersurface of the muscle fibers is attached to collagen fibers that help connect the cellsto the tendon or aponeuroses. Therefore, as the muscle fibers contract, they exertforce on the bones causing them to move.



Sarcoplasmic ReticulumLike the endoplasmic reticulum in other cells, the SR forms a tubular networksurrounding each myofibril (Fig. 7.3). The terminal cisternae (end sacs) of the SRare always found in pairs, with an intervening T tubule. The combination of aterminal cisterna, a T tubule, and the adjacent terminal cisterna form a triad. Notethat the T tubule communicates with the extracellular space while the SR isintracellular.The terminal cisternae have an active calcium pump that moves calcium from thesarcoplasm into the SR. This maintains a low concentration of free calcium withinthe sarcoplasm, whereas the free calcium concentration inside the SR may be a1000‐fold greater. Also found within the terminal cisternae is the proteincalsequestrin that reversibly binds Ca2+. The free and calsequestrin‐bound calciumconcentrations can be 40,000 times that in the sarcoplasm. As we will discuss later,the terminal cisternae of the SR are the source of calcium for skeletal musclecontraction.
SarcomeresThe functional unit of skeletal muscle is the sarcomere. A myofibril consists ofthousands of sarcomeres (Fig. 7.4). In stained cross sections of skeletal muscle,alternating light and dark bands are evident, which are called the I band and A band,respectively. These bands give skeletal muscle its striated appearance. The darkbands alter the plane of the polarized light and are therefore anisotropic (i.e., nothaving the same properties in all directions), whereas the light bands do not alterthe plane of polarized light and are therefore isotropic (i.e., appear the same in alldirections), thus the names A band and I band, respectively.



Fig. 7.3 T tubule and sarcoplasmic reticulum. The transverse, or T tubules areinwardly directed invaginations of the sarcolemma found near the junction of the Aand I bands. The sarcoplasmic reticulum is a network of tubules found inside the celland which have terminal cisternae near the T tubules. Two terminal cisterna and theintervening T tubule make a triad.



Fig. 7.4 Sarcomere. A sarcomere, the functional unit of skeletal muscle, runs fromZ‐line to Z‐line. The various segments of the sarcomere are identified in the topportion of the figure, and a photomicrograph of a sarcomere is shown in the bottomportion of the figure.The sarcomere is composed of thick and thin filaments, proteins that stabilize thosefilaments, and proteins that regulate the interactions between thick and thinfilaments. As shown in Figure 7.4, a sarcomere is the region between two adjacent Zdiscs (or Z‐lines). It consists of one‐half of an I band, an A band, and one‐half of an Iband. The A band is the length of the thick filament and can contain both thick andthin filaments. In a muscle at rest, a lighter region can be found in the center of theA band called the H zone (from helle, meaning bright), which contains only myosin.This region disappears as skeletal muscle contracts and the actin filaments overlap,thus entering this area. The M‐line, named for being in the middle of the sarcomere,



transects the H zone and is composed of proteins that stabilize the position of thethick filaments. Near the ends of the A band are zones of overlap where thin andthick filaments are found side by side.The I band, located between each intervening A band, contains thin filaments. The Iband is bisected by the Z‐line that consists of proteins called actinins, whichinterconnect adjacent thin filaments.There are several structural proteins associated with the myofibrils making thesarcomere. Titin (from titan, meaning gigantic) is a large protein, and the third mostabundant protein in the sarcomere behind myosin and actin. Each titin moleculeextends from the Z‐line to the M‐line and helps anchor a thick filament to both the Z‐line and M‐line. This provides stabilization for the position of the thick filaments. Asshown in Figure 7.4, the portion of the titin molecule located between the Z‐line andthe end of the thick filament is very elastic and can stretch up to four times itsresting length. Therefore, titin probably assists in returning the muscle to its restinglength following stretching.The Z‐line is composed of the protein nebulin. Nebulin anchors thin filaments andconnects myofibrils to each other throughout the muscle cell. The M‐line iscomposed of the protein myomesin. The M‐line binds to titin, thus helping to connectadjacent thick filaments. Dystophin is another structural protein that links thinfilaments to integral membrane proteins in the sarcolemma. Other proteins in thesarcolemma then attach to the connective tissue sheath surrounding the muscle.Thus, the contractive forces generated in the sarcomere are transferred throughoutthe muscle.
Thin FilamentsThin filaments are 5–6 nm in diameter and 1 μm in length (Fig. 7.5). Each thinfilament is composed of three proteins:

1. F‐actin. Thin filaments are composed of two strands of F‐actin, also calledfilamentous actin, arranged in a double‐stranded helix. Each strand of F‐actin iscomposed of polymers of G‐actin, or globular actin. Therefore, the F‐actinappears as two twisted strands of pearls, with each pearl analogous to amolecule of G‐actin.2. Tropomyosin. Strands of tropomyosin (trope = turning), wrap around the lengthof the F‐actin strand. Each tropomyosin molecule is a double‐stranded protein,which, at rest, covers seven myosin‐binding sites on the actin filament.3. Troponin. A globular protein, troponin consists of three subunits. One binds totropomyosin (TnT), one to G‐actin (TnI), and the other to calcium ions (TnC).Therefore, troponin controls the structural relationship between tropomyosinand F‐actin. At rest, troponin allows tropomyosin to be positioned so that itcovers the myosin‐binding sites. When a muscle is stimulated, and intracellularcalcium levels increase, calcium binds to troponin causing a conformationalchange that allows the tropomyosin to slide into the grooves of the double helixof the actin and thus uncover the myosin binding sites.
Thick FilamentsThick filaments are 10–12 nm in diameter and 1.6 μm in length (Fig. 7.6). Thickfilaments consist of approximately 500 myosin molecules, each composed of two



myosin subunits wrapped around each other. The long tails of the myosin moleculesline up forming the thick filament, and the heads of the myosin molecules project offthe filament toward adjacent thin filaments. The head of the myosin moleculeconsists of two globular proteins, has ATPase activity, and can bind to the actinfilament. A cross bridge is formed when the head of the myosin binds to the actinfilament. There is a hinge between the head and the tail of the myosin molecule thatallows the head to pivot toward or away from the M‐line.The myosin molecules are arranged so that their tails point toward the M‐line. In theH zone, there are no myosin heads, only tails. Also within each thick filament is amolecule of titin extending from the M‐line to the Z‐line.



Fig. 7.5 Thin filament. The thin filaments in skeletal muscle consist of G‐actin,troponin, and tropomyosin. G‐actin polymerizes into F‐actin, or filamentous actin.Troponin is made of three globular proteins binding G‐actin, tropomyosin, andcalcium ions, respectively. Two strands of tropomyosin, a rod‐shaped protein,intertwine around the F‐actin covering the myosin‐binding sites while the muscle isat rest.



Fig. 7.6 Thick filament. A single myosin molecule is shown at the top. It contains apair of intertwined subunits each consisting of a tail, a hinge region, and a globularhead. The thick filaments contain approximately 500 myosin molecules in which thetails are lined up so that the heads project away from the M‐line.
Contraction of Skeletal MuscleAs summarized in Figure 7.7, the control of skeletal muscle contraction involves thevoluntary stimulation of motor neurons innervating the muscle. The release of theneurotransmitter from these motor neurons initiates excitation‐coupling‐contractionin which an AP is generated within the skeletal muscle fiber. The AP causes therelease of calcium from the SR, which then causes muscle contraction.



Fig. 7.7 Summary of skeletal muscle contraction. Stimulation of α‐motor neuronsgoing to skeletal muscle causes the release of acetylcholine at the neuromuscularjunction. This causes the production of an action potential in the muscle fiber thatspreads along the sarcolemma and down the T tubules where it causes the release ofcalcium ions from the sarcoplasmic reticulum. Calcium then diffuses to the thinfilaments where it binds to troponin to initiate contraction.



Fig. 7.8 Neuromuscular junction. The neuromuscular junction is a specializedsynapse between an α‐motor neuron and skeletal muscle fibers. The synaptic boutonis imbedded in the sarcolemma. At this site are subneural clefts that increase thesurface area surrounding the synapse. Synaptic vesicles containing acetylcholine(ACh) are in the nerve ending. Upon stimulation, the α‐motor neuron releases AChthat can diffuse across the synaptic cleft and bind to nicotinic receptors on theskeletal muscle fiber. Upon binding to the receptor, ACh causes Na+ ions to enterthe skeletal muscle fiber, causing a postsynaptic potential. The postsynapticpotential is always large enough to induce an AP in the skeletal muscle fiber.
Neuromuscular JunctionSkeletal muscle is controlled by the somatic nervous system. The cell bodies of the α‐motor neurons, i.e., somatic motor neurons, that innervate skeletal muscle reside inthe central nervous system. The axons of these neurons leave the CNS and innervateskeletal muscle fibers at a specialized junction called the neuromuscular junction(NMJ), or myoneural junction (Fig. 7.8).Each muscle fiber is innervated by a neuron, although a single neuron may innervatemultiple muscle fibers. The neuron branches as it enters the perimysium, and eachbranch ends in a synaptic terminal, sometimes called a synaptic bouton. The synapseis the region of contact between a neuron and its target cell, in this case a skeletalmuscle fiber. The space between the neuron and the muscle fiber is the synapticcleft. The sarcolemma in the region of the NMJ is called the motor end plate.Since an electrical signal cannot traverse the synaptic cleft, the signal from themotor neuron is communicated via the release of a neurotransmitter. Theneurotransmitter released from α‐motor neurons is ACh. ACh is contained insynaptic vesicles located in the synaptic bouton. When the AP arrives at the synapticbouton, it causes the release of ACh that then diffuses across the synapse and binds



to a specialized cholinergic receptor located on the muscle fiber. This receptor iscalled a nicotinic receptor. This is a transmembrane protein that binds ACh and canalso be stimulated by the agonist nicotine (hence the moniker for the receptor).When ACh binds to the nicotinic receptor, it causes the opening of a ligand‐gated ionchannel that allows sodium ions to enter the muscle fiber. This causes the productionof a postsynaptic potential that produces an AP in the muscle fiber. The amount ofneurotransmitter released per nerve impulse is greater than the amount needed toinduce a postsynaptic AP, and the number of receptors activated by ACh is morethan required to reach threshold, thus providing a “safety factor” assuring thatstimulation of a motor neuron results in contraction of skeletal muscle.
Pharmacology of the Neuromuscular JunctionSince the NMJ is a chemical synapse, it is prone to pharmacological manipulation.Curare, produced by certain frogs, is a compound used by South American Indians tomake poisonous arrows and darts. Curare blocks nicotinic receptors and therebyprevents ACh from inducing skeletal muscle contraction. Derivatives of curare aresometimes given prior to surgery to relax the skeletal muscles.
Clostridium botulinum is a bacterium often found in contaminated canned foods. Thetoxin from this organism prevents the release of ACh from somatic motor neurons.Botulinum toxin thus prevents skeletal muscle contraction. A very small amount ofthis toxin can cause death by paralyzing the diaphragm and other respiratorymuscles. Recently, this toxin has been increasingly used in human medicine (Botox)to reduce wrinkles, control strabismus (crossed eyes), blepharospasm (uncontrolledblinking), or cervical dystonia (also known as spasmodic torticollis), which ischaracterized by involuntary tonic contractions or intermittent spasms of the neckmuscles.ACh is normally inactivated by the enzyme acetylcholinesterase (AChE). Agentsknown as AChE inhibitors can be used to strengthen weak skeletal musclecontractions. An autoimmune disease called myasthenia gravis, in which there isreduced nicotinic receptor function, is treated with the AchE inhibitor neostigmine.This drug can also be used to reverse the effects of curare.
Excitation‐Contraction CouplingThe process by which an AP in skeletal muscle fibers induces contraction is calledexcitation‐contraction coupling (Fig. 7.9). The AP migrates along the sarcolemmaand down the T tubules. At the triad, the AP triggers the release of Ca2+ from theterminal cisterns of the SR.The release of Ca2+ from the terminal cisterns involves the direct mechanicalconnection between the T tubules and the terminal cisterns (also called lateral sacs)of the SR. Located on the T tubule membrane is a T‐tubule voltage sensor whichdetects a change in membrane potential associated with the AP. A change in voltagecauses a conformational change in the T‐tubule voltage sensor that triggers the Ca2+channels on the terminal cisterns of the SR, causing them to open and release Ca2+into the cytosol or sarcoplasm. This direct mechanical connection is unique toskeletal muscle. Smooth muscle has a different mechanism and different source ofcalcium for excitation‐contraction coupling.



Cytosolic calcium levels increase at least 10‐fold. As cytosolic calcium levelsincrease, Ca2+ binds to troponin, causing a conformational change in the shape ofthis globular protein. This change in shape allows tropomyosin to slide into thegrooves of the double helix formed by F‐actin (Fig. 7.10). As tropomyosin slides intothe groove, it uncovers the myosin binding sites on G‐actin. Once uncovered, theheads of the myosin filament bind to the myosin‐binding sites, and contractionbegins.When stimulation from the motor neurons ends, the AP is no longer propagateddown the T tubules. At this point, a calcium active transport pump calledcalsequestrin actively pumps Ca2+ back into the terminal cisterns of the SR. Thisprocess requires ATP and allows for the concentration of Ca2+ in the SR to be 10,000times higher than in the sarcoplasm. As the Ca2+ levels in the sarcoplasm decrease,troponin returns to its resting configuration and tropomyosin again covers themyosin‐binding sites on the G‐actin.
Sliding Filament TheoryDuring skeletal muscle contraction, the length of the thin and thick filaments doesnot change. Instead, the thin filaments slide between the thick filaments as themyosin heads “grab” the actin filaments and pull them toward the M‐line (Fig. 7.11).Hence, as the thin filaments move toward the M‐line, the Z‐lines get closer, thusdecreasing the length of the sarcomere and the myofibril. As the sarcomere widthdecreases, the muscle shortens.



Fig. 7.9 Increasing sarcoplasmic calcium concentration. The action potential (AP)migrates along the sarcolemma and down the T tubule. When reaching the triad, theAP activates the enzyme phospholipase C, resulting in the production of 2‐diacylglycerol (2‐DAG) and inositol triphosphate (IP3). The 2‐DAG remainsmembrane bound while IP3 diffuses through the sarcoplasm to the terminal cisternof the SR. This opens Ca2+ release channels, causing the release of Ca2+ from the SRinto the sarcoplasm. Ca2+ then binds to troponin, which initiates contraction.



Fig. 7.10 Excitation‐contraction coupling. (A) At rest, calcium is sequestered in theSR, and the myosin head sits perpendicular to the thin filament. The myosin head isa charged intermediate with ADP and inorganic phosphate (Pi) attached. (B) Calciumreleased from the SR binds to the TnC component of troponin. (C) Theconformational change in troponin results in the tropomyosin filament sliding intothe groove of the double helix formed by F‐actin, thus uncovering the myosin‐bindingsite located on the actin filament. The myosin head binds to actin, releasing ADP andPi. (D) The power stroke occurs when the myosin head tilts toward the M‐line.



Fig. 7.11 Sliding filaments. The top sarcomere is at rest while the bottom sarcomereis in a contracted state. Note that in the contracted state, the Z‐lines move closertogether and the I band, and H zone shorten while the A band remains the samewidth.Contraction of skeletal muscle involves four steps:
1. Hydrolysis of ATP. In the resting position, the myosin head is perpendicular tothe thin filament, and ATP has been hydrolyzed to ADP and inorganic phosphate(Pi), creating a charged intermediate. The myosin head is “waiting” for a bindingsite to become available on the thin filament.2. Formation of cross bridges. When tropomyosin uncovers the myosin‐bindingsites on the thin filament, the myosin head binds to one of these sites liberatingADP and Pi.3. Power stroke. Release of Pi initiates the power stroke in which the myosin headtilts toward the M‐line, and ADP is released. The myosin head thus pulls the thinfilament toward the M‐line so that there is greater overlap between the thick andthin filaments. Hence the name, the sliding filament theory.4. Detachment of the myosin head. At the end of the power stroke, the myosinhead remains attached to actin until a molecule of ATP attaches to the myosinhead, thus breaking the bond between myosin and actin. The myosin head



returns to its perpendicular position as it hydrolyzes ATP, thus returning to step1.
This cycle then repeats itself as long as the myosin binding sites on the actin remainuncovered and there is sufficient ATP. Each thick filament has about 600 myosinheads. As contraction occurs, these heads are attaching and detaching throughoutthe cycle such that at any given time, there are many myosin heads attached.Therefore, contraction force is always being generated during this time. The myosinheads are sequentially “walking” the thin filament toward the M‐line throughout thecontraction cycle, and therefore pulling the Z‐lines closer together.The elastic components in muscle include titin, tendons, and the connective tissuesheaths (endomysium, perimysium, and epimysium) are also critical for contraction.As the muscle fibers contract, the elastic components are stretched. This stretch isrelayed out to the tendons, which then pull on the bones causing them to move.As calcium is sequestered in the SR, tropomyosin again covers the myosin bindingsites. Hence, the myosin head, with its hydrolyzed molecule of ATP attached,assumes its resting position poised to attach to actin when a binding site becomesavailable. As contraction ceases, the elastic components of the muscle help returnthe muscle to its resting position.
Rigor MortisAfter death, the supply of energy within the cells diminishes as metabolism ceases.Consequently, the cells can no longer synthesize ATP. ATP is needed to activelyremove sequestered Ca2+ into the terminal cisterns of the SR. In addition, since thecross bridges can be broken only in the presence of ATP, myosin and actin remainattached following death. This occurs in all the skeletal muscles creating a statecalled rigor mortis (rigidity of death) in which the animal appears rigid. Rigor mortisceases as proteolytic lysosomal enzymes released by autolysis digest the crossbridges.
Summary of Skeletal Muscle ContractionThe following steps summarize the contraction of skeletal muscles:

1. Release of acetylcholine. Stimulation of the α‐motor neuron to skeletal musclecauses release of ACh at the NMJ.2. Activation of nicotinic receptors. ACh binds to nicotinic receptors causing aninflux of Na+ into the muscle fiber resulting in the generation of an end platepotential.3. Generation of an action potential. Generation of an end plate potentialresults in an AP developing in the muscle fiber.4. Release of Ca2+from the SR. The AP is propagated along the sarcolemma anddown the T tubules where it causes the production of IP3 at the triad. IP3 thendiffuses to the SR where it causes the release of Ca2+ into the sarcoplasm.5. Uncovering myosin binding sites. Ca2+ binds to troponin causing aconformational change resulting in the movement of tropomyosin into thegrooves of the thin filament, thus uncovering the myosin binding sites on the thinfilament.



6. Power stroke. Once uncovered, the heads of the myosin filaments bind to theirbinding sites on the actin filament. Once bound, the myosin head tilts toward theM‐line, dragging the thin filaments in the same direction.7. Breaking the myosin‐thin filament bond. If present, ATP binds to the myosinhead, which breaks the bond between myosin and the thin filament.8. Termination of ACh activity. At the conclusion of motor neuron stimulation,ACh is broken down in the synaptic cleft by the enzyme AChE.9. Sequester calcium. At the conclusion of motor neuron stimulation, calcium isactively sequestered back into the terminal cisterns of the SR by the proteincalsequestrin.10. Myosin head returns to resting position. After detaching from the thinfilament, the myosin head hydrolyzes ATP and returns to a positionperpendicular to the thin filament. ADP and Pi remain bound to the myosin headuntil it attaches to another myosin binding site on a thin filament.
Length‐Tension RelationshipsThe tension developed by a muscle fiber during contraction is dependent on thelength of the sarcomere prior to contraction. At a sarcomere length of approximately2.0–2.4 μm, or 90–110% of the resting sarcomere length, the overlap between theactin and myosin filaments is optimal, and the muscle can generate the maximumtension (Fig. 7.12). At these lengths, the maximum number of cross bridges can beformed between the myosin head and thin filament. As the muscle is eithercontracted or stretched, the number of cross bridges that can form decreases, andless tension is generated during contraction.As the muscle fiber is stretched to approximately 170% of its resting length, thethick and thin filaments no longer overlap, and therefore, no tension can begenerated. Conversely, as the length of the sarcomere gets too short, the thickfilaments are compressed against the Z‐line, decreasing the number of cross bridgesthat can be produced.
A Muscle TwitchA single stimulation of a motor neuron results in a single contraction, or twitch (Fig.7.13). Although twitches can produce heat during shivering, they are not generallyobserved during normal muscle contraction. Instead, prolonged stimulation resultsin more tension being produced than caused by a single twitch.



Fig. 7.12 Length‐tension relationship. At the optimal resting sarcomere length, themaximum number of cross bridges can be formed between myosin and the thinfilament resulting in the maximum tension. As the length of the sarcomere isstretched or compressed, the number of cross bridges is reduced, resulting in lesstension.



Fig. 7.13 Muscle twitch. A myogram showing the three stages of an isometricmuscle twitch. The stimulus is followed by a latent period during which calcium isreleased from the sarcoplasmic reticulum (SR) and then binds to troponin. Thecontraction period is when the myosin head actively binds and pulls on the thinfilaments, and the relaxation period occurs when calcium is sequestered in the SR.A recording of a single muscle twitch is called a myogram. A single twitch can lastfrom 20 to 200 ms, depending on the type of muscle, temperature, stretch of themuscle, etc. A muscle twitch consists of three phases:
1. Latent phase. Following stimulation by the motor neuron, the AP moves alongthe sarcolemma and down the T tubules to the triad where it induces the releaseof Ca2+ from the terminal cisterns of the SR. The calcium then diffuses totroponin where it binds. This process generally lasts about 2 ms.2. Contraction phase. After a conformational change in troponin this allowstropomyosin to move, thus uncovering the myosin binding sites on the actinfilament, the myosin head binds to the actin filament and the power stroke pullsthe thin filament toward the M‐line, which produces tension. This lasts about 10–100 ms.3. Relaxation phase. Calcium is sequestered into the SR, the tropomyosin coversthe myosin binding sites on the actin filament, and ATP causes the myosin head



to detach from the actin filament, decreasing the number of cross bridges andtension. This phase can also last 10–100 ms.
TreppeIf skeletal muscle is stimulated a second time, shortly after the relaxation phase ofthe first twitch, the second twitch will generate greater tension (Fig. 7.14). Thisincrease in tension is known as treppe, German for “stairs.” The increase in tensioncaused by subsequent stimulations results from the gradual increase in sarcoplasmiccalcium since the calcium pumps located in the SR are unable to sequester all thecalcium between twitches.
SummationWhile a muscle twitch is an all‐or‐none response, muscle contraction is graded,meaning that it displays varying length and strength of contraction. There are twomechanisms leading to graded responses: (1) changing the frequency of stimulationand (2) changing the strength of the stimulus.
Wave SummationWhile muscle twitches can be observed in the laboratory, muscle contractiongenerally involves smooth sustained contraction resulting from frequent stimulation.If a second stimulation occurs before the muscle completes its relaxation phase, thesecond twitch will create greater tension than the original twitch. This process iscalled wave summation (Fig. 7.15). This generally occurs at stimulation rates ofabout 50 per second. Stimulation occurs rapidly enough that the SR is no longer ableto sequester Ca2+ between twitches. In addition to prolonging contraction, thesecond contraction causes greater shortening than the first contraction because it issuperimposed on an already contracted muscle, thus increasing tension.



Fig. 7.14 Treppe. If the muscle is stimulated shortly after the relaxation phase, thesubsequent muscle twitches generate greater tension, producing a step‐like increasein magnitude called treppe. The increase in tension in subsequent twitches resultsfrom the increase in sarcoplasmic calcium due to the inability of the SR to recaptureall the calcium between twitches.

Fig. 7.15 Wave summation and tetanus. (1) A single twitch. (2) The muscle isstimulated (↑) before the relaxation phase is complete, causing wave summation andincreased contraction force. (3) Frequency of stimulation is more rapid, resulting inunfused tetanus in which the individual twitches can still be discerned. (4)Frequency of stimulation is so rapid that individual twitches cannot be distinguished,resulting in fused tetanus.As the frequency of stimulation increases, the tension developed also increases.



Incomplete tetanus (tetan = rigid or tense) occurs when the individual twitches arestill distinguishable. When the frequency of stimulation is rapid enough to eliminatethe relaxation phase, and the individual twitches are no longer distinguishable, thecontraction is termed complete tetanus. Complete tetanus is the normal stateobserved during muscle contraction. Wave summation results in smooth, continuousmuscle contraction. Note that the frequency of nerve stimulation cannot be fasterthan the absolute refractory period of the neurons.
Multiple Motor Unit SummationA second type of summation that increases the force of muscle contraction is calledmultiple motor unit summation, or recruitment. Skeletal muscles have thousands ofmuscle fibers. All the muscle fibers innervated by a single motor neuron constitute amotor unit (Fig. 7.16). The size of a motor unit can vary with a single motor neuroninnervating as few as 4–6 muscle fibers, or as many as several thousand. Where fine,delicate movements are necessary, such as in the lips, motor units are small,whereas in areas where precise movements are less important, such as in thehindquarter of a beef cow, the motor units are much larger. Motor units areintermingled within a muscle so that they always deliver force on the tendonattached to a bone.As an animal begins a task, it generally stimulates the smallest motor units.However, if more force is required, more and larger motor units are recruited toincrease the tension produced by the muscle.
Muscle ToneSkeletal muscle is seldom completely flaccid, but instead maintains a degree oftension called muscle tone. Since skeletal muscle contraction is controlled by motorneurons releasing ACh, muscle tone is established by the central nervous system. Ifthese motor neurons are cut, skeletal muscle becomes flaccid. Muscle tone is due tothe alternating stimulation of motor units by the central nervous system. Such tonehelps keep an animal upright, keep the head held up, stabilize joints, and maintainposture.Muscle tone is not unique to skeletal muscle, but it also occurs in smooth muscle.For example, blood vessels generally maintain a vascular tone as does thegastrointestinal tract.
Isometric Versus Isotonic ContractionThere are two major categories of muscle contraction: isotonic and isometric (Fig.7.17). During isotonic (iso = same; tonos = tension), the length of the musclechanges as force is generated, resulting in movement. There are two types ofisotonic contractions, concentric and eccentric. In a concentric contraction, themuscle gets shorter as it works. In other words, the muscle forms cross bridges andthe thin filaments interdigitate within the thick filaments overcoming the resistanceof the load on the muscle. During eccentric contraction, the tension developed by themuscle is less than the load on the muscle. As a result, the muscle lengthens. As ananimal walks down a steep incline, the animal controls the rate of elongation ofmuscles as the legs stretch to the next location.



Fig. 7.16 Motor units. All the muscle fibers innervated by a single motor neuronconstitute a motor unit. Motor unit #1 is larger than motor unit #2 because itinnervates more muscle fibers. Motor unit #2 would be involved in more precisemotor movement than motor unit #1.



Fig. 7.17 Isotonic versus isometric contractions. (A) During isotonic contraction,force is generated as the muscle shortens. (B) In isometric contraction, force isgenerated, but there is minimal shortening of the muscle.During isometric (metric = measure) contraction, the length of the muscle does notchange because the tension produced does not exceed the resistance. Isometriccontraction is commonly observed in postural muscles that maintain a constant bodyposition while opposing gravity.When performing various movements, animals use all these types of contractions.Consider the motions as a dog sits and then stands back up. The quadriceps areinvolved in controlling this motion. As a dog begins to sit, the knees begin to bend, orflex (eccentric). As the dog holds a position part way through the sitting motion, anisometric condition exists. As the dog stands, thus extending the knee, isometric andconcentric contractions occur.Muscle Relaxation or Return to Resting LengthWhile muscle contraction is an active process requiring energy, the relaxation ofmuscle is passive. Elastic forces, opposing muscles, and gravity act to return themuscle to its resting length. Such elastic fibers include connective tissue and manyof the muscle proteins such as titin.Contraction of the opposing muscle also helps return a muscle to its resting length.For example, as the triceps brachii muscle in the back of the front leg contracts, itcauses the biceps brachii on the anterior portion of the leg to extend.Similarly, gravity can cause muscles to extend. The neck of a horse is extended tolook upward, and then when the muscles are relaxed, the head will move toward the



ground, thus stretching the neck muscles that originally were involved in extension.
Metabolism of Skeletal MuscleThe major energy source for muscle metabolism is ATP. It is used for cross bridgeformation, to actively pump calcium into the SR, and to pump Na+ out and K+ intothe muscle fiber. The endogenous stores of ATP can last only about 4–6 seconds. Thismeans there must be mechanisms to replenish these limited stores.While at rest, skeletal muscle makes sufficient ATP to meet its metabolic needs, andto store surplus energy in the form of creatine phosphate and glycogen. Restingmuscle can use fatty acids that are broken down in the mitochondria and the ATPused to make creatine phosphate. The glucose that is delivered through the bloodstream can be converted to glycogen. When the demands for ATP become greater,there are three pathways for generating ATP. (1) aerobic respiration, (2) ADPinteracting with creatine phosphate, and (3) from stored glycogen through theanaerobic process of glycolysis (Fig. 7.18).



Fig. 7.18 ATP production in muscle. There are three mechanisms for generatingATP in muscle fibers. (A) During the direct phosphorylation of creatine phosphate, aphosphate group is moved from ATP to creatine producing creatine phosphate, anenergy storage form in muscle. When ADP is plentiful, this reaction is reversed toproduce ATP. (B) During glycolysis, glucose is anaerobically broken down to twomolecules of pyruvate, which are then converted to lactic acid to regenerate NAD+.(C) In the presence of O2, pyruvate is further metabolized to CO2 and H2O, plus ATP.
Aerobic MechanismWhen O2 is present, pyruvate enters the mitochondria where aerobic respirationoccurs. This process produces 36 mol of ATP for every 1 mol of glucose. Duringaerobic respiration, the following reaction occurs:
Since muscle can store glycogen, the breakdown of glycogen yields glucose foraerobic metabolism. In addition, muscle can get energy from blood‐borne glucose,pyruvic acid, free fatty acids, and some amino acids. During moderate exercise,aerobic metabolism can meet the energy of the muscle.



Creatine PhosphateWhile at rest, muscles can produce more ATP than is needed. This surplus energy isused to synthesize creatine phosphate, an energy storage form found exclusively inmuscle. The enzyme creatine kinase catalyzes the transfer of a high‐energyphosphate group from ATP to creatine. When ADP is present in the muscle, creatinekinase catalyzes the transfer of a high‐energy phosphate group from creatinephosphate to ADP forming ATP. Creatine phosphate is 3–6 times more plentiful inmuscle than ATP. These two compounds together can provide enough energy formuscles to contract for approximately 10–15 seconds. When energy is plentiful,creatine phosphate is replenished.
Anaerobic MechanismAlthough ATP and creatine phosphate can provide energy for short periods of time,other mechanisms are needed to produce ATP. Glucose can be metabolized throughglycolysis. Glycolysis does not require oxygen so anaerobic glycolysis (withoutoxygen) can provide small amounts of substrate level ATP production. This process isutilized when there is insufficient O2 available for aerobic metabolism to sustain theenergy needs of the muscle.During glycolysis, one molecule of glucose is metabolized to two molecules ofpyruvic acid. During this process, two ATPs are produced per molecule of glucose.But anaerobic glycolysis can produce only 5% of the amount of ATP from glucose asaerobic respiration, i.e., aerobic respiration produces 95% of the ATP.In the process of breaking down glucose, NAD+ is reduced to NADH + H+. Tocontinue glycolysis, the cell must be able to oxidize NADH back to NAD+. Whenoxygen is not present, the cell can do this only by converting pyruvate to lactic acid,during which NAD+ is regenerated. Recall the discussion of cell biochemistry inChapter 3. Lactic acid then diffuses out of the cells and goes to the liver, heart, orkidney. In the liver, it can be converted back to glycogen.
Muscle Fatigue and Oxygen ConsumptionMuscle fatigue is the inability of muscle to contract after prolonged activity. Thiseffect is due to conditions within the muscle fiber, since it occurs even in thepresence of sustained neural input. Muscle fatigue differs from central fatigue, inwhich the muscle is still able to function, but the mind is unwilling.While the exact mechanism of muscle fatigue is unknown, several factors probablyplay a role. These include inadequate release of Ca2+ from the SR, depletion ofcreatine phosphate, insufficient O2, depletion of glycogen, buildup of lactic acid(decrease in pH) and ADP, or depletion of ACh from motor neurons. Furthermore,the lack of ATP in fatigued muscle may compromise the action of the Na+‐K+ pumpon the sarcolemma, causing a loss of intracellular K+.During prolonged exercise, muscles accumulate lactic acid. This lactic acid must bereconverted to pyruvic acid. In addition, the animal must replenish glycogen storesand replace creatine phosphate and ATP, and the liver must convert blood lactic acidto glycogen. These processes all require O2, leading to what was termed the “oxygendebt,” or the amount of extra O2 that an animal must inspire to restore homeostasis.Since body temperature and enzymatic reaction rates are elevated for a period after



exercise, a better term for the increased oxygen needed following exercise isrecovery oxygen uptake. During the recovery period, the muscle fibers return totheir pre‐exertion conditions.
Heat ProductionSince metabolism is not 100% efficient, the by‐product of metabolism is heat. While aresting muscle fiber is approximately 42% efficient, an active fiber is only about 30%efficient. The remainder of the energy appears as heat that is used to warm thetissues and fluids and help maintain normal body temperature. The excess heatproduced when muscles are active is the reason body temperature climbs duringexercise.
Types of Muscle FibersThere are three functional ways to classify skeletal muscle fibers: (1) speed ofcontraction, (2) metabolic pathways forming ATP, and (3) myoglobin content:

1. Speed of contraction. Based on rate of contraction, fibers can be classified asfast or slow. Speed is based on the rate at which the myosin ATPase splits ATP.2. Metabolic pathways forming ATP. Fibers that rely on oxygen‐requiringpathways for generating ATP are called oxidative, whereas those that rely onanaerobic glycolysis are called glycolytic.3. Myoglobin content. Some muscle fibers have a large amount of myoglobin, thered‐colored protein that binds oxygen in muscle fibers. These fibers are termedred muscle fibers. In contrast, some fibers have low myoglobin content and arecalled white muscle fibers.
Based on these criteria, there are now three major categories of muscle fibers,including slow oxidative fibers, fast oxidative‐glycolytic fibers, and fast glycolyticfibers—sometimes called slow, intermediate, and fast fibers, respectively. To furthercomplicate matters, these fibers are also called Type I, Type II‐A, or Type II‐B fibers,respectively. While there are many more types of fibers, these are three suchclassifications that allow for the discussion of general characteristics (Table 7.1). Forexample, slow fibers allow for prolonged, sustained activities that are powered byaerobic metabolism and which fatigue slowly. Such fibers have a good blood supply,a high myoglobin content and many mitochondria. Conversely, fast glycolytic fibersare better suited for quick, powerful movements that occur over a short period oftime and which fatigue quickly. Since these latter fibers contract quickly, they relyon endogenous glycogen stores rather than glucose delivered via the blood stream,and they have fewer mitochondria and little myoglobin.



Table 7.1 Characteristics of skeletal muscle fibers.
Functional
Characteristics

Slow Oxidative
Fibers (Type I
Fibers)

Fast Oxidative‐
Glycolytic Fibers
(Type II‐A)

Fast Glycolytic
Fibers (Type II‐B)

Structural characteristicsFiber diameter Smallest Intermediate LargestMyoglobin content Large Large SmallCapillaries Many Many FewMitochondria Many Many FewColor Red Red to pink White
Functional characteristicsCapacity to generateATP High Intermediate Low
Method to generateATP Aerobic respiration Both aerobicrespiration andglycolysis

Glycolysis
Rate of ATPhydrolysis Slow Fast Fast
Contraction velocity Slow Fast FastFatigue resistance High Intermediate LowCreatine kinasecontent Low Intermediate High
Glycogen stores Low Intermediate HighOrder of recruitment First Second ThirdPrimary function offibers Postural; endurance‐type activities Sprinting; walking Short‐termactivitiesPresence of gapjunctions No Yes, located atintercalated discs Present in singleunit, but notmultiunit smoothmuscleFibers containindividualneuromuscularjunctions

Yes No Present inmultiunit, but notsingle‐unit, smoothmuscleSource of calcium forcontraction Sarcoplasmicreticulum Sarcoplasmicreticulum andextracellular fluid
Mostlyextracellular fluid,but alsosarcoplasmicreticulumSite of calciumbinding andregulation

Troponin located onthin filaments Troponin locatedon thin filaments Calmodulin locatedin sarcoplasm
Contraction Rapid onset cantetanize. Depending Develops slowly;cannot tetanize Slow onset; maytetanize, but



Functional
Characteristics

Slow Oxidative
Fibers (Type I
Fibers)

Fast Oxidative‐
Glycolytic Fibers
(Type II‐A)

Fast Glycolytic
Fibers (Type II‐B)

on fiber type, canfatigue rapidly generally fatiguesslowlyEffect of nervoussystem input Excitation at nicotinicreceptors Cause contraction Cause contraction
Respiration Aerobic andanaerobic Aerobic Primarily aerobic
Effects of Exercise on MusclesExercise induces changes in the muscle. With endurance exercise, there is aprolongation of the time to fatigue. This resistance to fatigue appears associatedwith increases in aerobic power and anaerobic capacity. Such changes includeincreases in muscle buffering capacity and citrate synthase activity, and reducedglycogen utilization. There is also an increase in the capillary‐to‐muscle fiber ratio,the number of mitochondria, and the amount of myoglobin.With sustained but relatively weak muscle activity, the muscle does not displaysignificant hypertrophy. However, high‐intensity anaerobic activity is associated withmuscle hypertrophy. This is because this type of exercise is associated with strengthmore than with endurance. Such hypertrophy is due to increased muscle fiber sizerather than hyperplasia (i.e., increase in cell number) (Box 7.1).
Box 7.1 Carnitine and exercise

Carnitine is needed for optimal mitochondrial oxidation. An animal gets carnitinefrom dietary sources such as meat or dairy products, endogenous biosynthesis,or from dietary supplements. While supplemental carnitine does not appear toenhance exercise performance in untrained humans, there is evidence that itmay be beneficial in trained individuals. In studies conducted withStandardbreds, long‐term (5 weeks) dietary supplementation with carnitinegiven in conjunction with exercise increased the percentage of type II‐A fibers,increased the capillary‐to‐fiber ratio, and appeared to spare muscle glycogen.
Cardiac MuscleCardiac muscle, composed of cardiac muscle cells called cardiocytes or cardiacmyocytes, is found exclusively in the heart. It is considered involuntary, striatedmuscle.
Cardiac Versus Skeletal Muscle CellsCardiac muscle has several structural differences from skeletal muscle fibers:

1. Cardiocytes are smaller in diameter and length than skeletal muscle fibers.2. Cardiocytes generally have a single, centrally located, nucleus, althoughoccasionally a cell may have two or more nuclei. In comparison, skeletal muscle



fibers are multinucleated.3. T tubules are shorter and broader, and they lack a triad. The T tubules encirclethe sarcomere at the Z‐line rather than at the overlap between thin and thickfilaments.4. The SR lacks terminal cisternae.5. The sarcoplasm of cardiocytes contains many mitochondria since cardiac muscleis almost exclusively dependent on aerobic metabolism.6. Cardiocytes connect with each other at specialized junctions called intercalated(intercal = to insert between) discs.7. At the intercalated discs, the sarcolemma of the adjacent cardiocytes haveirregular thickenings that connect the cells to one another. Within these regionsare desmosomes that hold the cells together, as well as gap junctions. The gapjunctions allow ions, small molecules, and an AP to move between adjacent cells.Since the cardiocytes are mechanically and functionally connected, they are saidto act as a functional syncytium, meaning that they act as a fused mass of cells.
Functional CharacteristicsUnlike skeletal muscle, cardiac muscle can contract without neural stimulation.Therefore, cardiac muscle is said to be autorhythmic. Such contraction is generallycontrolled by a specialized group of cardiac cells that act as pacemaker cells.As will be discussed in Chapter 13, contraction of cardiac muscle cells lastsapproximately 10 times longer than that of skeletal muscle. This is due to thediffering mechanism of the AP. In addition, cardiac muscle cells cannot display wavesummation, nor can they produce titanic contractions. These features are importantfor the pumping function of the heart.
Smooth MuscleSmooth muscle, also called nonstriated, involuntary muscle, can be foundsurrounding the blood vessels, digestive tract, urinary system, reproductive system,and respiratory system. It can be found in the form of bundles or sheets around othertissues.
StructureSmooth muscle cells are long and slender, varying from 5 to 10 μm in diameter and30–200 μm in length, with a single, centrally located nucleus. There are no T tubules,and the SR is not as well organized as in skeletal and cardiac muscle. As discussedbelow, the source of Ca2+ for smooth muscle contraction is mostly the extracellularspace. To facilitate the entry of Ca2+, the sarcolemma of smooth muscle has folds orcaveolae that penetrate the cell. These features increase the surface area.Smooth muscle also lacks the well‐organized connective tissue sheaths found inskeletal muscle. There is an endomysium found between smooth muscle cells that issecreted by the smooth muscle cells and which contains blood vessels and nerves.While smooth muscle contains actin and myosin, it lacks myofibrils and sarcomeresthat cardiac and skeletal muscles possess. As a result, smooth muscle lacksstriations, hence the name smooth or nonstriated muscle.



Thick filaments are found throughout the smooth muscle cell. Cross bridges aremore numerous in smooth muscle since they are found along the entire length of themyosin filament, which is also longer than in skeletal muscle. In addition, scatteredthroughout the sarcoplasm is a network of intermediate filaments composed of theprotein desmin (Fig. 7.19). Attached to the intermediate fibers are structures calleddense bodies. Some dense bodies attach directly to the sarcolemma, and the thinfilaments are attached to dense bodies. These dense bodies act like the Z discs instriated muscle. The ratio of thin to thick filaments is much lower in smooth muscle(1 : 13) than in skeletal muscle (1 : 2). However, the thick and thin filaments dointerdigitate.Because of the network of attachments between the thin filaments and thesarcolemma, when the thick filaments pull on the thin filaments, this causes the cellto shorten, with the areas between the dense bodies bulging outward creating anirregular cell surface (Fig. 7.19). Since the network of intermediate fibers crossesthroughout the cell, during contraction the cell does not simply shorten in one plane,but rather shortens in multiple directions.
Types of Smooth MuscleThere are two types of smooth muscle: single‐unit smooth muscle and multiunitsmooth muscle (Fig. 7.20).



Fig. 7.19 Smooth muscle cell. A smooth muscle cell is long and slender, with asingle nucleus. Unlike the skeletal muscle fibers, the smooth muscle fibers lack crossstriations. However, smooth muscle fibers have intermediate fibers attached todense bodies. Many of the dense bodies are attached directly to the sarcolemma.Since the intermediate fibers crisscross the cell, when stimulated, a smooth musclefiber contracts in multiple directions.



Fig. 7.20 Types of smooth muscle, and their innervations. (A) In single‐unit, orvisceral, smooth muscle, there are gap junctions between the individual muscle cells.Therefore, when one cell is stimulated by an autonomic neuron, the action potentialcan spread among cells so that single‐unit smooth muscle can contract as a unit. (B)In multiunit smooth muscle, individual muscle cells are separated from one another;therefore, each fiber needs its own innervation. (C) The autonomic fibers thatinnervate smooth muscle have varicosities along their length that make diffusesynaptic connections with muscle cells releasing neurotransmitters at theselocations.
1. Single‐unit smooth muscle. Single‐unit smooth muscle, also called visceralsmooth muscle, is widely distributed throughout the body. The cells areelectrically coupled by gap junctions allowing an electrical impulse to movebetween cells. Since the cells are electrically connected, they function as a unitin which an entire sheet of cells is interconnected. Such muscle is found alongthe wall of the digestive tract, the gall bladder, the urinary bladder, and mostother internal organs.This type of muscle is often found as two layers, a longitudinal layer runningparallel to the long axis of the organ, and a circular layer in which the fibersencircle the organ. When the longitudinal layer contracts, this dilates andshortens the organ, whereas contraction of the circular layer constricts thelumen of the organ. Such muscle generally displays rhythmic contractions thatare controlled by pacesetter cells that can spontaneously depolarize and triggercontraction of the remainder of the muscle.



2. Multiunit smooth muscle. In contrast to single‐unit smooth muscle, individualcells are separated from one another in multiunit smooth muscle. Such cellsgenerally lack gap junctions. This necessitates that each cell must be innervatedby a nerve ending. Therefore, such muscle has a richer nerve supply than single‐unit smooth muscle. There is seldom synchronous contraction of the entiremuscle. This type of muscle is found in the iris of the eye, along portions of themale reproductive tract, surrounding the walls of large arteries, and in thearrector pili muscle of the skin associate with selected hair follicles.
Neural Innervation of Smooth MuscleSmooth muscle is innervated by the autonomic nervous system, whereas skeletalmuscle is innervated by the somatic nervous system. Unlike skeletal muscle that hasa well‐defined NMJ, autonomic fibers run over the surface of smooth muscle cellsand have many bulbous swellings called varicosities. The neurotransmitter isreleased from these varicosities and diffuses into a wide synaptic cleft, forming adiffuse junction.
Contraction of Smooth MuscleContraction of smooth muscle takes longer to develop, but lasts longer, than inskeletal muscle. Smooth muscle can also shorten and stretch further than skeletalmuscle. This is due to the differences in the structure between the two muscle types.While tropomyosin is found in smooth muscle associated with the thin filaments,troponin is lacking. There is less SR in smooth muscle, and smooth muscle lacks Ttubules. As a result, the AP must spread only along the surface of the cell, and thegreatest source of calcium for muscle contraction is the interstitial space. Thesequences of events for smooth muscle contraction are as follows:

1. The muscle is stimulated by autonomic fibers releasing either norepinephrine oracetylcholine.2. An AP spreads along the sarcolemma.3. Cytosolic Ca2+ levels increase, with calcium coming mostly from interstitialspace, but some from the SR.4. Ca2+ binds to the calmodulin, a second messenger, causing its activation.5. The activated calmodulin then activates myosin light‐chain kinase.6. The activated protein kinase phosphorylates the myosin head.7. Phosphorylation allows cross bridges to form between myosin and actin.8. The muscle contracts as Ca2+ is pumped out of the cell.
Note that in smooth muscle, calmodulin is serving a role like that of troponin inskeletal muscle in that it binds calcium. Once activated, calmodulin activates amyosin light chain kinase that uses ATP to phosphorylate the myosin head, allowingthe myosin head to attach to actin. The pumping of calcium out of the cell is a slowprocess partially explaining the delay in smooth muscle relaxation.In addition to responding to the autonomic nervous system, smooth muscle cancontract and relax in response to stretching; hormones; or changes in local factors,including pH, O2, CO2, temperature, and ion concentrations. For example, stretching



of the bladder can cause contractions. Hence, the bladder can continue to function inan animal with a spinal cord injury. Epinephrine, released from the adrenal medulladuring a stress response can cause the bronchioles to dilate. For a comparison ofskeletal, smooth, and cardiac muscle, (discussed in Chapter 13), see Table 7.2.



Table 7.2 Comparison of skeletal, cardiac, and smooth muscle.
Properties Skeletal Muscle Cardiac Muscle Smooth MuscleLocation Attached to bones; oroccasionally to skin inthe case of some facialmuscle

Wall of the heart Single unit found inwalls of hollow organs;multiunit found inintrinsic ocularmusclesSize Single, long,cylindrical; striated;100 μm to 30 cm
Branching;Striated; 10–20 μm × 50–100 μm

Fusiform; non‐striated;5–10 μm × 30–200 μm
Number of nuclei Multinucleated Uni‐ orbinucleated Unnucleated
Connective tissuecomponents Epimysium,perimysium, andendomysium

Endomysiumattached tofibrous skeleton
Endomysium

Presence ofsarcomere Yes Yes No; actin and myosinscattered throughoutsarcoplasm; actinattached to densebodiesPresence andlocation of Ttubules
Yes, located at junctionof A and I band Yes, located at Zdisc No; caveolae(infoldings of cellmembrane)Presence gapjunctions No Yes, atintercalateddiscs

No; caveolae instead
Individualneuromuscularjunctions

Yes No Present in multiunitbut no single‐unitmuscleSource of calcium Sarcoplasmicreticulum Sarcoplasmicreticulum andextracellular
Mostly extracellular

Site of calciumbinding andregulation
Troponin on thinfilaments Troponin on thinfilaments Calmodulin insarcoplasm

Contraction Rapid onset, cantetanize depending onfiber type can fatiguerapidly
Develops slowlycannot tetanize Slow onset, maytetanize but generallyfatigues slowly

Effect of nervoussystem Yes, located at junctionof A and I band Yes, located at Zdisc No; caveolae instead
Respiration Aerobic and anaerobic Aerobic Primarily aerobic
Muscle System



Naming MusclesThe muscle system includes all the skeletal muscle and is therefore responsible forvoluntary movement. It is not the intent of this book to cover all the muscles, butrather to give an overview of many of the major muscles involved in movement. Themuscles will be covered by functional area.Generally, the name of the muscle gives considerable information about its locationor role. Muscles are named by several criteria:
1. Location. Sometimes, a bone or body region is included in the name giving anindication of its location (e.g., temporalis is located over the temporal bone andthe intercostal muscles are found between the ribs). The word deep (e.g., deepdigital flexor) indicates that the muscle is not found at a superficial level.2. Action. The action performed by the muscle may be included in the name. Forexample, the extensor digitorum extends a digit while the pronator terespronates a limb.3. Size. Whether the muscle is large or small may be indicated in the name (e.g.,pectoralis major, adductor longus). The name may include such terms as longus(long), brevis (short), maximus (largest), and minimus (smallest).4. Shape. Sometimes muscles are named according to their shape (e.g., deltoid ortrapezius muscles).5. Direction of the fibers. Terms, such as rectus, indicate that the muscle fibersrun parallel or straight relative to the body axis, whereas transverse runs at rightangles to the same axis. Oblique fibers run at some other angle relative to thataxis.6. Number of origins/bellies. The name may include the number of heads (e.g.,biceps brachii) or bellies (digastricus).7. Attachment. Many times, the origin or attachment site is included in the nameof the muscle (e.g., cleidomastoid is attached to the clavicle, or its remnant, andmastoid process).



Fig. 7.21 Fascicle arrangement. Muscle fascicles can have varying arrangementsallowing for different functions.Muscles can have several types of attachments. They may attach to a bone via either(1) a tendon, which is a dense cord of regular connective tissue, (2) an aponeurosis,which is a tendinous sheet, or (3) fascia, which is common for superficial muscles, or(4) they may attach directly to the periosteum of the bone. Examples of each includethe biceps brachii, which attaches via a tendon, the latissimus dorsi, which attachesvia the thoracolumbar aponeurosis, the platysma attaches via the fascia, and themasseter, which attaches to the mandible.
Arrangements of FasciclesAs stated previously, skeletal muscles are arranged in fascicles (Fig. 7.1). Thefascicle arrangement can vary (Fig. 7.21). Fascicles are sometimes arranged in astraight line and are referred to as parallel muscles (an example is the abductordigiti minimi). If the arrangement is circular, the fascicles appear as concentricrings. Such an arrangement is typically found around an orifice such as theorbicularis oris muscle that surrounds the mouth. In a convergent muscle, thefascicles converge on the tendon for insertion. Therefore, the muscle begins widelike the shape of a fan, and then narrows such as seen in the pectoralis major



muscle. In the pennate muscle, such as the gastrocnemius muscle, the fascicles areshort and attach obliquely (penna = feather) to the tendon. In a unipennate muscle,the tendon runs along one side of the tendon, whereas in multipennate, the tendonbranches within the muscle and looks like many feathers laying side by side.
Muscles as LeversThe muscular and skeletal system work together to function as a lever system. Alever consists of a rigid structure (i.e., bone) that moves around a fixed point calledthe fulcrum. Muscle contraction acts as the force to move a load, or bone. Leversprovide a mechanical advantage allowing a force to move a heavier load eitherfurther or faster (Fig. 7.22).Three different classes of levers exist, depending on the relationship of the force,fulcrum, and load (Fig. 7.23). In a first‐class lever, the fulcrum is between the forceand load, which are at either end of the lever. This is like a playground seesaw, andit provides a mechanical advantage. The act of an animal lifting its head functions asa first‐class lever.



Fig. 7.22 Mechanical advantage versus disadvantage. A lever system can provide amechanical advantage or a mechanical disadvantage. The equation shown at the topexplains the relationship between force and distance. (A) With this lever system, amechanical advantage is provided because of the position of the fulcrum relative tothe force and load. Twenty kilograms of force can lift 1000 kg of load. (B) With thefulcrum and load placed at opposite ends of the lever, and a force provided in themiddle, it requires 100 times the amount of force needed in the example shown in Ato move the same load. This is a mechanical disadvantage.



Fig. 7.23 Anatomical examples of lever systems. (A) In a first‐class lever, the forceand load are on opposite sides of the fulcrum. (B) In a second‐class lever, the load isbetween the force and the fulcrum. (C) In a third‐class lever, the force is betweenthe load and the fulcrum.A second‐class lever exists when the force is applied at one end and the fulcrum isfound at the other end, while the load is placed in between. Such levers create amechanical disadvantage and are thus rarely found in the body. A wheelbarrow actsas such a lever. The calf muscles act as a second‐class lever when causing plantarflexion.In a third‐class lever, the fulcrum and load are at either end of the lever, and theforce is applied between the two. Tweezers work in this manner, as do most skeletalmuscles. When the biceps brachii flexes the elbow, the insertion is located on theradius‐ulna while the origin is in the shoulder region. Contraction of the musclecauses the leg to flex at the elbow. In a third‐class lever, the speed and distancetraveled by the load are increased at the expense of effective force.
Muscle Terminology
Origins and InsertionsMuscles are always attached to other structures at either end. Generally, one end isin a fixed position while the other end moves toward it when the muscle iscontracted. The fixed attachment site is called the origin, and the movable end is



called the insertion (Fig. 7.24). While the origin is normally proximal or superior tothe insertion, this is not always the case. The sternocleidomastoid muscle originatesat the sternum and inserts at the mastoid process of the temporal bone.
ActionsThe movements of the skeleton caused by muscle contraction involve flexion orextension, adduction or abduction, protraction or retraction, elevation or depression,rotation, circumduction, pronation or supination, inversion or eversion. Theseactions are defined in Table 7.3.Muscles typically work in groups rather than individually. For example, the bicepsbrachii and brachialis cause flexion of the elbow, and the triceps brachii, tensorfasciae anterbrachii, and anconeus cause extension of the elbow. The agonist is themuscle primarily responsible for producing a certain movement and the antagonist isthe muscle whose action opposes that movement. In the case of the elbow, thebiceps brachii is the agonist for flexion of the elbow and the triceps brachii is theantagonist. A synergist is a muscle that helps the agonist work more efficiently.Synergists may either provide additional force to move the joint, or they may helpstabilize the joint.



Fig. 7.24 Muscle functions and attachments. Using the thoracic limb of the horse,this figure demonstrates the origin and insertion of muscles, as well as the agonistand antagonist functions with regards to the elbow.Figure modified from Getty (1964).
Table 7.3 Muscle terminology.
Term DescriptionAbduction Movement of a structure or limb or away from the median plane ofthe body (e.g., spreading the toes or moving a limb away from thecenter of the body)Adduction Movement of a structure or limb toward the median plane of thebody (e.g., bringing the toes together or moving a limb toward thecenter of the body)Antagonist Opposes the movement of the prime mover (e.g., the tricepsbrachii, which extends the elbow joint, is the antagonist of the

biceps brachii, which flexes the elbow joint)Circumduction Circular movement of an extremity describing the surface of acone; involves successive flexion, abduction, extension, andadduction (e.g., moving a limb in a circular motion)Depression Moving a structure in a ventral direction (e.g., dropping theshoulders)Elevation Moving a structure in a dorsal direction (e.g., shrugging theshoulders upward)Eversion Twisting the foot to face the sole outward



Term DescriptionExtension Increasing the angle between bones. Ex: extending fingers from acurled position, or straightening the stifle (knee)Flexion Decreasing the angle between bones. Ex: Bending the elbowtoward a 90° angle.Trunk lateralflexion Bending to the side
Trunk flexion Bending forwardShoulder flexion Swinging the limb backward (in humans, it is swinging the limbforward)Plantar flexion Movement of the ankle joint to push the sole of the foot downwardDorsiflexion Flexion of the ankle joint to raise the top of the foot upwardInsertion The more movable of the two attachments. In the limbs, this isusually the more distal attachmentInversion Twisting motion of the foot to face the sole inwardOrigin The less movable of the two attachments. In the limbs, it is usuallythe more proximal attachmentPronation Movement of the palmar side of the paw downwardProtraction Moving a part of the body cranially in the horizontal plane. Ex:Pushing the shoulders forwardRetraction Moving a part of the body caudally. Ex: Pulling the shoulders backRotation Movement around the long axisLateral rotation The cranial surface of a limb turns away from the long axis of thetrunk (e.g., Gemelli)Medial rotation The cranial surface of a limb turns toward the long axis of thetrunkSupination Movement of the forearm (radius and ulna) so the palmar side isrotated upward or forward as when a cat laps milk off its paw.Synergist A muscle that indirectly aids the action of the prime mover. Ex.Teres major muscle is a synergist to the latissimus dorsi muscle
Muscle AttachmentsMuscles can make three types of attachments. In a fleshy attachment, there is anapparent direct attachment of the muscle to the bone, as in the case of muscleattachments to the scapula. In actuality, the muscles are attached to the bones byvery short tendons. In a tendinous attachment, the muscle is attached to the bone viadense connective tissue. In an aponeurotic attachment, there is a flat, tendinoussheet attaching the muscle, as is seen in the abdominal wall.
Major Skeletal MusclesThere are over 600 skeletal muscles in the body. We will only cover the principlemuscles, presenting them as groups controlling various parts of the body (see Tables7.4–7.6 and Fig. 7.25, Fig. 7.26, Fig. 7.27, Fig. 7.28, and Fig. 7.29).



Muscles of the Head and Neck
Table 7.4 Muscles of the head and neck.
Muscle Description Origin

(O)/Insertion (I)
Action

Muscles of facial expression and masticationBuccinator Muscle containedwithin the wall ofthe cheek
O—Fascia of cheekwall Holds the cheekstoward the mouthwhen chewingI—Fascia of cheekwallMasseter Most powerfulmuscle for closingjaw
O—Zygomatic arch Elevates mandible(closes mouth)I—Masseteric fossaof mandibleMentalis Major musclemaking bulk ofmuscle mass of chin
O—Rostral end ofmandible Elevates andprotrudes lower lipI—Skin of chinOrbicularis oris Multilayered muscleof the lips O—Lips Purses lipsI—LipsPterygoidMedial Two‐headed musclerunning alonginternal surface ofmandible
O—Sphenoid andpterygoid bones Acts with temporalisand massetermuscle to elevatemandible (closemouth)I—Medial surface ofmandibleLateral Two‐headed musclelying superior tomedial pterygoidmuscle
O—Sphenoid bone Protrudes mandible;in herbivores, crossjaw‐actionI—Neck of condyleof mandiblePlatysma “Grimace” and“neck‐cording”muscle
O—Skin of neck Retract lipsI—Angle of lipsTemporalis Fan‐shaped musclecovering part oftemporal, frontaland parietal bones
O—Temporal fossa Closes mouth;elevates andretracts mandibleI—Coronoid processof mandibleZygomaticus Muscle runningdiagonally fromcheek bones tocorner of mouth
O—Zygomatic bonenearzygomaticomaxillarysuture

Retracts andelevates corners ofmouth
I—Angle of themouth

Muscles of the neckBrachiocephalicus



Muscle Description Origin
(O)/Insertion (I)

Action

Cleidobrachialis Complex muscleacting on headand/or limb
O—Clavicle or itsremnant Depending on whichend is fixed (notmoved), andwhether one or bothsides (right and left)contract: Advancesforelimb, turns headto the side, or flexesneck ventrally

I—Cranial humerusCleidomastoideus O—Clavicle or itsremnantI—Mastoid processof skullCleidocephalicus O—Clavicle or itsremnantI—Dorsal midline ofneckSternocephalicus In carnivores,consists ofsternomastoid andsternoocipitalis. Inox and goats, thesternoocipitalis isreplaced by thesternomandibularis.The horse has onlysternomandibularis

O—Cranial part ofthe sternum(manubrium)
Flexes the head andneck and incline toone side.Sternomandibularismay also help openthe mouthI—Mastoid processof skull

Sternomastoid O—Sternum(manubrium)I—Mastoid processof skullSternooccipitalis(dog and cat) O—Sternum(manubrium)I—Occipital regionof skullSternomandibularis O—Sternum(manubrium)I—Angle of themandible



Muscles of the Pectoral Limb and Lateral Thorax
Table 7.5 Muscles of the pectoral limb.
Muscle Description Origin

(O)/Insertion (I)
Action

Extrinsic muscles of thoracic limb 1Brachiocephalicus This is a wide musclerunning from the headand neck to the frontlimb. The clavicularintersection divides themuscle into thecleidocephalicus andcleidobrachialis

Draws the liftedforelimb forward ordraws the head tothe side

Cleidocephalicus O—Occipital anddorsal midline ofneck
Pulls humerusforward

I—ClavicleClavodeltoid O—Clavicle Pulls humerusforwardI—Cranial borderof humerusPectoralis A broad flat muscleextending from thesternum to the humerus  PectoralisSuperficialis O—Sternum Adducts andretracts limb (flexshoulder)I—Humerus(greater andlesser tubercles)  PectoralisProfundus O—Sternum Flexes shoulderand draws humeruscaudallyI—Cranial surfaceof the humerusRhomboideusCervicisThoracis
Extrinsic muscle lyingdeep to the trapeziusextends between dorsalmedial scapula andmidline from head orneck to cranial thorax

O—Dorsal neckand thorax;nuchal crest ofskull
Rotates (capitis andcervicis) or adductsthe scapula(thoracis)I—Dorsal borderof scapula andscapular cartilageTrapeziusCervicisThoracis

Triangular‐shapedmuscle extending fromthe dorsal midline ofneck and thorax to thespine of the scapula
O—Cervicis:Median fibrousraphe of neckThoracis: Spinesof T3–T8 or T9I—(both parts)—Spine of scapula

Both concurrently:elevate shoulderCervicis only:rotate scapulacraniallyThoracis only:rotate scapulacaudally



Muscle Description Origin
(O)/Insertion (I)

Action

Latissimus dorsi Broad, flat, fan‐shapedmuscle extending fromdorsal thoracolumbarregion to medial side ofhumerus
O—Thoracolumbarfascia of thoraxand lumbarregion; and somecaudal ribs

Pulls humeruscaudally; mediallyrotates and adductsthe shoulder
I—Terestuberosity ofhumerus

Instrinsic muscles of shoulder2Biceps brachii One headed (Two‐headed in humans)fusiform muscle
O—Supraglenoidtubercle ofscapula

Extension of theshoulder
I—Radialtuberosity; alsoulnar tuberosity insome speciesCoracobrachialis Small muscle crossingmedial side of shoulderjoint
O—Coracoidprocess of scapula Stabilizes andpotentially flexesshoulder jointI—Proximal shaftof humerusDeltoideus Extends from scapularspine over shoulderjoint to the deltoidtuberosity of thehumerus
O—Spine ofscapula; acromionprocess of scapula

Flexes shoulderjoint; slightlyabducts humerusI—Deltoidtuberosity ofhumerusSupraspinatus Fills the supraspinousfossa of the scapula O—Supraspinousfossa of scapula Extends shoulderjointI—Greater andlesser tubercule ofhumerusInfraspinatus Fills the infraspinousfossa of the scapula O—Infraspinousfossa of scapula Abducts androtates humerus,may flex humerusdepending onpositionI—Infraspinoustubercle ofhumerusTeres major Extends from caudalborder of scapula andinserts on latiissimusdorsi muscle on medialside of humerus
O—Proximal 2/3of caudal borderof scapula

Flexes shoulderjoint
I—Terestuberosity ofhumerus



Muscle Description Origin
(O)/Insertion (I)

Action

Teres minor Small muscle ventral tothe tendon of theinfraspinatus muscle
O—Distal third ofcaudal border ofscapula

Flexes/stabilizesshoulder
I—Teres minortuberosity ofhumerusSubscapularis Large muscle fillingmost of the space on themedial scapular surfaceand inserting onhumerus
O—Subscapularfossa of scapula Adducts shoulderjointI—Lesser tubercleof humerus

Intrinsic flexor muscles of leg2Biceps brachii Spans cranial surface ofhumerus O—Supraglenoidtubercle ofscapula
Action distal toshoulder is to flexshoulder; alsosupinates paw incarnivoresI—Radialtuberosity; alsoulnar tuberosity incarnivoresBrachialis Extends from caudalpart of humerus to theradius

O—Proximallateral humerus Flexes elbow
I—Radialtuberosity

Intrinsic extensor muscles of leg2Triceps brachii Multiheaded musclecrossing shoulder andcaudal leg Long head O—Caudal borderof scapula Extends elbow joint
I—Olecranonprocess of ulna Lateral head O—Lateralsurface ofhumerus

Extends elbow joint
I—Olecranonprocess of ulna Medial head O—Medial surfaceof humerus Extends elbow joint
I—Olecranonprocess of ulna



Muscle Description Origin
(O)/Insertion (I)

Action

 Accessory head(carnivores only) O—Proximalcaudal humerus Extends elbow joint
I—Olecranonprocess of ulnaTensor faciaeAntebrachii Thin, insignificantmuscle arising from thelatissimus muscle
O—Latissimusdorsi Extends elbow joint
I—Olecranonprocess of ulnaand antebrachialfasciaAnconeus Small muscle fillingolecranon fossa O—Epicondyles ofhumerus Lifts joint capsuleout of joint spaceI—Olecranonprocess of ulna on full elbowextension

1 Muscles that attach to the thoracic limb and some other part of the body.2 Muscles having both attachments on the thoracic limb bones.



Muscles of the Pelvic Limb and Body Wall
Table 7.6 Muscles of the pelvic limb and body wall.
Muscle Description Origin

(O)/Insertion
(I)

Action

Sublumbar musclesaPsoas minor A long, thinmuscleextendingfrom lumbarvertebralbodies to ilium

O—VertebraeT13‐L5 Stabilize back; flex vertebralcolumn
I—Iliopubictubercle

Iliopsoas (psoasmajor and iliacus) Fused psoasmajor andiliacus muscle;chief flexor ofhip
O—Lumbarvertebrae Flexes hip when leg is free;flexes vertebral column whenleg is fixedI—Lessertrochanter offemurQuadratuslumborum Lies alongunderside oftransverseprocesses oflumbarvertebrae

O—Transverseprocesses oflumbarvertebrae
Stabilizes lumbar vertebrae

I—Wing ofsacrum andilium
Rump musclesbGluteal muscle Superficial Smallest,thinnestgluteal muscle

O—Sacralvertebrae Abducts limb of femur
I—Thirdtrochanter Medial Largestgluteal muscle O—Wing of ilium Extends hip, abducts limbI—Greatertrochanter offemur Deep Moderatelysized, fanshaped
O—Body of ilium Extends hip, abducts limbI—On or neargreatertrochanterTensor fasciaelatae Triangular‐shaped O—Tuber coxae Tense lateral femoral fascia andthus flex hop joint and extendstifleI—Lateralfemoral fascia,patella

Pelvic‐associated musclesc



Muscle Description Origin
(O)/Insertion
(I)

Action

Obturators External Fan‐shapedmusclecoveringobturatorforamenexternally

O—Ventralsurface of pubisand ischiumsurroundingobturatorforamen

Adducts thigh

I—Trochantericfossa of femur Internal Fan‐shapedmusclecoveringobturatorforameninside pelviccavity

O—Interior(floor) of pelvissurroundingobturatorforamen
Rotates femur laterally

I—Trochantericfossa of femurGemelli Fairlyinsignificanthip rotator
O—Ischium Rotates femur laterallyI—Trochantericfossa of femurQuadratus femoris Smallrectangularmuscle thatextends fromileum to femur
O—Ventralsurface of thecaudal ischialtuberocity

Outward rotation of the hip;minor action in extending hip
I—Intertrochantericcrest, just distaltointertrochantericfossa

Body wallAbdominalobliques Four musclesformingventrolateralabdominalwall External Sheet‐likemuscleextendingcranially andventrally fromribs andthoracolumbarfacia

O—Last severalribs andthoracolumbarfascia
Support the abdominal wall;assist forcedexpiration/urination/defecation;twist trunk

I—Midventral



Muscle Description Origin
(O)/Insertion
(I)

Action

 Internal Sheet‐likemuscle deepto the externalabdominaloblique
O—Tuber coxaeandthoracolumbarfascia

Support the abdominal wall;assist forcedexpiration/urination/defecation;twist trunkI—Ventralmidline at thelinea albaGracilis Broad,superficialmuscleextendingfrom pelvicsymphysis tomedial thighand insertingon the tibia

O—Symphysealtendon (ventralpelvicsymphysis)
Adducts thigh

I—Medialsurface ofknee/leg
Rectus abdominis Tow long,straightmusclesrunning fromsternum toprepubictendon

O—Sternum Support/balance
I—Prepubictendon

Thigh musclesdHamstrings Biceps femoris Largest andmost lateral ofcaudal thighmuscles
O—Ischialtuberocity Extends thigh, flexes leg
I—Lateralsurface ofknee/leg Semimembranosus Arises withsemitendinosismuscle formischiatictuberosity.Splits into twobellies

O—Ischialtuberocity Extends hip, flex or extendknee (stifle)
I—Posteriorsurface of femurand tibia

 Semitendinosus The longesthamstring;forms caudalborder ofthigh
O—Ischialtuberocity Extends hip and tarsus, flexesknee (stifle)I—Tibia andcalcaneantuberosity



Muscle Description Origin
(O)/Insertion
(I)

Action

Pectinius Long, spindle‐shaped muscleon medialthigh
O—Pubic tendon Adducts limb and flexes hip
I—Femoral shaft

Quadricepsfemoris Large musclecoveringlateral, medialand cranialsurfaces offemur

Main stifle (knee) joint extensor

 Vastus lateralis O—Cranial andinferior togreatertrochanter offemur and alonglinea aspera

Extends knee (stifle)

I—Tibialtuberosity viapatellar ligament Vastusintermedius O—Craniolateralsurface of femurand linea asperaof femur
Extends knee (stifle)

I—Tibialtuberosity viapatellar ligament Vastus medialis O—Entire lengthof linea aspera offemur
Extends knee (stifle)

I—Tibialtuberosity viapatellar ligament Rectus femoris O—Rectusfemoris area ofilium
Extends knee (stifle); flexes hip

I—Tibialtuberosity viapatellar ligamentSartorius A strap‐likemuscle onmedial thigh
O—Ilium Flexes hip joint and extendsknee
I—Knee



a Originates from the ventral surface of caudal thoracic and lumbar vertebrae and inserts on the os coxae andfemur.
b Originates from the ilium and inserts on the femur.
c Originates caudomedial to the hip joint and inserts in or near the trochanteric fossa.
d Includes extensors of the stifle that are innervated by the femoral nerve, adductors and hamstring muscles.

Fig. 7.25 Superficial muscles of the neck of the goat. A, artery; br, branch; V, vein;ln, lymph node; M, muscle; N, nerve.With permission from Constantinescu (2001).
Stay Apparatus of a HorseThe stay apparatus allows a horse to rest while standing, using little muscularactivity or fatigue. The stay apparatus uses a system of tendons and ligaments to“lock” the lower portion of the leg, thus requiring minimal muscular effort to stand(Fig. 7.30). The stay apparatus of the thoracic limb consists of the tendinous tissueof the serratus ventralis muscles, biceps brachii, lacertus fibrosus, radial carpalextensor, common digital extensor, long head of the triceps, suspensory ligamentand its branches, collateral ligaments, superficial and deep digital flexor tendons,and their accessory ligaments. The stay apparatus works as follows:

1. Shoulder flexion. Prevented by the tendon of the biceps brachii.



a. Serratus ventralis. When the horse is at rest, the body is suspended from thescapulae by fibrous tissue in the serratus ventralis that causes the shoulderto flex.b. Biceps brachii. The tendon of the biceps brachii runs the length of themuscle. Stretching this tendon prevents flexion of the shoulder.2. Elbow flexion. The elbow tends to flex because of the weight of the animal. Thisis prevented by placement of collateral ligaments behind the axis of the joint.3. Carpus flexion. The carpus would tend to flex, but this is prevented by thetendon of the biceps brachii, the lacertus fibrosus, and the tendon of theextensor carpi radialis acting cranially, and the flexor tendons and accessoryligaments acting caudally.a. The lacertus fibrosus is a tendinous band that connects the tendon of thebiceps brachii muscle to the tendon of the extensor carpi radialis muscle,thus forming an unbroken line of force from the shoulder to the metacarpus.

Fig. 7.26 Deeper muscles of the neck of the goat. A, artery; V, vein; ln,lymph node; M, muscle; N, nerve.With permission from Constantinescu (2001).b. Tendon of the extensor carpi radialis. Tension is transmitted through thetendon of the biceps brachii and pulls the lacertus fibrosus, which directstension down to the tendon of the extensor carpi radialis and then down tothe metacarpus.



4. Carpus hyperextension. This is prevented by the cube shape of the carpalbones and the palmar carpal ligament.5. Fetlock hyperextension. This is prevented by the suspensory apparatus, theextensor branches of the suspensory ligament, and the flexor tendons and theiraccessory ligaments.
Food for ThoughtWhile animal husbandry encompasses multiple enterprises to produce meat, milk,and fiber for human use, meat production is among the most important. Therealization that there were some breeds of beef cattle that were more heavilymuscled than others, initiated efforts to identify reasons for these phenotypicdifferences. Breeds including Charolais, Piedmontese and Belgian Blue wereidentified as double‐muscled (DM) characterized as exhibiting muscle hyperplasia.As reviewed (Fiems, 2012) the appearance of this phenotype, a result of mutations inthe myostatin and/or related genes, causes hypermuscularity which leads toincreased body weight, increased dressing percentage, both associated with a higherlean meat carcass. While improved carcass value is a bonus, there are also increasedincidences of dystocia and perinatal mortality in these animals. Regardless, betterunderstanding of the molecular basis of control of myogenesis and muscle growthare clearly relevant in animal agriculture. As you might guess from the name,myostatin is normally associated with limiting or preventing excessive muscledevelopment. In the Belgian Blue breed DM results from an 11 base‐pair deletion inthe myostatin gene. This inactivates the myostatin gene and removes the normal“braking” action of myostatin on myogenesis. However, it is important to appreciatethat myostatin is just a part of the cascade of hormones and growth factors whichimpact muscle growth and development.



Fig. 7.27 Superficial muscles of lateral thorax of the goat. C, cervical spinal nerves;M, muscle; N, nerve.With permission from Constantinescu (2001).Efforts to increase meat production is a primary goal of animal breeding programs.While naturally occurring mutations in the myostatin gene demonstrate thepossibilities for increasing muscle development in some breeds, as indicated above,there are also efforts to generate myostatin‐edited livestock by direct gene editingusing emerging site‐specific endonucleases to produce desired genotypes. Kalds etal. (2023) review some of these efforts using a variety of gene editing or genetargeting tools including CRISPER‐associated protein 9 (CRISPER/Cas9), zinc fingernucleases (ZFNs), transcription activator‐like effector nucleases (TALENs) and baseeditors (Bes). Among the first efforts to modify the myostatin gene was use of site‐directed mutagenesis with RNA interference delivered by microinjection to producefive transgenic calves of which three expressed the transgene (Tessanne et al.,2012). Two delivery approaches are most common, somatic cell nuclear transfer andmicroinjection of oocytes. Successful live myostatin targeted species includeexamples in cattle, pigs, sheep, goats, and rabbits. Kalds et al. (2023) also providevisual examples of the phenotypes produced following myostatin targeted geneediting. They conclude it is only a matter of time before myostatin gene‐editedlivestock will become commercialized and thus myostatin‐edited meat will appear ingrocery cases.



On the other end of the spectrum are efforts to produce meat in cell culture thusbypassing much of animal husbandry altogether. While arguments against meatconsumption are well recognized in the vegan community and among some bioethicsphilosophers (Anomaly et al., 2024). The realization of synthetic meat made fromanimal cells could transform how we eat, disrupt animal husbandry, butsimultaneously eliminate the need to raise and slaughter animals. As outlined byAnomaly et al. (2024) the demand for meat is growing worldwide, for exampleaverage Chinese consumers eat four times what was eaten in the 1970s. Aspopulations grow and more people move out of poverty the expectation is thatdemand for meat will only grow. Thus, the need for more animal agricultureoperations. No doubt increases in meat production by traditional farming methodsalso raise other problems, animal welfare concerns, increased pollution both locallyand globally, possible increases in animal diseases as well as zoonotic diseaseconcerns, even greater pressure on antibiotic resistance and of course remainingethical issues. All of this has prompted efforts to develop more efficient andenvironmentally friendly techniques to solve the problems tied to traditional animaloperations as well creation of meat alternatives (Xie et al., 2024). A possible answeris the creation of plant‐based meat substitutes. Indeed, there are currently soy basedalternative burgers in most grocery stores. Is the production of so‐called “cleanmeat” realistic or even possible?



Fig. 7.28 Deeper muscles of left pelvis and thigh of goat, lateral aspect. A, artery;M, muscle; N, nerve; br., branch.With permission from Constantinescu (2001).Zheng et al. (2024) review some of the technical challenges in cultured meatproduction as well as roadblocks for commercialization. In simple terms, culturedmeat involves isolation of myogenic cells, adipocytes, fibroblasts and/or stem cellsthat can be induced to produce the needed cell linages. Such cells have been isolatedfrom pigs, cows, sheep, chicken, ducks, and fish. Other issues involve creation ofconditions to populate myogenic cells into scaffolds to achieve three‐dimensional cellcultures which sufficiently mimic the physical structure of muscle.



Fig. 7.29 Superficial and deep muscles in right thigh of goat. (A) Lateral aspect. (B)Medial aspect. M, muscle; N, nerve; V, vein.With permission from Constantinescu (2001).



Fig. 7.30 Stay apparatus of the thoracic limb of the horse.Modified from Pasquini et al. (1995).While production of cultured meat which mimics appearance and cookingperformance of items such as ground beef or ground turkey are nearingcommercialization, the capacity to regenerate the complex structure of a cut of beefor pork is a much more difficult task. One of the issues is the formation ofintramuscular fat which is one of the hallmarks of high‐quality cuts of meat, i.e.,marbling of a prime cut of beef for example. This marbling is key to determining thetaste, texture and nutritional content of the final product. Ma et al. (2024) havereported the myogenic and lipogenic transdifferentiation of immortalized chickenembryonic fibroblasts transplanted into a hydrogel scaffold. Compared with cellsgrown in monolayer, cells in the matrix showed enhanced myogenesis and collagensynthesis. Moreover, differentiated muscle cells could be induced to incorporatetriglycerides like those in normal chicken meat. These results provide evidence thatit may be possible to modulate ratios of muscle, fat, and extracellular matrix tobetter mimic consumer demands and come a step closer to cultured meat mimickingtraditional cuts of meat.



Alam et al. (2024) have reviewed efforts to design and/or discover edible foodmaterials capable of providing the scaffolding needed to generate the three‐dimensional structure for cultured meat products to move beyond the simplerground meat burger level to creation of meat selections that are closer to thoseavailable at the local grocery shop. They also identify five companies currentlyworking to move cultured meat to the marketplace.



Chapter Summary
Overview of Muscle Tissues
Properties and Functions of Muscle

1. The properties of all muscles include excitability, contractility, extensibility, andelasticity.2. The functions of muscle include production of movement of both internal andexternal body parts, maintaining posture, stabilizing joints, and generating heat.
Types of Muscle Tissue

1. Skeletal muscle attaches to bones, is striated, and is voluntarily controlled.2. Cardiac muscle is found in the heart, is striated, and is involuntarily controlled.3. Smooth muscle, located chiefly in the walls of hollow organs, is non‐striated, andinvoluntarily controlled.
Skeletal Muscle
Gross Anatomy of a Skeletal Muscle

1. Skeletal muscle, constituting approximately 40% of body weight, is made up ofmuscle cells, called fibers.2. Skeletal muscle is protected and strengthened by connective tissue coverings.From superficial to deep, these coverings are called the epimysium, perimysium,and endomysium.3. Skeletal muscle attachments (origins/insertions) may be direct or indirect viatendons or aponeuroses.
Microscopic Anatomy of a Skeletal Muscle Fiber

1. Skeletal muscle fibers are long, striated, and multinucleated.2. Most of their cell body is occupied by myofibrils, which are composed of thickand thin myofilaments consisting primarily of myosin or actin, respectively. Theirstriated appearance results from alternating dark (A) and light (I) bands.3. The functional unit of skeletal muscle is the sarcomere, which consists ofalternating A‐ and I‐bands. Myofibrils consist of chains of sarcomeres. The headsof myosin molecules form cross bridges that interact with the actin (thin)filaments.4. The sarcoplasmic reticulum (SR), comparable to the endoplasmic reticulum inother cells, is a system of membranous tubules surrounding each myofibril. Itfunctions to release and actively sequester calcium ions.5. T‐tubules are invaginations of the sarcolemma that run between the terminalcisternae of the SR. These tubules allow the AP to go deep into the muscle fiberand interact with the SR.



Excitation‐Coupling and Sliding Filament Theory
1. A motor end plate potential develops when ACh released by a nerve ending bindsto ACh receptors (i.e., a nicotinic receptor) on the sarcolemma, causingdepolarization of the muscle fiber. This results in the production of an AP that isself‐propagating and unstoppable.2. In excitation‐contraction coupling, the AP is propagated down the T tubules andcauses the release of calcium from the SR into the sarcoplasm.3. Calcium then binds to troponin, causing a conformational change in its shape,allowing tropomyosin to move and uncover myosin binding sites. This allowscross‐bridges to form between the myosin head and thin filament. MyosinATPase splits ATP, which energizes the power strokes.4. The binding of a new molecule of ATP to the myosin head is necessary for cross‐bridge detachment. If ATP is not present, a rigor complex forms in which themyosin head remains bound to the thin filament.5. Cross bridge activity ends when calcium is pumped back into the SR.
Contraction of a Skeletal Muscle

1. A motor unit consists of one motor neuron and all the muscle cells it innervates.2. When stimulated, a motor unit responds with a single brief twitch. A twitch hasthree phases including the latent period (release of calcium from SR), the periodof contraction (the muscle tenses and may shorten), and the period of relaxation(calcium is resequestered and the muscle resumes its resting length).3. When stimulated rapidly, wave summation of twitches occurs giving a gradedresponse resulting in unfused or fused tetanus. With strong stimulation, manymotor units can be recruited in a process called multiple motor unit summation.4. Isotonic contractions occur when a muscle shortens (concentric contraction) orlengthens (eccentric contraction), thus moving a load. Isometric contractionsoccur when tension occurs with no change in the length of the muscle.
Muscle Metabolism

1. The energy source for muscle contraction is ATP which can be produced througheither aerobic and anaerobic metabolism of glucose, or from a coupled reactiontransferring a phosphate group from creatine phosphate ADP to form ATP.2. When ATP is produced by non‐aerobic metabolism, lactic acid accumulates, andan oxygen debt occurs. Following such activity, ATP must be producedaerobically and used to regenerate creatine phosphate, and accumulated lacticacid must be oxidized and NAD+ regenerated from NADH.3. Muscle contraction is only about 42% efficient, with the remainder of the energybeing liberated as heat.
Smooth Muscle



Structure of Smooth Muscle Fibers
1. Smooth muscle fibers are spindle shaped, have a single centrally located nucleusand have no striations. They also have no T‐tubules, and the SR is not wellorganized.2. Generally arranged in sheets, smooth muscle fibers lack well‐organizedconnective tissue coverings.3. Actin and myosin filaments are present, but they lack myofibrils and sarcomere.4. Thick filaments are found throughout, as well as a network of intermediatefilaments which are attached to the sarcolemma via dense bodies. When thethick filaments pull on the intermediate filaments, this causes the cell to shorten.5. There are two types of smooth muscle, visceral and multiunit. Visceral smoothmuscle cells are coupled by gap junctions (electrical synapses) and can contractas a functional syncytium. Multiunit smooth muscle cells lack gap junctions, andtherefore can only contract when stimulated by a neural signal.
Contraction of Smooth Muscle

1. Smooth muscle contraction depends on ATP and is initiated by calcium, mostlyentering from the extracellular space. Calcium binds to calmodulin rather than totroponin (which is not present in smooth muscle fibers), which then causesphosphorylation of the myosin head to initiate contraction.2. Smooth muscle can contract for longer periods of time than skeletal muscle. Ituses low amounts of ATP and does not fatigue.3. Neurotransmitters from the autonomic nervous system (i.e., norepinephrine andacetylcholine) can inhibit or stimulate smooth muscle contraction. Smoothmuscle contractions may also be initiated by pacemaker cells, hormones, localchemical factors, or mechanical stretch.
Muscle Systems
Naming MusclesGenerally, naming muscles considers a muscle's location, action, size, shape,direction of fibers, number of origins/bellies, and attachment site.
Arrangement of FasciclesSkeletal muscles are arranged in fascicles. Fascicles are sometimes found to bearranged in a straight line and are referred to as parallel muscles. If thearrangement is circular, the fascicles appear as concentric rings. In a convergentmuscle, the fascicles converge on the tendon for insertion. Therefore, the musclebegins wide like the shape of a fan, and then narrows. In pennate muscle thefascicles are short and attach obliquely to the tendon. In a unipennate muscle, thetendon runs along one side of the muscle whereas in multipennate, the tendonbranches within the muscle.



Muscles as Levers
1. A lever consists of a rigid structure (i.e., bone) that moves around a fixed pointcalled the fulcrum. Levers provide a mechanical advantage allowing a force tomove a heavier load either further or faster.2. In a first‐class lever, the fulcrum is between the force and load as in an animallifting its head. (effort‐fulcrum‐load). This type of lever may operate at amechanical advantage or disadvantage. In a second‐class lever, the force isapplied at one end and the fulcrum is found at the other end, as in how the calfmuscles work. In a third‐class lever, the fulcrum and load are at either end of thelever. This is the most common lever found in skeletal muscle.
Muscle Terminology

1. The origin of a muscle is its fixed attachment whereas its insertion is in themoveable end.2. The movements of the skeleton caused by muscle contraction involve flexion orextension, adduction or abduction, protraction or retraction, elevation ordepression, rotation, circumduction, pronation or supination, inversion oreversion.3. An agonist muscle produces a movement while its antagonist opposes thataction.4. Muscles can make three types of attachments. In a fleshy attachment, there is anapparent direct attachment of the muscle to the bone, although the muscles areattached to the bones by very short tendons. In a tendinous attachment, themuscle is attached to the bone via dense connective tissue. In an aponeuroticattachment, there is a flat, tendinous sheet attaching to the muscle as is seen inthe abdominal wall.
Stay Apparatus of the HorseThe stay apparatus allows a horse to rest while standing, using little muscularactivity or fatigue. The stay apparatus uses a system of tendons and ligaments to“lock” the lower portion of the leg, thus requiring minimal muscular effort to stand.
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8
Introduction to the Nervous System
To maintain homeostasis, the body must be in constant communicationwith both the internal and external environments. Responses to theseinternal and external signals require rapid, coordinated reactions. Thenervous system carries out these functions. It communicates with all partsof the body via electrical signals. This communication is highly coordinatedand specific and is analogous to our older phone system in which signalswere carried to and from various locations via wires that passed through acentral switching station.The nervous system can be considered as having three major components:sensory input, integration, and motor output (Fig. 8.1):

1. Sensory information about both the internal and external environmentmust be gathered. Any change in the environment can act as stimuli.Such sensory, or afferent (toward the central nervous system (CNS))information, is collected by specialized neurons called sensory neuronsand transmitted as sensory input.2. Integration is the processing of interpreting these sensory inputs.3. After being processed, the appropriate response is elicited by sendinga motor, or efferent (away from the CNS), signal to an effector organ.As a simple example of this process, when an animal sees feed beingplaced in a feeder, the visual information collected by the eyes sendsthat information to the brain (sensory input). The brain processes orintegrates input and sends signals to the legs to enable the animal towalk to the feeder (motor output).
Organization of the Nervous SystemThe nervous system is generally divided into two major divisions: thecentral and the peripheral nervous system (PNS) (Fig. 8.2). The CNSincludes the brain and spinal cord. These are in the dorsal body cavity andare encased in the protective skull and vertebrae. The CNS includes notonly neurons but also blood vessels, connective tissue, and supportivecells. The CNS is responsible for the integration of internal and externalsensory information, processing, and generation of appropriate responses.The PNS includes all the neurons outside the CNS. These include thespinal nerves that carry impulses to (efferent) and from (afferent) thespinal cord and the cranial nerves that carry impulses to and from the



brain. Peripheral nerves include the neurons and associated blood vesselsand connective tissue outside the CNS.The PNS is further divided into sensory, or afferent, and motor, or efferentdivisions. The sensory division consists of sensory neurons locatedthroughout the body that project to the brain and spinal cord. This sensoryinput is carried in the sensory division of the PNS. Sensory input originatesfrom receptors, which are specialized structures that detect changes ineither the internal or external environment. These receptors can be assimple as the dendrite of a neuron, or as an organ adapted to detect aspecialized type of information such as the Golgi tendon apparatus, whichdetects the tendon stretch. The motor response produced by theintegrative function of the CNS is carried to a responsive organ or tissueby the motor division of the PNS.The motor division of the PNS is further divided into two parts: the somaticnervous system and the autonomic nervous system. The somatic nervoussystem controls skeletal muscle contractions and is under voluntarycontrol. That is, an animal can consciously control the somatic nervoussystem.



Fig. 8.1 Components of the nervous system. The nervous system has asensory component responsible for detecting stimuli and transmitting thatinformation to the integration center. There, the information is processed,and the appropriate response is conveyed to an effector organ via themotor output.



Fig. 8.2 Organization of the nervous system. The two main divisions of thenervous system include the central and peripheral nervous system. Theperipheral nervous system has a sensory division that carries signalstoward, and a motor division that carries signals away from the centralnervous system. The motor division is further divided into the autonomiccomponent that controls involuntary functions, such as gastrointestinaltract motility and heart rate, and a somatic component that controlsskeletal muscle. The autonomic nervous system is made of theparasympathetic and sympathetic divisions.The autonomic nervous system, also called the visceral motor system,controls smooth muscle, cardiac muscle, and glandular secretions. Unlikethe somatic nervous system, the autonomic nervous system is involuntary,meaning that its responsiveness occurs at the subconscious level. Ananimal does not have to consciously control the dilation or constriction of ablood vessel in the skin in response to heat. Instead, this happensautomatically—hence the name autonomic nervous system. The autonomicnervous system includes the sympathetic and parasympathetic divisions.These two divisions generally have an antagonistic effect on variousfunctions. For example, stimulation of the sympathetic nervous system will



increase heart rate, whereas stimulation of the parasympathetic nervoussystem will decrease heart rate.
The NeuronThe nervous system consists of neurons and supportive cells. Neurons areexcitable cells able to transmit an electrical impulse along their length.Supportive cells are responsible for making the myelin sheath surroundingmany neurons, providing nutrients, and aiding the immunological health ofthe neurons.

Fig. 8.3 A typical neuron. A typical neuron has a cell body (soma) thatcontains various organelles. The dendrites act as afferent fibers carryingsignals to the soma. A neuron typically has a single axon that is theefferent fiber carrying signals away from the cell body. Many times, theaxon is surrounded by a myelin sheath that acts to insulate the process. Inthe periphery, Schwann cells make the myelin, whereas in the centralnervous system, it is made by oligodendrocytes. The space betweenadjacent Schwann cells is called the node of Ranvier.Neurons are highly specialized cells that can respond to stimuli, producean impulse, and transmit that information to a distant site (Fig. 8.3).Neurons vary in size and shape and are long‐lived. They are generallyconsidered nondividing. However, recent evidence has revealed thatwithin certain sites in the brain, neurons do divide. It has been



demonstrated in songbirds that the number of neurons in regions of thebrain associated with the production of songs increases in the spring asthe birds increase their song repertoire in preparation for mating.Similarly, the number of neurons in sites within the human brain, such asthe hippocampus, is known to increase under certain conditions. This islikely true in other species as well.
Cell BodyThe cell body, or soma, consists of a large, round, nucleus 5–10 μm indiameter surrounded by cytoplasm, also called perikaryon (karyon =nucleus). The cytoplasm contains all the usual cell organelles other thancentrioles required for the formation of the mitotic spindle associated withcell division. These include free ribosomes, smooth and rough endoplasmicreticulum (ER), mitochondria, and Golgi apparatus. The rough ER is alsoknown as a Nissl substance that stains darkly in the presence of basic dyescalled Nissl stains. As in other cells, the rough ER is the major site ofprotein synthesis destined for insertion into the membrane of the cell or anorganelle. Free ribosomes are responsible for the synthesis of proteinsdestined to remain in the cytoplasm. See Chapter 2 for a summary of thestructure and functions of cellular organelles.
DendritesThe term dendrite is derived from the Greek word for “tree,” and can beeasily imagined like branches of a tree originating from the cell body. Allthe dendrites together make up the dendritic tree. The dendrites on someneurons also have dendritic spines. Dendrites act as the receptive regionof the neuron. The combination of the dendritic tree and dendritic spinesmakes for a large surface area to facilitate this function. As discussedbelow, neurons can be classified based on dendrites.
AxonWhile many of the structures discussed above are common to most cells,the axon is unique to neurons. The axon is specialized to allow an impulseto be transmitted along its length, and thus, carried from one location toanother. A long axon is sometimes called a nerve fiber. A bundle of axonswithin the CNS is called a tract. In the PNS, it is called a nerve.A neuron has a single axon that originates from the soma in a region calledthe axon hillock. This is where the nerve impulse originates and issometimes called the trigger zone. The axon is unique in that it contains norough ER; few, if any, free ribosomes; and its membrane has a differentprotein composition from that of the soma.While the axoplasm (cytoplasm inside the axon) contains neurofibrils,microtubules, lysosomes, mitochondria, and small vesicles, it lacks rough



ER and ribosomes. Therefore, protein synthesis does not occur in the axon.Instead, proteins must be synthesized in the soma and transported alongthe axon.Axons may extend less than a millimeter or over a meter in length. Axonstypically branch, forming collaterals that enable one neuron tocommunicate with multiple sites. Occasionally, an axon collateral maycommunicate with the same neuron from which it originated, thus forminga recurrent collateral. The diameter of an axon can range from less than 1μm to as large as 1 mm. The thicker the axon diameter, the faster thespeed of conduction of the nerve impulse down its length.The nerve fibers of many nerves are covered with a whitish, fatty sheathcalled myelin. Myelin acts to protect and insulate the axon and mostcritically increases the speed of conduction of the impulse. Whereas thespeed of conduction may be 1 m/s in unmyelinated fibers, it can be 150 m/s in myelinated fibers. The dendrites are always unmyelinated.In the PNS, myelin is produced by the Schwann cells. The Schwann cellspirals around the axon producing many concentric circles enclosing theaxon to create the myelin sheath. During the spiraling process, the nucleusand cytoplasm of the Schwann cell get squeezed into the outer layer of thecell and appear as a bulge on the outer surface. The outer layer is theneurilemma. Occasionally, the Schwann cell does not spiral around theaxon but instead encloses many axons at one time in what look likeindentations on its surface. Such axons are said to be unmyelinated.Adjacent Schwann cells do not touch one another, but instead form a spacecalled the node of Ranvier, in which the axonal membrane is exposed.In the CNS, myelin is produced by another type of cell called anoligodendrocyte. Oligodendrocytes are a type of glial, or supportive, cell inthe CNS. Instead of spiraling around the axon, the oligodendrocytes formend feet that surround the axon and form the myelin sheath. Oneoligodendrocyte can thereby myelinate many axons, whereas a Schwanncell myelinates only a single axon. In the CNS, areas containing myelinatedfibers are referred to as white matter and generally consist of fiber tracts.Areas containing cell bodies are referred to as gray matter; collections ofcell bodies are called nuclei.The collaterals that branch off the main axon trunk end in a series of fineextensions called telodendria. A collection of telodendria is called aterminal arbor. The telodendria end in a knoblike structure called the axonterminal, terminal bouton, or synaptic knob. Microtubules do not extendinto the terminal, but the terminal will typically contain synaptic vesicles.Synaptic vesicles are small membrane‐bound spheres measuring 50 nm indiameter and containing quanta of neurotransmitters. The axon terminal



will end at another neuron or effector cell such as an endocrine gland ormuscle cell.
SynapseThe region where the axon terminal meets another cell is called thesynapse. It consists of a presynaptic membrane, a synaptic cleft, and apostsynaptic membrane. The axon terminal will typically contain synapticvesicles. The average neuron forms approximately 1000 synaptic junctions.The synaptic terminal of one neuron can synapse on any part of anadjacent neuron. This can create a variety of synapses such as axo‐axonic,axodendritic, and axosomatic. When a motor neuron synapses on a skeletalmuscle cell, it creates a specialized junction called a neuromuscularjunction. If the neuron synapses with a gland, it creates a neuroglandularsynapse.There are two types of synapses, electrical and chemical, which havedifferent functional properties (Table 8.1). While chemical synapses aremuch more common between neurons in the mammalian and avian brain,electrical synapses are common between nonneural cells such as glialcells, epithelial cells, smooth and cardiac muscle cells, liver cells, andsome glandular cells.In electrical synapses, the pre and postsynaptic cells communicate throughgap junctions (Fig. 8.4). These junctions provide a channel between thecytoplasm of the adjacent cells. Gap junctions consist of a pair ofhemichannels, with one associated with the presynaptic membrane and theother with the postsynaptic membrane. Each hemichannel consists ofspecialized proteins called connexins. Six connexins combine to form achannel called a connexon through which ions can pass from the cytoplasmof one cell to the cytoplasm of the connected cell. The pore formed withinthe connexon is about 2 nm in diameter, making it one of the largestknown, and it is of sufficient size to allow small organic molecules to pass.It appears that the connexins can alter their configurations to open orclose the channel.



Table 8.1 Electrical versus chemical synapses.
Type of
Synapse

Distance
within
Synaptic
Cleft

Components
of Synapse

Agent of
Transmission

Synaptic
Delay

Direction of
Transmission

Chemical 20–40 nm Synapticvesicles,active zone,postsynapticreceptors
Chemical 1–5 ms Unidirectional

Electrical 3.5 nm Gap‐junctionchannels Electrical Virtuallyabsent Bidirectional



Fig. 8.4 An electrical synapse. An electrical synapse consists of a gapjunction between two adjacent cells. The space between the presynapticand postsynaptic cells contains channels called connexons, each composedof six protein subunits called connexins. The connexon forms a cytoplasmicconnection between adjacent cells allowing ions and small molecules topass between both cells. The connexins can tilt toward each other, closingthe channel.



Fig. 8.5 A chemical synapse. A chemical synapse consists of a synapticmembrane, a synaptic cleft, and a postsynaptic membrane. Because thenerve impulse cannot jump across the synaptic cleft, a neurotransmitter isreleased, which carries the signal to the postsynaptic cell. The active zoneof the presynaptic cell contains intramembranous proteins, thought to becalcium channels. When the neuron is depolarized, calcium enters throughthe calcium channels and causes the synaptic vesicles to bind to thepresynaptic membrane and release their contents through a process ofexocytosis. Soluble N‐ethylmaleimide‐sensitive proteins (SNAREs) attachsynaptic vesicles to the presynaptic membrane.The electrical synapse allows an action potential to pass from one cell toanother with virtually no delay. This is beneficial when it is necessary for asignal to pass as rapidly as possible to another cell and for that signal tonot be modified.The chemical synapse is characterized by a synaptic cleft 20–50 nm wide(Fig. 8.5). Within the synaptic cleft, a fibrous protein matrix aids



adherence between the cells. An electrical signal cannot cross the synapticcleft, so a chemical substance called a neurotransmitter carries the signalto the postsynaptic cell. The neurotransmitter is stored in the synapticvesicles. The concentration of neurotransmitters can be 10,000 timeshigher than in the cytosol. This is accomplished by a counter‐transportsystem in which a molecule of transmitter enters the synaptic vesicle inexchange for an H+ ion (Fig. 8.6).The presynaptic membrane also expresses pyramid‐shaped integralproteins which project into the cytoplasm. These proteins, and theassociated cell membrane, make the active zone. The active zone is the siteof neurotransmitter release. The pyramid‐shaped proteins associated withthe active zone are believed to be calcium channels.
Classification of NeuronsNeurons can be classified based on several characteristics. These includethe structural classifications based on the number of neurites that extendfrom the soma or the length of the axon, the function, or theneurotransmitter they contain.



Fig. 8.6 Pumping neurotransmitters. Neurotransmitters are activelyconcentrated in the synaptic vesicles, using a counter‐transport system.The vesicle membrane has an H+‐ATP pump that loads the vesicle with H+.The neurotransmitter then enters the vesicle in exchange for a molecule ofH+. In addition, there is a transport system on the presynaptic neuronmembrane that transports either the neurotransmitter or its precursor,into the cell. In this example, choline, the precursor of acetylcholine (ACh),is actively cotransported into the cell with Na+.



Fig. 8.7 Classification of neurons. Anaxonic neurons lack an axon. Bipolarneurons have one dendrite and one axon originating from the cell body. Inunipolar neurons, the dendrite and axon merge into a single processhaving a dendritic and axonic component. Pseudounipolar neurons have asmall process coming off at the cell body and leading to the axon. Inmultipolar neurons, there are many dendrites but a single axon originatingfrom the cell body.
Classification Based on Neurite NumberBased on neurite number, neurons can be classified as unipolar, bipolar,pseudounipolar, or multipolar (Fig. 8.7). Unipolar neurons are the simplestnerve cells, and they have a single process. They appear in the autonomicnervous system. Bipolar neurons have an oval‐shaped soma from whichtwo processes emerge: the dendrite and the axon. Many sensory neuronsare bipolar, and their examples include those in the retina and olfactoryepithelium. Pseudounipolar cells serve as mechanoreceptors that sensetouch, pressure, and pain. The pseudounipolar develops embryologically asa bipolar neuron with two processes, but eventually, these two processesfuse into a single axon that emerges from the soma. The axon then dividesinto two segments, with one going to the periphery and one going to thespinal cord. The predominant type of neuron is the multipolar neuron thathas a single axon and usually many dendrites.



Classification Based on Axon LengthClassifications based on axon length include Golgi type I and Golgi type IIneurons. Golgi type I neurons have long axons and are consideredprojection neurons since they carry signals to other sites. An examplewould be pyramidal cells with cell bodies located in the cerebral cortexand whose axons extend to the spinal cord. Golgi type II neurons haveshort axons and are involved in local circuits. Examples include stellate orbasket neurons in the cerebellum.
Classification Based on FunctionBased on function, neurons are classified in the following ways: (1)sensory, or afferent neurons; (2) motor, or efferent neurons; (3)interneurons, or association neurons. Sensory neurons respond to sensorystimuli, and transmit that information to the nervous system, with mostinformation being carried to the CNS. Most sensory neurons arepseudounipolar, and their cell bodies are in the dorsal root ganglion of thespinal nerves. Motor neurons transmit signals from the brain or spinal cordto the muscles or glands. Their cell bodies are in the CNS. Interneuronsare the largest class of neurons—constituting 99% of all neurons, includingall those neurons that are not sensory or motor. Most are multipolarneurons. This class can be divided into two groups. Relay or projectioninterneurons have long axons and transmit signals over considerabledistances, such as the dorsal columns located in the spinal cord. Localinterneurons have short axons and are involved in processing informationin localized circuits, such as the horizontal cells in the retina or stellatecells that inhibit Purkinje cells in the cerebellum.



Fig. 8.8 Diverging and converging neuronal pools. Interneurons areinvolved in making neuronal pools. (A) Convergence occurs when severalinterneurons synapse on a single neuron. (B) Divergence occurs when asingle interneuron synapses on more than one interneuron.Interneurons, sometimes called association neurons, are the mostnumerous of all neuronal types. Most are in the brain and spinal cord, butsome are found in the autonomic ganglia. They function to distributesensory information and coordinate motor activity. Interneurons producepatterns of connections such as divergence and convergence (Fig. 8.8).Information coming from a single source and spreading to multipleneurons is known as divergence, whereas input from multiple neuronssynapsing on a single interneuron is called convergence.
Classification Based on NeurotransmitterFinally, neurons can be classified according to the neurotransmitter theyrelease. In the motor neurons, which innervate skeletal muscle, they allrelease acetylcholine (ACh) and are called cholinergic neurons. Neuronsthat release serotonin, such as 5‐hydroxytryptamine (5‐HT), are calledserotonergic neurons. For example, neurons in the raphe nucleus of thebrain stem.



Supportive CellsAlthough neurons are the fundamental cells of the nervous system that issignal transduction, they make up only 10% of nervous tissue. Theremaining 90% is made of several cell types collectively called neuroglia,or glia, that support, protect, and nourish neighboring neurons both in theCNS and PNS. The neuroglia of the CNS includes (1) ependymal cells, (2)astrocytes, (3) oligodendrocytes, and (4) microglia. The neuroglia of thePNS includes (1) satellite cells and (2) Schwann cells.
Ependymal CellsThe brain has four fluid‐filled cavities within its borders calledcerebroventricles; the spinal cord has a central canal. These cavities arelined with ependymal cells that range in shape from squamous to columnarand may be ciliated. These cells generally form a permeable barrierbetween the cerebrospinal fluid and tissue. The exception is ependymalcells covering the choroid plexus (a capillary tuft in each cerebroventricleresponsible for forming cerebrospinal fluid). These ependymal cells formtight junctions creating a barrier between the blood and brain. The cilialocated on ependymal cells help “circulate” or move the cerebrospinal fluidwithin the ventricular system.
AstrocytesThe star‐shaped astrocytes are the most abundant glial cells. They haveradiating processes that expand at the end to create projections that wraparound capillaries. The astrocytes produce signals that cause theendothelial cells lining the brain capillaries to form tight junctions. Thesetight junctions form the blood–brain barrier that greatly restricts themovement of compounds into the brain. Astrocytes also help guide themigration and connections of new neurons, control the chemicalenvironment around neurons, and help inactivate neurotransmitters thatare released into the synapse. Because astrocytes are also connected viagap junctions, they also signal one another, but detailed understanding islacking.
OligodendrocytesOligodendrocytes have fewer processes than astrocytes and smaller cellbodies. As previously noted, these cells are responsible for producing themyelin sheath found around axons in the CNS. This sheath is formed bythe oligodendrocyte wrapping around an axon forming concentric layers,much like wrapping layers of gauze around a cut finger.



MicrogliaThese are small ovoid cells that have narrow cytoplasmic processes withmany branches. These cells originate from mesodermal stem cells relatedto those that produce monocytes and macrophages. They can migratewithin the CNS where they phagocytize microorganisms and dead neurons.Although cells in the peripheral immune system cannot enter the CNS, themicroglia seems to partially fill this aspect of their function.
Satellite Cells and Schwann CellsAlso called amphicytes, satellite cells surround neuronal cell bodies in theperipheral ganglia. Their function is unknown. As previously discussed,Schwann cells form the myelin sheath around peripheral axons. Therefore,they are analogous to oligodendrocytes.
NeurophysiologyThe neuron is a highly excitable cell that can respond to and transduce astimulus into an electrical potential. Like an electrical wire, an axoncarries a signal along its length. Whereas in an electrical wire, the signalinvolves the flow of electrons along the length of the wire, nerve cells arepoor conductors of electricity over a long length. Instead of the movementof electrons, neurons rely on the flow of ions to propagate the signal. Thenerve impulse, or action potential, can travel over long distances withoutdiminishing.
The Resting Membrane PotentialNerve cells and muscle cells have an excitable membrane. When such acell is not generating an impulse, it is said to be at rest. When at rest, thecytosol has a negative electrical charge relative to the outside of the cell(Fig. 8.9). The potential energy generated by the separation of chargeacross the membrane is called voltage and is measured in volts ormillivolts (1 V = 1000 mV). By placing an electrode both inside and outsidethe cell, a voltage can be measured between these two sites. That voltageis called the potential difference, or potential. The difference in electricalcharge across the membrane of a cell at rest is called the restingmembrane potential, and it is typically about −60 to −70 mV.The inside and outside of the cell are separated by a membrane that actsas a semipermeable membrane. The membrane potential is caused by theunequal distribution of ions across the membrane. For the four mostimportant ions regarding membrane potential, the concentration of Na+and Cl− is higher outside the cell, whereas the concentration of K+ andorganic anions is higher inside the cell. The organic anions consist mostly



of proteins and amino acids. These differences in ion concentrationsestablish chemical gradients.The lipid bilayer of the cell membrane acts as an insulator between theinterior and exterior of the cell. Ions cannot cross the membrane except byway of ion channels. Within the membrane, there are passive ion channels,sometimes called leak channels, which remain open. These passivechannels are most permeable to K+ and chloride ions, relatively lesspermeable to Na+, and impermeable to proteins. Because K+ is in higherconcentrations inside the cell, it tends to diffuse outwardly, down itsconcentration gradient. The movement of ions to eliminate the potentialdifference is called a current. How much the membrane restricts themovement of ions is a measure of its resistance. As K+ moves outward, anexcess of negatively charged anions remains inside the cell, thusestablishing an electrochemical gradient. Eventually, the movement of K+outward reaches equilibrium because the outwardly directed chemicalgradient is opposed by the inwardly directed electrical gradient. This pointis called the ionic equilibrium potential, or equilibrium potential, and isrepresented by the symbol Eion.



Fig. 8.9 Resting membrane potential. When a voltmeter is used tocompare the voltage difference between the inside and outside of a neuronmembrane, a membrane potential of approximately −70 mV is typicallymeasured.The equilibrium potential of an ion can be calculated using the Nernstequation:



where Eion equals ionic equilibrium potential, R equals the gas constant, Tequals absolute temperature, z equals the charge on the ion, F equalsFaraday's constant, and [ion] is the concentration of the ion either insideor outside the cell. At body temperature, the Nernst equation for themonovalent ions K+, Na+, and Cl− can be simplified to

Table 8.2 Ion concentrations and equilibrium potentials in neurons
Ion Concentration

Outside (mM)
Concentration
Inside (mM)

Ratio
Outside:
Inside

Eion
(mV)

K+ 5 100 1:20 −80Na+ 150 15 10:1 62Ca++ 2 0.0002 10,000:1 123Cl− 150 13 11.5:1 −65
whereas for Ca++, a divalent cation, the equation would be

E ion is very important for understanding the effect an ion has on themembrane potential (Table 8.2).If the membrane were permeable only to K+, the membrane potentialwould be approximately −80 mV. At this point, the chemical gradient forK+ would equal the electrochemical gradient. However, the membrane ispermeable to ions other than K+. The Nernst equation does not take intoconsideration the permeability of multiple ions, or that the relativepermeability of the various ions is different. If the permeability of the ionsis known, the membrane potential can be calculated using the Goldmanequation:



where Vm is the membrane potential, and P is the permeability of therespective ion. The relative permeability of the ions PK, PNa, and PCl is 1.0,0.04, and 0.45. Note that in the Goldman equation, the concentrations ofCl− inside and outside the membrane are reversed compared to Na+ andK+ because Cl− is an anion.At rest, the flow of ions is not static but is in equilibrium such that Na+ ismoving into the cell while K+ is moving out (Fig. 8.10). This movement iscountered by an active Na+–K+ ATPase. This active transport systempumps 3 molecules of Na+ out of the cell for every 2 molecules of K+pumped back in. This helps maintain the unequal distribution of ionsacross the cell membrane.



Fig. 8.10 The basis of the resting membrane potential. In a nerve at rest,there is an unequal distribution of ions across the cell membrane. Theconcentration of Na+ and Cl− is higher outside the cell, while that of K+and anions is higher inside the cell. Moving down their concentrationgradient, Na+ passively moves into the cell while K+ moves out of the cell.A Na+–K+ ATPase then actively pumps three molecules of Na+ out of thecell for every two molecules of K+ pumped in while cleaving ATP to ADPplus inorganic phosphate (P) (Box 8.1).
Box 8.1 Lethal injection

Recalling that K+ concentrations are higher inside the cell than outsidethe cell, imagine what would happen if the extracellular concentrationof K+ is suddenly increased by an injection of K+. Using the Nernstequation, it can be shown that an increase in [K+]outside depolarizes thecell, thus eliminating the resting membrane potential. Therefore, anintravenous injection of K+ will cause the heart to stop beating, thuscausing death. This, in fact, is how Dr. Jack Kevorkian has helpedpatients commit suicide by allowing them to switch their intravenousinfusion to an anesthetic and potassium solution.



Membrane ChannelsThe neuron is excitable and thus able to generate and transmit an impulse.A nerve impulse is a change in the resting membrane potential. It isgenerated in a rather complex process. We have already discussed passivemembrane channels that allow ions to move through the membrane of aresting neuron. In addition, there are also active channels, sometimescalled gated channels, in the cell membrane. The gated channels open orclose in response to stimuli. There are three classes of gated channels: (1)chemically gated, (2) voltage‐gated, and (3) mechanically gated.
Chemically Gated ChannelsChemically gated channels, sometimes called neurotransmitter‐gatedchannels, are located on the postsynaptic membrane. These channels arefound most abundantly on the dendrites and cell body, and they respond toa neurotransmitter binding to its receptor. The binding of aneurotransmitter will generally cause these channels to either open orclose. However, a high concentration of neurotransmitters can cause thesechannels to become inactivated.Chemically gated channels can be either directly gated or indirectly gated(Fig. 8.11). Directly gated channels consist of a single macromolecule inwhich part of the molecule serves as an extracellular domain forming areceptor for a neurotransmitter while the second part of the moleculeconsists of a membrane‐spanning domain, which forms an ion channel.Such receptors are sometimes called ionotropic receptors. The binding ofthe neurotransmitter to the receptor portion of the molecule causes aconformational change that results in opening the channel.Ionotropic receptors are relatively large and contain multiple subunits thatform an ion channel through the cell membrane. The binding of aneurotransmitter to such a receptor causes a conformational change thatopens the channel permitting ions to flow down their electrochemicalgradients. Ionotropic receptors act in fractions of milliseconds.Indirectly gated channels, often called metabotropic receptors, consist ofmacromolecules that are distinct from the ion channels they affect. Thebinding of the neurotransmitter to these channels stimulates or inhibits theproduction of second messengers such as cAMP, inositol triphosphate, ordiacylglycerol. The second messengers then activate protein kinases,which are enzymes that phosphorylate other proteins such as ion channels.This can result in the opening or closing of ion channels, thus altering themembrane potential.



Fig. 8.11 Indirectly and directly gated channel. Neurotransmitters canactivate either directly or indirectly gated channels. (1) In directly gated,or ionotropic, channels, the neurotransmitter receptor and ion channel arethe same protein. When the neurotransmitter binds to the receptor, itcauses a conformation change that results in either an opening or closingof the ion channel. (2) In indirectly gated, or metabotropic, channels, theneurotransmitter binds to a receptor that is distinct from the ion channel.The binding of the neurotransmitter to the receptor activates a GTP‐binding protein (G protein). The G protein can either act directly on a Gprotein‐gated ion channel or affect the action of an enzyme that makes asecond messenger. GTP, guanosine‐5′‐triphosphate; GDP, guanosinediphosphate.Metabotropic receptors are composed of a single polypeptide. In contrastto ionotropic receptors, instead of opening an ion channel in response tothe binding of a neurotransmitter, metabotropic receptors normallyactivate G proteins. Such receptors generally display slower onset andlonger duration than ionotropic receptors.



Voltage‐Gated ChannelsVoltage‐gated channels are found on those membranes that generate anaction potential, including axons and the sarcolemma of skeletal andcardiac muscle. These channels open or close in response to changes inmembrane potential. More precisely, when the membrane potentialreaches a critical level called the threshold, voltage‐gated channels open.The threshold is normally between −55 and −50 mV.For our discussion, the most important of these channels are those forsodium, potassium, and calcium. The voltage‐gated sodium channel iscreated by a long polypeptide having four distinct domains, eachconsisting of six transmembrane segments (Fig. 8.12). As the membranepotential becomes more positive due to stimulation, positively chargedamino acids lining the pores formed by the channel move away from thecenter, thus opening the channel. The voltage‐gated sodium channel isunique in that it operates in three stages. When stimulated bydepolarization, the channel opens rapidly. It remains open for about 1 msand then becomes inactivated. It cannot be opened again until themembrane potential returns to a negative value below or near the valuethat originally caused the channel to open. These channels can be blockedby the neurotoxin tetrodotoxin that is found in the ovaries of the puffer fish(see Box 8.2).



Fig. 8.12 Voltage‐gated sodium channel. The voltage‐gated sodiumchannel consists of four groups of homologous domains of similarsequences of amino acids, with each domain being composed of sixtransmembrane segments. Each transmembrane segment consists ofnonpolar amino acids coiled into an alpha helix. The peptide chainsconnecting the transmembrane domains consist of polar amino acids.
Box 8.2 Voltage‐gated channels: Neurotoxins and
anesthetics

The puffer fish is considered a delicacy in Japan. When preparedproperly, its consumption results in numbness around the mouth. It isprepared by chefs who are licensed by the government for thepreparation of this fish. Yet each year, dozens of people die from eatingthis fish. The ovaries of the puffer fish contain tetrodotoxin, acompound that specifically blocks voltage‐gated sodium channels.Blockage of these channels results in the inability of neurons togenerate an action potential.Dinoflagellates of the genus Gonyaulax produce a neurotoxin calledsaxitoxin that similarly blocks voltage‐gated sodium channels.Dinoflagellates can contaminate shellfish such as clams and mussels.Occasionally, there is a sudden increase in the level of dinoflagellates



resulting in a “red tide” that causes contamination, resulting inoccasional human deaths from consumption of these seafoods.Local anesthetics such as lidocaine also work by blocking voltage‐gatedsodium channels. Lidocaine binds to the S6 alpha helix of domain IV ofthe channel, thus blocking the flow of Na+ into the neuron. Theseanesthetics affect smaller axons before affecting larger axons.Fortunately, it is the smaller axons that carry pain signals.
Voltage‐gated potassium channels do not open immediately uponstimulation. In addition to having a delayed opening, they also do notbecome inactivated after stimulation. The voltage‐gated calcium channelsare like the other voltage‐gated channels and will be discussed below withregard to neurotransmitter release.
Mechanically Gated ChannelsThese channels open and close in response to the physical distortion of thecell membrane. They are found in sensory neurons such as those thatrespond to touch, pressure, or vibration.
Postsynaptic PotentialsAt rest, only the passive channels are open while the neurotransmitter‐gated channels are closed. When a neurotransmitter binds to apostsynaptic receptor, it activates a neurotransmitter‐gated, or chemicallygated, channel that causes a change in the membrane potential. Thischange in potential is called a postsynaptic potential because it occurs inthe postsynaptic cell. Postsynaptic potentials are also graded because theirmagnitude depends on both the amount and the duration of action of theneurotransmitter.If the neurotransmitter is excitatory, it generates an excitatorypostsynaptic potential (EPSP). During an EPSP, the membrane potentialmoves toward 0 mV or becomes depolarized. If the neurotransmitter isinhibitory, it generates an inhibitory postsynaptic potential (IPSP). An IPSPresults in the membrane potential becoming more negative orhyperpolarized. The activation of mechanically gated channels can alsocause the generation of an EPSP or IPSP.
Excitatory Postsynaptic PotentialsThe binding of an excitatory neurotransmitter to a postsynaptic receptorcauses channels to open that allow both sodium and potassium tosimultaneously move down their concentration gradient. However, sodiummoves inward more rapidly than potassium moves outward due to theelectrochemical gradient that exists. Remember that the inside of the cell



is negatively charged and thus attracts positively charged molecules. Thenet result of this ion movement is an increase in intracellular sodium,resulting in depolarization.The EPSPs are generated in the dendrites and cell bodies. Dendrites andcell bodies do not have voltage‐gated channels, which are necessary forthe generation of an action potential. An EPSP is not the same as an actionpotential but instead is graded. The action potential is an all‐or‐none event.
Inhibitory Postsynaptic PotentialThe binding of an inhibitory neurotransmitter to its receptor causes thecell membrane to become hyperpolarized. Inhibitory neurotransmittersgenerally cause the opening of transmitter‐gated potassium channels,chloride channels, or both. Opening potassium channels allows potassiumto move out of the cell, thus making the interior of the cell more negative.Conversely, opening chloride channels allows chloride to move into thecell, which also makes the cell more negative.
Generation of an Action PotentialNeurons can generate and propagate an electrical impulse, called anaction potential, along their length. The action potential is a stereotypicdepolarization and repolarization of the membrane. It is an all‐or‐noneresponse, which means that within a given cell, the response always looksidentical both in amplitude and duration, independent of the stimulus. Theaction potential is generated at one site in the neuron, the axon hillock,and is then propagated down the length of the axon.

Step 1: Resting state. At rest, the voltage‐gated channels are closed,and there is only passive movement of ions across the cell membrane.
Step 2: Depolarization. When a neuron receives stimuli, thechemically or mechanically gated channels respond. This results in theproduction of postsynaptic potentials. These are graded potentials, andthey can summate (Fig. 8.13). For example, if a neuron generates avolley of EPSPs in rapid succession, they will summate, or add upalgebraically, over time, which is called temporal summation. If aneuron receives many stimuli simultaneously from various neuronssynapsing on its surface, the postsynaptic potentials summate viaspatial summation, meaning that it is occurring across space ratherthan time. A neuron typically receives both inhibitory and excitatoryinput that is summated. The postsynaptic potentials are generated inthe dendrites and cell's body, and they travel to the axon hillock.



Fig. 8.13 Summation. In response to the activation of a chemically ormechanically gated channel, neurons can develop postsynapticpotentials, which can be either excitatory (EPSP) or inhibitory (IPSP).These postsynaptic potentials summate algebraically. EPSPs result indepolarization, whereas IPSPs cause hyperpolarization. If a neuronreceives stimuli from a single neuron in rapid succession, thepostsynaptic potentials can cause temporal summation, whereas if aneuron receives input from multiple locations at the same time, itcauses spatial summation.
Step 3: Generation of the action potential. If summation brings themembrane to the threshold, the voltage‐gated channels are activated(Fig. 8.14). Upon reaching the threshold, the voltage‐gated Na+channels open, increasing the permeability to Na+ a thousandfold, andallowing Na+ to rapidly move inward. This causes the membranepotential to move toward the equilibrium potential for Na+ (ENa = +62 mV). This results in the upstroke, or rising phase, of the actionpotential. At the peak of the action potential, the voltage‐gated Na+channels become inactivated. Therefore, Na+ can no longer move



inward. However, simultaneously, the voltage‐gated potassiumchannels are opening, thus allowing K+ to move outward. The outwardmovement of K+ causes the repolarization phase, also called thedownstroke or falling phase, of the action potential in which themembrane potential moves back toward its resting membranepotential.



Fig. 8.14 Generation of an action potential. (1) At rest, the voltage‐gatedNa+ and K+ channels are closed. (2) When the neuron is depolarized tothreshold by the summation of postsynaptic potentials, the voltage‐gatedNa+ channels open. The movement of Na+ into the cell results in theupstroke of the action potential as the membrane potential moves towardthe equilibrium potential for Na+. (3) At the peak of the action potential,the voltage‐gated Na+ channels become inactivated, while the voltage‐gated K+ channels are open. This results in the downstroke of the actionpotential as the membrane potential moves toward the equilibriumpotential for K+. (4) If the voltage‐gated K+ channels remain open for anextended period, a hyperpolarizing afterpotential can develop. Finally, thevoltage‐gated K+ channels close, and the membrane potential returns torest.



Fig. 8.15 Summary of an action potential.At the end of the repolarization phase, if the voltage‐gated potassiumchannels are slow to close, K+ continues to move outward. This creates ahyperpolarizing afterpotential, or undershoot, in which the membranepotential becomes hyperpolarized relative to the original restingmembrane potential before returning to normal.At the peak of the action potential, the voltage‐gated sodium channelsbecome inactivated. This creates a brief time called the absolute refractoryperiod during which no stimuli, no matter how large, can generate anaction potential. This is followed by another brief period, called the relativerefractory period, during which only greater than normal stimuli caninitiate an action potential. A summary of the generation of the actionpotential is shown in Figure 8.15.
Propagation of the Action PotentialOnce the action potential is generated, it must be carried along the lengthof the axon. During the generation of the action potential, there is areversal in membrane potential induced by the movement of Na+ inward,causing the interior of the membrane to temporarily become positive while



the outside becomes negative. After this happens, the positively chargedions now inside the membrane move laterally because they are attractedby the negatively charged ions lining the inside of the membrane.Conversely, the positively charged ions found on the outside of themembrane migrate toward the new sink of negatively charged ions createdby the reversal in membrane potential, thus completing the circuit.The local flow of current caused by the opening of the voltage‐gated Na+channels results in a series of electrotonic changes (Fig. 8.16). As thepositive ions on the inside of the membrane flow to an area of negativeions, this depolarizes that area and thus causes the voltage‐gated Na+channels in that area to open. A positive feedback loop is initiated thatallows the action potential to be propagated down the length of the axonwithout diminishing in amplitude. The process is self‐propagating. As theaction potential migrates down the axon, the voltage‐gated Na+ channelsin the area it just moved from are absolutely refractory. Therefore, theaction potential cannot go backward through that area because thevoltage‐gated Na+ channels cannot open. Because the action potentialoriginates in the axon hillock, in vivo the action potential moves only fromthe axon hillock toward the nerve bouton. If the nerve is removed andplaced in vitro, and the axon is stimulated in the middle, the actionpotential can travel in either direction.
Conduction VelocityConduction velocity refers to the speed with which an action potential ispropagated down the length of the axon. Two factors control this velocity:axon diameter and myelin sheath:



Fig. 8.16 Propagation of an action potential. Local current flows betweenthe site of the action potential and the adjacent inactive areas. This flow ofcurrent triggers an action potential in the adjacent area while returningthe original site to its resting membrane potential. In this manner, theaction potential is able to propagate down the axon.
Axon diameter. The larger the axon diameter, the faster theconduction velocity. During an action potential, the cations that enterthe cell can either move through the cytoplasm or back through thecell membrane. Both the membrane and the cytoplasm offerresistance. While the cytoplasm offers resistance, the larger thediameter of the axon, the resistance in the cytoplasm becomes less,relative to that of the axon membrane. The farther the current can flowdown the axon due to less resistance in the larger diameter axons, thefarther the wave of depolarization moves, and thus the faster the speedof conduction.



Myelin and saltatory conduction. While increasing the diameter ofan axon is one strategy to increase conduction velocity, anotherstrategy found in nature is to myelinate the axon. The myelin acts asan insulative sheath wrapping an axon. There are 0.2–2.0 mm breaksin the myelin sheath called the node of Ranvier. Voltage‐gatedchannels are concentrated in the nodes. An action potential ispropagated down a myelinated axon by a process called saltatoryconduction (from Latin, “to leap”). In essence, the action potentialskips along the axon from node to node (Fig. 8.17).

Fig. 8.17 Saltatory conduction. On myelinated axons, the voltage‐gatedchannels are clustered at the node of Ranvier. An action potentialpropagates along the axon by “jumping” from node to node. Because thereare no voltage‐gated channels in the internode area, there is no movementof ions nor reversal of membrane potential in these regions.



Box 8.3 Demyelinating diseases

Problems with myelin can result in several disease states. Multiplesclerosis (MS) is a disease involving the myelin sheath of axons in thebrain, spinal cord, and optic nerve. Sclerosis is derived from the Greekword for “hardening.” In this disease, the myelin sheath in many areas(i.e., multiple) becomes hardened, resulting in a multitude of symptomssuch as weakness, lack of coordination, and impaired vision andspeech. In Guillain–Barré syndrome, the myelin of peripheral nervesinnervating muscle and skin is affected.
Myelinating a neuron also decreases the amount of energy needed forneural transmission. This is because Na+ and K+ move across the axonmembrane only at the nodes; therefore, less energy is expended via theNa+–K+ ATPase to restore the Na+ and K+ concentration gradients (Box8.3).
Coding of Stimulus IntensityIf the action potential is an all‐or‐none response, how does the CNSdetermine the intensity of a stimulus? How does the brain know whetherthe animal just touched something warm versus something very hot? Theanswer lies in the frequency of the action potential. As a stimulusincreases in intensity, a neuron will produce more frequent actionpotentials. For example, as an area of the skin gets warmer, the frequencyof the firing rate of warm receptors will increase. Conversely, as the sitegets cooler, the frequency of the firing rate of the warm receptors willdecrease, while those of cold receptors will increase.
Synaptic Transmission
Electrical TransmissionAs discussed above, electrical synapses are relatively rare. They allow theelectrical signal to be propagated from one cell to another with virtually nodelay. When the cells are connected via a connexon, ions can flow fromone cell to the other. The electrical signal can be propagatedbidirectionally, without modification, across the electrical synapse.
Chemical TransmissionFar more numerous, chemical synapses are responsible for mostcommunication between neurons and adjacent cells. As shown in Figure



8.5, a chemical synapse is much more complicated. An action potentialarriving at the synaptic bouton initiates a series of events:
Step 1: Depolarization of the synaptic bouton. The arrival of theaction potential at the nerve ending causes depolarization of thisregion.
Step 2: Opening voltage‐gated calcium channels. Depolarizationof the nerve ending allows the voltage‐gated calcium channels to open.This allows the influx of calcium from the extracellular space into thesynaptic bouton. Calcium causes the synaptic vesicles to bind to thepresynaptic membrane. Calcium is then sequestered by themitochondria or ER or is actively pumped out of the cell.
Step 3: Exocytosis. Once bound to the presynaptic membrane, thesynaptic vesicles release their contents into the synaptic cleft througha process of exocytosis. The vesicles contain quanta, or packages, ofneurotransmitter molecules. The neurotransmitter diffuses throughoutthe synaptic cleft. The amount of neurotransmitter released isdependent on the frequency of impulses reaching the synaptic bouton.The higher the frequency of impulses, the more synaptic vesicles thatbind to the presynaptic membrane, and the greater the amount ofneurotransmitter released.
Step 4: Binding of neurotransmitter to the postsynaptic
membrane. If the neurotransmitter binds to a postsynaptic receptor,it activates the transmitter‐gated channels. This will result in either anIPSP or EPSP in the postsynaptic cell, depending on whether theneurotransmitter is inhibitory or excitatory.
Step 5: Inactivation of the neurotransmitter. The neurotransmittercan continue to cause an effect on the postsynaptic cell until it isinactivated. The action of neurotransmitters is short‐lived due to rapidmethods of inactivation. The methods of inactivation include (1)enzymatic breakdown, (2) reuptake into the neurons that released theneurotransmitter, (3) uptake by glial cells, or (4) diffusion from thesite.

During chemical transmission, there is a synaptic delay of 0.2–0.5 msbetween the time an impulse reaches the nerve bouton and the initiation ofa postsynaptic potential in an adjacent cell. This delay is due to the time ittakes for all the events associated with the chemical transmission,including (1) opening voltage‐gated calcium channels, (2) entry of calcium,(3) binding of synaptic vesicles to the presynaptic membrane, (4)exocytosis, (5) diffusion of the neurotransmitter to postsynapticmembrane, and (6) activation of transmitter‐gated channels.



Modulation of the Synaptic SignalThe transmission of a signal across the chemical synapse can be modifiedboth over the short and long term. This is known as synaptic plasticity. Itcan be controlled by either internal processes within a neuron or byextrinsic events.For short‐term regulation, the amount of transmitter released at thesynapse depends on the concentration of presynaptic calcium. Calciumenters the presynaptic terminal through L‐type voltage‐gated Ca2+channels. Hyperpolarizing or depolarizing the resting membrane potentialcan decrease or increase the entry of Ca++ through these channels, thusaffecting neurotransmitter release. In addition, another neuron cansynapse on the axon terminal of the neuron and control the amount ofneurotransmitter released by that cell. This can cause either presynapticinhibition or facilitation depending on whether the amount ofneurotransmitter released is decreased or increased, respectively (Fig.8.18).The neurotransmitter gamma‐aminobutyric acid (GABA) is known to causepresynaptic inhibition by increasing the presynaptic influx of Cl− throughGABA‐gated Cl− channels. This causes hyperpolarization of the presynapticneuron that results in less influx of Ca++ into the presynaptic terminal inresponse to an action potential in that cell. In contrast, serotonin canactivate a cAMP‐dependent protein kinase causing phosphorylation andclosure of K+ channels. This results in depolarizing the presynapticterminal, allowing the entry of Ca++ to persist longer, and thus enhancingthe release of the neurotransmitter from the presynaptic neuron.



Fig. 8.18 Presynaptic inhibition (A) and presynaptic facilitation (B). (A) Aninhibitory neuron (C1) can synapse on the axon terminal of a presynapticneuron (A1). Release of a neurotransmitter from C1 can hyperpolarize A1,reducing the influx of Ca++ into the presynaptic terminal and therebydecreasing the amount of neurotransmitter released from A1, which actson neuron B1. (B) An excitatory neuron (C2) can synapse on a presynapticneuron (A2). Release of the excitatory neurotransmitter can enhance theentry of Ca++ into neuron A2 and thereby increase the release of aneurotransmitter from A2, which acts on neuron B2.



Fig. 8.19 Long‐term potentiation. Stimulation of presynapticglutaminergic neurons causes the release of glutamate. Glutamate binds topostsynaptic glutamate N‐methyl D‐aspartate (NMDA) receptors leading tothe entry of Ca++ into the postsynaptic cell. Ca++ stimulates a Ca++‐dependent second messenger system, resulting in the formation of new α‐amino‐3‐hydroxy 5‐methylisoaxzole‐4‐propionic acid (AMPA) glutamatereceptors. Thereafter, stimulation of NMDA receptors allows the entry ofCa++, which stimulates Ca++‐ calmodulin dependent kinase II tophosphorylate AMPA receptors. The AMPA receptors then allow the entryof Na+, which results in enhanced depolarization of the postsynaptic cell,and thus long‐term potentiation.Calcium is also involved in another type of synaptic plasticity that lasts fora longer period called long‐term potentiation (Fig. 8.19). Stimulation of theglutamate NMDA receptor, named after the chemical N‐methyl D‐aspartate, results in an influx of Ca++ into the postsynaptic nerve terminal.Although this does not cause an EPSP, it does cause activation of a Ca++‐dependent second messenger pathway, which results in an increase in thenumber of another type of glutamate receptors called AMPA receptors atthe same site. Now, when glutamate stimulates NMDA receptors, thus



allowing Ca++ to enter, Ca++ stimulates calcium‐calmodulin‐dependentprotein kinase II, which phosphorylates AMPA receptors. The AMPAreceptors then open and allow Na+ to enter, resulting in enhancedformation of EPSPs. Because of the increased number of AMPA receptors,the cell now displays an enhanced sensitivity to glutamate resulting inlong‐term potentiation.
NeurotransmittersNeurotransmitters are how signals are carried across the chemicalsynapse. To be considered a neurotransmitter, a compound must satisfythe following four criteria:

1. It must be synthesized in the neuron.2. It must be present in the presynaptic terminal and released in amountssufficient to exert a defined action on the postsynaptic cell.3. When administered exogenously, it must exactly mimic the action ofthe endogenously released neurotransmitter.4. There must be a specific mechanism of inactivation.
It was originally believed that neurons released a single neurotransmitter.This is known as Dale's principle. Although some neurons make andrelease a single neurotransmitter, it is now known that some neuronsrelease more than one neurotransmitter. It is not uncommon for a peptide‐containing neuron to also release an amino acid or amine‐typeneurotransmitter. If a cell releases more than one neurotransmitter, it canbe either released in tandem or released separately depending on variousstimulation frequencies.Neurotransmitters are generally grouped into four chemical categories: (1)amino acids, (2) amines, (3) peptides, or (4) dissolved gases (Table 8.3).The term biogenic amines has classically been used to includecatecholamines and serotonin. Occasionally, histamine is also considered abiogenic amine. The term classical neurotransmitters refers to ACh,biogenic amines, and amino acid neurotransmitters.



Table 8.3 Major neurotransmitters.
Amines Amino Acids Peptides Dissolved

GasesAcetylcholine(ACh) Aspartic acid Cholecystokinin(CCK) Nitric oxide(NO)Dopamine (DA) Gamma‐aminobutyric acid(GABA)
Dynorphin Carbonmonoxide (CO)

Epinephrine (E) Glutamic acid EnkephalinsHistamine Glycine Neuropeptide YNorepinephrine SomatostatinSerotonin (5‐HT) Substance PATP Thyrotropin‐releasing hormoneAdenosine Vasoactive intestinalpeptide
Amines

AcetylcholineACh was the first neurotransmitter discovered. It is the transmitter at theneuromuscular junction. It is therefore synthesized in all motor neuronswhose cell bodies are in the spinal cord and brain stem. It is also used inother cholinergic neurons both in the CNS and PNS (Box 8.4).Synthesized in a one‐step enzymatic process within the nerve ending,choline acetyltransferase transfers an acetyl group from acetyl‐CoA tocholine to form ACh (Fig. 8.20). Once synthesized in the cytosol of theneuron, ACh is concentrated into the synaptic vesicles by an AChtransporter. Upon stimulation of the cell, ACh is released into the synapticcleft where it can bind to a cholinergic receptor or be enzymaticallydegraded by acetylcholinesterase (AChE). AChE is secreted into thesynaptic cleft, and its action is the major route of inactivation for ACh. Theaction of AChE yields choline and acetic acid. Choline is taken back intothe cholinergic axon terminals by a specific choline transporter. Becausethe availability of choline limits how much ACh can be synthesized, thetransport of choline into the presynaptic terminal is the rate‐limiting step.
CatecholaminesThe amino acid tyrosine is the precursor to a group of neurotransmittersthat all contain the chemical structure called catechol. Collectively, thesecatecholamine neurotransmitters include dopamine (DA), norepinephrine



(NE), and epinephrine (E). Catecholamines are compounds that containboth a catechol and an amine group (Fig. 8.21). Because NE and E arefound in the adrenal medulla, they are sometimes called noradrenaline andadrenaline, respectively. Catecholaminergic neurons are found throughoutthe peripheral and CNS. The role of E within the CNS is limited because itis found in only two medullary sites, known as the C1 and C2 cell groups.The first step in the synthesis of catecholamines is catalyzed by tyrosinehydroxylase that converts tyrosine to L‐dopa (L‐dihydroxyphylalanine).This step is regulated by end product inhibition so that if the levels ofcatecholamines in the synapse rise, they can inhibit the activity of theenzyme. Furthermore, when catecholaminergic neurons are stimulated,the enzymatic activity of this enzyme increases in response to depletion ofthe catecholamines. The remainder of the biosynthetic pathway is shown inFigure 8.21.
Box 8.4 Acetylcholinesterase (AChE)

Many pharmacological agents have been developed to manipulate thesynaptic levels of acetylcholine (ACh). Given your knowledge that theaction of ACh is regulated, at least in part by enzymatic destruction ofAch released into the synaptic cleft, it is easy to see how agents thatinterfere with the action of acetylcholinesterase dramatically impactnerve function. Inhibitors of AChE include several nerve gases, such assarin developed as a chemical warfare agent, as well asorganophosphates, such as parathion, in some insecticides. AChEinhibitors increase the concentrations of ACh in the synaptic clefts, andtherefore, promote hyperactivity, spasms, and uncontrolled musclecontractions. Imagine what happens to the control of the diaphragmand consequently control of respiration in such circumstances. AChEinhibitors increase the synaptic levels of ACh. Succinylcholine, which isa competitive neuromuscular blocking agent, is used as an adjunct withanesthetics to increase muscle relaxation during surgery



Fig. 8.20 Cholinergic neuron. Choline plus acetyl‐CoA, acted upon bycholine acetyltransferase, combine to form acetylcholine (ACh). ACh isactively pumped into the synaptic vesicles by an ACh transporter. Whenreleased from the presynaptic cell, ACh can either bind to a presynapticreceptor or be broken down by choline acetyltransferase into choline andacetic acid. Choline is then actively pumped back into the presynaptic cellby a choline transporter where it can be used to make more ACh.



Fig. 8.21 Catecholamine synthesis. Catecholamines are a group ofcompounds that contain both a catechol and an amine group. Synthesizedfrom tyrosine, the catecholamines include DA, norepinephrine, andepinephrine. The rate‐limiting enzyme, tyrosine hydroxylase, is under endproduct inhibition. If a neuron releases only DA, it will lack those enzymesand compounds found further along the biosynthetic pathway.Catecholamines are inactivated at the synapse cleft by selective reuptakeinto the presynaptic terminal. This reuptake system involves Na+‐dependent active transporters. These transporters are subject topharmacological manipulation. For example, amphetamine and cocainecan block these transporters. This of course prolongs the action of theneurotransmitter in the synapse. After reuptake, the neurotransmitters canbe enzymatically degraded by monoamine oxidase (MAO), or they can bereloaded into the synaptic vesicles. Another enzyme, catechol‐O‐methyltransferase is also found in the synapse and can break downcatecholamines.



IndoleamineThe neurotransmitter serotonin, also called 5‐HT, is an indoleamine. It issynthesized from the amino acid tryptophan (Fig. 8.22). While in relativelylow concentrations in the CNS, 5‐HT is involved in mood, emotionalbehavior, and sleep. Because the synthesis of 5‐HT is not regulated by endproduct inhibition, the endogenous levels of 5‐HT can be increased bydietary supplementation with tryptophan.Once in the synapse, 5‐HT is inactivated by a specific serotonergicreuptake transporter. Like the transporter for catecholamines, thistransporter can also be pharmacologically manipulated. One verysuccessful class of antidepressants functions as specific serotonergicreuptake inhibitors (SSRI). An example is the drug Prozac®. Once insidethe cell, 5‐HT is degraded by MAO.
AdenosineThere is growing evidence that ATP, and its derivatives such as adenine,can act as neurotransmitters. Adenine and guanine, and their derivatives,are called purines. These compounds act as purinergic receptors.Adenosine acts to dampen sympathetic function following intensesympathetic activity, thus reducing the further release of NE and ATP,which are released in tandem from sympathetic fibers.
Amino AcidsAmino acids are ubiquitous within the body, and some appear to act asneurotransmitters. The amino acids glutamate and aspartate act asexcitatory neurotransmitters, whereas glycine acts as an inhibitoryneurotransmitter in the interneurons of the spinal cord. Although theseamino acids are found in all cells, the concentrations are about two tothree times higher (~20 mM) in those cells in which they areneurotransmitters. Furthermore, there are transporters within those cellsthat load the amino acids into vesicles, thus further increasing theirconcentrations (50 mM). These transporters are found only in neurons inwhich the amino acid is a neurotransmitter.The neurotransmitter GABA is synthesized from the amino acid glutamate(Fig. 8.23). However, unlike other amino acids that are found ubiquitouslythroughout the body, GABA is found only in neurons that use it as aneurotransmitter. GABA serves as the neurotransmitter at most CNSsynapses where it acts as an inhibitory neurotransmitter. It is also found inother tissues, including the islet cells of the pancreas and adrenal gland.GABA is inactivated by uptake into the presynaptic terminals and glia byNa+‐dependent transporters.



Fig. 8.22 Serotonin synthesis. The indoleamine serotonin, also called 5‐hydroxytryptamine, is synthesized from the amino acid tryptophan. Thesynthesis of serotonin is not under end product inhibition.Histamine, in addition to serving a role in the immune system where it isfound in mast cells, also serves as a neurotransmitter. It is detected in thehypothalamus and synthesized from the amino acid histidine bydecarboxylation (Fig. 8.24).



PeptidesPeptides consist of strings of amino acids connected in amide linkages.Unlike the classical neurotransmitters discussed above, which aresynthesized in the nerve ending, peptides are synthesized in the cell bodyand transported to the nerve ending (Fig. 8.25). Peptides are generallysynthesized as prohormone in the rough ER. This prohormone is packagedin secretory vesicles that bud off from the Golgi apparatus. Peptidasesthen act on the prohormone to produce the active transmitter. In additionto being synthesized differently from classical neurotransmitters, peptidesare inactivated by enzymes rather than by reuptake processes.Whereas the amounts of classical neurotransmitters can be enhancedthrough increased local synthesis, peptide transmitters require activationof gene expression that takes hours or days. The classicalneurotransmitters are generally stored in relatively small vesicles (~50 nm), whereas peptides are stored in larger vesicles 100 nm in diameter. Inaddition, peptide neurotransmitters are typically released at higherneuronal firing rates than classical neurotransmitters.
Unconventional Neurotransmitters

Nitric OxideAlthough its mechanism was unknown, for decades, nitroglycerine wasused to treat cardiovascular pain. In the 1980s, it was known that a factorcalled endothelial‐derived relaxation factor was produced by the cellslining blood vessels which caused vasodilation. This factor wassubsequently shown to be nitric oxide (NO). Nitric oxide is anunconventional neurotransmitter for several reasons: (1) it is a gas, (2) itis not stored, (3) it is not released by exocytosis, and (4) there is no activeprocess that terminates the action of NO. Instead, because NO is small anduncharged, it readily crosses membranes, and due to its short half‐life ofless than 30 sec, it decays spontaneously to nitrite.



Fig. 8.23 Gamma amino butyric acid (GABA) is ultimately synthesizedfrom glucose metabolism in which α‐ketoglutarate formed in the Krebscycle is transaminated to glutamate catalyzed by the enzyme α‐oxo‐glutarate transaminase (GABA‐T). The amino acid glutamate isdecarboxylated by the enzyme glutamic acid decarboxylase (GAD). Uponrelease, GABA is taken back into the presynaptic neurons or glial cells.Once inside the glial cells, glutamate is formed. Glutamate must beconverted to the noncharged glutamine by glutamine synthetase to betransported back to the presynaptic neuron where it is deaminated byglutaminase.



Fig. 8.24 Histamine synthesis. Histamine is synthesized from histidine bythe action of histamine decarboxylase.

Fig. 8.25 Peptide neurotransmitter synthesis. Peptide neurotransmittersare generally synthesized by transcription in a prohormone form. (1) Forexample, the 170 amino acid long prohormone precursor of neurotensin(NT) is encoded by a single gene. (2) The mRNA is translated by the roughendoplasmic reticulum (ER). The prohormone that is made also containsone copy each of neurotensin and neuromedin N (NMN). (3) Theprohormone is targeted to the Golgi apparatus where it is packaged intosecretory vesicles. (4) The secretory vesicles are transportedanterogradely toward the nerve bouton. (5) The peptide transmitter isready for release by the process of exocytosis.



Fig. 8.26 Nitric oxide (NO) containing neuron. Nitric oxide is synthesizedfrom arginine by the action of nitric oxide synthase (NOS) that formscitrulline and NO. Glutamate, acting on NMDA receptors, causes an influxof Ca++ into the postsynaptic cell. Calcium then induces NOS. Nitric oxide,which is small and membrane‐permeable, acts as a retrograde messengercausing the synthesis of cGMP in the presynaptic cell.The synthesis of NO is very simple, involving one enzymatic step in whichL‐arginine is converted to citrulline and NO (Fig. 8.26). The enzyme thatcatalyzes this reaction is nitric oxide synthase (NOS). There are threeknown isoforms of NOS, including macrophage‐inducible NOS present inmicroglia, endothelial NOS found in endothelial cells lining blood vessels,and neuronal NOS.NO can act as a retrograde messenger, meaning that it is produced in apostsynaptic cell and acts on the presynaptic cell where it activatesguanlylyl cyclase, resulting in the production of cGMP, which thenenhances the release of the neurotransmitter from the presynaptic cell. Assuch, NO is believed to facilitate long‐term potentiation in which therelease of a neurotransmitter from a presynaptic cell is increased uponincreased firing rate at the synapse.
Carbon MonoxideCarbon monoxide (CO) is a gas that forms in the body by the enzyme hemeoxygenase‐2, the same enzyme responsible for degrading heme in agingred blood cells. This enzyme is localized in discrete neuronal populationssuggesting that CO, like NO, may act as a neurotransmitter. In fact, from



using knock‐out mice (i.e., mice that have a gene removed or inactivated),it appears that CO and NO both function in the relaxation of smoothmuscle associated with peristalsis in the gastrointestinal tract. Like NO,CO activates guanlylyl cyclase.
Neurotransmitter ReceptorsThe action of neurotransmitters is dependent on the receptor to whichthey bind. Neurotransmitters can generally act at multiple receptors,resulting in differential responses. Each of the receptors to which aneurotransmitter binds is called a receptor subtype.For example, ACh can bind to both nicotinic and muscarinic receptors.Although ACh can bind to both receptor subtypes, the subtypes mediatedifferent responses. Nicotinic receptors are found in skeletal muscle wheretheir stimulation results in the contraction of skeletal muscle. In contrast,muscarinic receptors are found on postsynaptic cells of theparasympathetic nervous system and their stimulation can causecontraction of smooth muscle or decreased heart rate.The same neurotransmitter can cause opposite effects depending on whichreceptors it stimulates. When NE binds to β2‐adrenergic receptors, itcauses vasodilation, whereas binding to α1‐adrenergic receptors causesvasoconstriction. Examples of receptors and their effects are shown inTable 8.4.Neuropharmacology deals with the action of various neurotransmitters andexplores drugs that either mimic or block the action of neurotransmitters.A drug that mimics the action of a neurotransmitter at its receptor is calledan agonist; a drug that blocks the neurotransmitter is called an antagonist(Table 8.5).Agonists and antagonists are routinely used in animal and humanmedicine. They have been developed because they generally have fewerside effects because of their specificity and have longer half‐lives thanneurotransmitters. Treatments typically involve either stimulating orinhibiting the action of a neurotransmitter. Because atropine can block theaction of the parasympathetic nervous system, it is commonly given priorto surgery to reduce the production of saliva and thereby reduce thechances of suffocation during surgery. In glaucoma, it is necessary toincrease smooth muscle tone to increase the outflow of aqueous humor.The administration of ACh would be ineffective because of its rapidhydrolysis by AChE. Instead, a muscarinic agonist, such as pilocarpine, isgiven.



Table 8.4 Neurotransmitters and their receptors.
Neurotransmitter Receptors Mechanism of

Signal
Transduction

Functions

Acetylcholine (ACh) Nicotinic ↑gCa2+, gK+,and gNa+ Contract skeletalmuscle and excitepostganglionicneuronsMuscarinicM1, M3, M5 ↑IP3 and DAG M3: contract smoothmuscleM2, M4 ↓cAMP; ↑gK+ M2: ↓ heart rateM4: modulateneurotransmissionDopamine (DA) D1, D5 ↑cAMP InhibitoryD2, D3, D4 ↓cAMP InhibitoryEpinephrine (E) andnorepinephrine (NE) α1 ↑IP3 and DAG Excitatoryα2 ↓cAMP Inhibitoryβ1 ↑cAMP Excitatoryβ2 ↑cAMP InhibitoryHistamine H1 ↑IP3 and DAG ExcitatoryH2 ↑cAMP ExcitatoryH3 Unknown ?Serotonin (5‐HT) 5‐HT1 ↓cAMP; ↑gK+ Inhibitory5‐HT2 ↑IP3 and DAG Inhibitory5‐HT3 ↑gK+, and gNa+ Excitatory5‐HT4 ↑cAMP Excitatory5‐HT5 ↓cAMP Inhibitory5‐HT6 ↑cAMP Excitatory5‐HT7 ↑cAMP ExcitatoryOpioid peptides δ, κ, and μ ↓cAMP andgCa++; ↑gK+ Inhibitory



Neurotransmitter Receptors Mechanism of
Signal
Transduction

Functions

ATP P1purinoceptorsAdenosine P2purinoceptors ↓cAMP Inhibitory
↑cAMP Excitatory

DAG, diacyl glycerol; g, conductance; ↑, increased; ↓, decreased.
Table 8.5 Neurotransmitters: agonists and antagonists
Neurotransmitter Receptors Agonists AntagonistsAcetylcholine (ACh) Nicotinic Nicotine CurareMuscarinic Muscarine AtropineDopamine (DA) Dopaminergic Apomorphine HaloperidolEpinephrine (E) andnorepinephrine (NE) α Phenylephrine Phenoxybenzamineβ Isoproterenol PropranololGABA GABAA Muscimol BicucullineGABAB Baclofen PhaclofenSerotonin (5‐HT) Serotonergic Quipazine Methysergide



Chapter Summary
1. The nervous system plays a major responsibility in maintaining bodyhomeostasis by collecting and integrating information regarding theinternal and external environment.2. The nervous system has three components: sensory input (afferent),integration, and motor output (efferent).

Organization of the Nervous System
1. The nervous system is divided into the CNS and PNS. The CNSincludes the brain and spinal cord. The PNS includes all the neuronsoutside the CNS.

The Neuron

1. Neurons have a cell body, or soma, and processes called axons anddendrites.2. Dendrites, which collectively make up the dendritic tree, are thereceptive region of the neuron.3. A neuron has a single axon that originates from the soma at the axonhillock. This is where the nerve impulse originates and is sometimescalled the trigger zone. The axon is unique in that it contains no roughER, few if any free ribosomes, and its membrane has a differentprotein composition from that of the soma. A bundle of axons in theCNS is called a tract while in the periphery is called a nerve.4. Large nerve fibers (axons) are often myelinated. The myelin sheath isformed in the PNS by Schwann cells and in the CNS byoligodendrocytes. The myelin sheath has gaps called nodes of Ranvier.5. A synapse is where the axon terminal meets another cell. It consists ofa presynaptic membrane, a synaptic cleft, and a postsynapticmembrane.6. There are two types of synapses, electrical and chemical. Electricalsynapses are quick, bidirectional, and do not use neurotransmission. Incontrast, chemical synapses have a gap located between the pre‐ andpostsynaptic cells and require a neurotransmitter to carry the messagebetween the two cells. While chemical synapses are much morecommon between neurons in the mammalian and avian brain,electrical synapses are common between nonneural cells such as glialcells, epithelial cells, smooth and cardiac muscle cells, liver cells, andsome glandular cells.



7. Functionally, neurons can be classified based on the number ofneurites, the length of the axon, the function, or the neurotransmitterthey contain. Based on neurite number, neurons can be classified asunipolar, bipolar, pseudounipolar, or multipolar. Classifications basedon axon length include Golgi type I and Golgi type II neurons. Based onfunction, neurons are classified in the following ways: (1) sensory, orafferent neurons; (2) motor, or efferent, neurons; and (3) interneurons,or association, neurons. Based on the neurotransmitter released, if aneuron releases ACh, it is called a cholinergic neuron. If it releasesserotonin, also called 5‐HT, it is called a serotonergic neuron.8. Interneurons, sometimes called association neurons, are the mostnumerous of all neuronal types. They function to distribute sensoryinformation and coordinate motor activity. Interneurons producepatterns of connections such as divergence and convergence.
Supportive Cells

1. Neurons make up only 10% of nervous tissue, while the remaining 90%is made of several cell types collectively called neuroglia, or glia, thatsupport, protect, and nourish neighboring neurons. The neuroglia ofthe CNS include: (1) ependymal cells, (2) astrocytes, (3)oligodendrocytes, and (4) microglia. The neuroglia of the PNSincludes: (1) satellite cells and Schwann cells.
Neurophysiology
The Resting Membrane Potential

1. The difference in electrical charge across the membrane of a cell atrest is called the resting membrane potential and is typically about−60 to −70 mV. It is due to differences in sodium and potassium ionconcentrations inside and outside the cell and differences in thepermeability of the membrane to these ions.2. Regarding membrane potential, the concentration of Na+ and Cl− ishigher outside the cell, whereas the concentration of K+ and organicanions is higher inside the cell.3. Ions cannot cross the membrane except by way of ion channels. Withinthe membrane, there are passive ion channels, sometimes called leakchannels, which remain open. Sodium ions are always leaking inwardwhile potassium ions are always leading outward. These ionicmovements are opposed by the sodium‐potassium pump, which ejects3Na+ from the cell for each 2 K+ transported in.



4. The equilibrium potential of an ion can be calculated using the Nernstequation.5. At body temperature, the Nernst equation for the monovalent ions K+,Na+, and Cl− can be simplified to

Membrane Channels

1. In addition to leakage channels, there are also active channels,sometimes called gated channels, in the cell membrane. The gatedchannels open or close in response to a stimulus. There are threeclasses of gated channels: (1) chemically gated, (2) voltage‐gated, and(3) mechanically gated.2. Chemically gated channels, sometimes called neurotransmitter‐gatedchannels, are located on the postsynaptic membrane. The binding of aneurotransmitter will generally cause these channels to either open orclose. Chemically gated channels can be either directly gated(ionotropic) or indirectly gated (metabotropic).3. Voltage‐gated channels are found on those membranes that generatean action potential including axons and the sarcolemma of skeletal andcardiac muscle. These channels open or close in response to changesin membrane potential.
Postsynaptic Potentials

1. At rest, only the passive channels are open while the neurotransmitter‐gated channels are closed. When a neurotransmitter binds to apostsynaptic receptor, it activates a neurotransmitter‐gated, orchemically gated, channel that causes a change in the membranepotential. This change in potential is called a postsynaptic potentialsince it occurs in the postsynaptic cell.2. Postsynaptic potentials are also graded because their magnitudedepends on both the amount and the duration of action of theneurotransmitter.3. A neurotransmitter that causes depolarization generates an EPSPwhile a neurotransmitter that hyperpolarizes the cell generates anIPSP.



Generation of an Action Potential

1. Neurons can generate and propagate an electrical impulse, called anaction potential, along their length. The action potential is astereotypic depolarization and repolarization of the membrane.2. There are three steps to an action potential. (1) Resting‐State—At rest,the voltage‐gated channels are closed, and there is only passivemovement of ions across the cell membrane.3. (2) Depolarization—When a neuron receives a stimulus, the chemicallyor mechanically gated channels respond, resulting in the production ofpostsynaptic potentials. These are graded potentials, and they cansummate either spatially or temporally. (3) Generation of the Action
Potential—If summation brings the membrane to the threshold, thenthe voltage‐gated channels are activated. Upon reaching the threshold,the voltage‐gated Na+ channels open increasing the permeability toNa+. This causes the membrane potential to move toward theequilibrium potential for Na+ resulting in the upstroke, or risingphase, of the action potential. At the peak of the action potential, thevoltage‐gated Na+ channels become inactivated. Therefore, Na+ can nolonger move inward. Consequently, the voltage‐gated potassiumchannels are opening thus allowing K+ to move outward. The outwardmovement of K+ causes the repolarization phase, also called thedownstroke or falling phase, of the action potential in which themembrane potential moves back toward its resting membranepotential.4. Action potentials are independent of stimulus strength: strong stimulicause APs to be generated more frequently but not with greateramplitude.

Propagation of the Action Potential

1. During the generation of the action potential, there is a reversal inmembrane potential induced by the movement of Na+ inward. Afterthis happens, the positively charged ions now inside the membranemove laterally because they are attracted by the negatively chargedions lining the inside of the membrane. Conversely, the positivelycharged ions found on the outside of the membrane migrate towardthe new sink of negatively charged ions created by the reversal inmembrane potential, thus completing the circuit.2. The process is self‐propagating. As the action potential migrates downthe axon, the voltage‐gated Na+ channels in the area it just movedfrom are absolutely refractory.



3. In unmyelinated fibers, action potentials are produced in a wave allalong the axon. In myelinated fibers, action potentials are generatedonly at nodes of Ranvier and are propagated by salutatory conduction.
Synaptic Transmission

1. Electrical synapses are relatively rare. They allow the electrical signalto be propagated from one cell to another, with virtually no delay. Cellsare connected via a connexon, and ions can flow from one cell to theother. The electrical signal can be propagated bidirectionally, withoutmodification, across the electrical synapse.2. Chemical synapses are responsible for most communication betweenneurons and adjacent cells. A chemical synapse is much morecomplicated. An action potential arriving at the synaptic boutoninitiates a series of events. (1) Depolarization of the synaptic bouton—The arrival of the action potential at the nerve ending causesdepolarization of this region. (2) Opening voltage‐gated calcium
channels—Depolarization of the nerve ending allows the voltage‐gatedcalcium channels to open. Calcium causes the synaptic vesicles to bindto the presynaptic membrane. Calcium is then sequestered by themitochondria or ER, or actively pumped out of the cell. (3) Exocytosis—Once bound to the presynaptic membrane, the synaptic vesiclesrelease their contents into the synaptic cleft through a process ofexocytosis. (4) Binding of neurotransmitter to postsynaptic membrane—If the neurotransmitter binds to a postsynaptic receptor, it activatesthe transmitter‐gated channels. This results in either an IPSP or EPSPin the postsynaptic cell. (5) Inactivation of the neurotransmitter—Theneurotransmitter can continue to cause an effect on the postsynapticcell until it is inactivated.

Neurotransmitters and Their Receptors

1. The major classes of neurotransmitters based on chemical structureare ACh, biogenic amines, amino acids, peptides, purines, anddissolved gases.2. Functionally, neurotransmitters are classified as (1) inhibitory orexcitatory (or both) and (2) direct or indirect. Direct‐actingneurotransmitters bind to and open ion channels. Indirect‐actingneurotransmitters act through second messengers. Neuromodulatorsalso act indirectly presynaptically or postsynaptically to changesynaptic strength.3. Neurotransmitter receptors are either channel‐linked receptors thatopen ion channels, leading to fast changes in membrane potential, or Gprotein‐linked receptors that oversee slow synaptic responses



mediated by G proteins and intracellular second messengers. Secondmessengers most often activate kinases, which in turn act on ionchannels or activate other proteins.
Modulation of the Synaptic Signal

1. The transmission of a signal across the chemical synapse can bemodified. This is known as synaptic plasticity.2. Another neuron can synapse on the axon terminal of the neuron andcontrol the amount of neurotransmitter released by that cell. This cancause either presynaptic inhibition or facilitation depending onwhether the amount of neurotransmitter released is decreased orincreased, respectively.3. Calcium appears involved in another type of synaptic plasticity thatlasts for a longer period called long‐term potentiation.
Neurotransmitters

1. Neurotransmitters are how signals are carried across the chemicalsynapse. To be considered a neurotransmitter, a compound must: (1)be synthesized in the neuron, (2) be present in the presynapticterminal and released in amounts sufficient to exert a defined actionon the postsynaptic cell, (3) exactly mimic the action of theendogenously released neurotransmitter when administeredexogenously, and (4) be a specific mechanism of inactivation.2. Generally, the term biogenic amines included catecholamines andserotonin. Occasionally, histamine is also considered a biogenic amine.Classic neurotransmitters include Ach, biogenic amines, and aminoacid neurotransmitters. Unconventional neurotransmitters refer tonitric oxide and carbon monoxide.
Neurotransmitter Receptors

1. The action of neurotransmitters is dependent on the receptor to whichthey bind. Neurotransmitters can generally act at multiple receptors,resulting in differential responses.



9
Central Nervous System
The central nervous system (CNS) includes the brain and spinal cord.One of the major factors distinguishing animals into different classes isthe degree of brain development in response to evolution. This process,called cephalization, has led to increases in the size and complexity ofthe rostral, or front, portion of the brain.
Embryonic DevelopmentThe central nervous system derives from the ectoderm, the outermostlayer of the embryo. During gastrulation, the notochord develops fromthe chordamesodermal tissue. The notochord elicits secretion of aprotein called noggin, which induces thickening of the overlyingectoderm to create the neural plate (Fig. 9.1).Shortly after the formation of the neural plate, its lateral edges elevate,creating the neural folds, which flank the neural groove. As the neuralplate invaginates, the neural folds surround it. The lateral edges of theneural folds eventually migrate toward the longitudinal midline of theembryo to produce the neural tube. The neural tube then separatesfrom the overlying cutaneous ectoderm. The cavity inside the neuraltube is called the neurocoele. Closure of the tube first occurs in theupper spinal cord and progresses to both cephalad (toward the head)and caudad (toward the tail).In the chick, neurulation occurs in the cephalic region whilegastrulation is still occurring in the caudal region. The opened ends ofthe tube are called the anterior and posterior neuropore, respectively.In mammals, neural tube closure is initiated at multiple sites along thetube. Failure of the tube to close at different sites results in variousbirth defects. Spina bifida occurs if the posterior neural tube does notclose, whereas anencephaly is a lethal condition that results when theanterior neural tube fails to close. Craniorachischisis is a failure of theentire tube to close. There are different forms of spina bifida. In spinabifida occulta, often called hidden spina bifida, the spinal cord and thenerves are usually normal, and there is no visible opening on the back(Fig. 9.2). Usually harmless, there is a small defect or gap in a few ofthe vertebrae. When the meninges protrude from the spine, it is calleda myelocele (or meningomyelocele). The sac is filled with cerebrospinal



fluid (CSF), but there is generally no nerve damage. Inmyelomeningocele, the meninges and spinal nerves push through anopening in the vertebrae (Box 9.1).
Box 9.1 Folic acid and birth defects in humans

Neural tube defects (NTDs) are among the most common birthdefects in humans. Folic acid appears very important in neural tubedevelopment. In 1992, it was recommended by the Public HealthService and endorsed by the American Academy of Pediatrics thatwomen who might become pregnant should take 400 μg of folic aciddaily. For women at higher risk for giving birth to a child with spinabifida, it is recommended that they take 4000 μg of folic acid/day byprescription. Studies have shown that 50% or more of NTD can beprevented if women consume adequate folic acid before and duringthe early weeks of pregnancy.Folic acid is a synthetic compound used in fortified foods anddietary supplements. Folate is a term describing all compoundshaving the same vitamin activity.





Fig. 9.1 Neurulation. (A) During early development, shortly after theformation of the primitive streak, the notochord sends a signal to theoverlying ectoderm to begin to flatten and the cells elongate, thusforming the neural plate. (B) After induction from the notochord, theoverlying ectoderm begins to involute, and a neural groove is formed inthe midline while the sides of the area that is involuting form the neuralfolds. (C) Later in embryonic development, the neural tube forms and iscovered by the overlying ectoderm.

Fig. 9.2 Spina bifida. Spina bifida aperta produces a noticeable sac inthe back. A meningocele, in which a portion of the meninges protrudes,produces little or no muscle paralysis or incontinence once it isrepaired. However, in 90% of all spina bifida cases, a portion of theundeveloped spinal cord itself protrudes through the spine and forms asac called a myelocele. Any portion of the spinal cord outside thevertebrae is undeveloped or damaged, causing paralysis andincontinence.As the neural tube is closing, a group of ectodermal cells separatesfrom the neural tube and locates on the dorsal–lateral edge of the tube.These cells become the neural crest cells, which eventually migratethroughout the body, producing all neurons that have cell bodies in theperipheral nervous system, including (1) neurons and glial cells of thesensory, sympathetic, and parasympathetic nervous system; (2)norepinephrine‐ and epinephrine‐producing cells of the adrenal gland;(3) pigment‐containing cells of the epidermis; and (4) skeletal andconnective tissues of the head.



The neural crest cells develop in conjunction with the underlyingmesoderm. The mesoderm on either side of the neural tube forms thesomites. The somites produce the vertebrae and the associated skeletalmuscle. The nerves that innervate the skeletal muscle are calledsomatic motor neurons because they are derived from somites.
Three Brain VesiclesAs the brain develops from the neural tube, three swellings form at itsrostral end. These three vesicles include the prosencephalon, themesencephalon or midbrain, and the rhombencephalon or hindbrain.The rhombencephalon connects the brain with the spinal cord (Fig.9.3).

Fig. 9.3 Brain development. During embryonic development, the brainbegins as three vesicles. The most rostral is the prosencephalon, whichgives rise to the telencephalon and diencephalon vesicles. The mostcaudal, the rhombencephalon, gives rise to the metencephalon andmyelencephalon.During the next stage of development, two secondary vesicles, the opticvesicles and telencephalic vesicles, form from the prosencephalon. Theremaining unpaired vesicle in the middle is called the diencephalon, or“between brain.” The telencephalon vesicles grow to become the twocerebral hemispheres, collectively called the cerebrum. Finally, pairedvesicles form on the ventral surface of the telencephalic vesicles andeventually become the olfactory bulbs. The olfactory bulbs participatein the sense of smell. The mesencephalon does not divide but insteadremains the midbrain, while the rhombencephalon divides into themetencephalon and myelencephalon. The metencephalon includes the



pons (pons = bridge) and cerebellum, and the myelencephalon includesthe medulla oblongata. Collectively, the midbrain, pons, and medullaoblongata constitute the brain stem.
Organization of the Brain
The Cerebral HemispheresThe telencephalic vesicles form the telencephalon, becoming the twocerebral hemispheres. As the brain develops, the telencephalic vesiclesgrow posteriorly and laterally until they encase the diencephalon.There is a proliferation of neurons resulting in the formation of threemajor white matter systems, including the cortical white matter, thecorpus callosum, and the internal capsule. Cortical white matterincludes neurons that run to and from the cerebral cortex. The corpuscallosum includes neurons that connect the two cerebral hemispheres,and the internal capsule connects the cortex with the brain stem.The surface of the brain is marked by many convolutions. The groovesare called sulci (singular = sulcus); the ridges are called gyri (singular= gyrus). The outer six layers of neurons constitute the cerebral cortex.The convolutions greatly increase the surface area, thus increasing theamount of cortex. Whereas the brain of a chicken has a relatively flatsurface, the brain of most domestic animals is highly convoluted (Fig.9.4).The larger grooves that separate brain regions are called fissures. Thelongitudinal fissure separates the two cerebral hemispheres, whereasthe cerebral hemispheres are separated from the cerebellum by theperpendicular transverse fissure.When viewing an intact brain, four lobes—frontal, parietal, temporal,and occipital—are visible in the cerebral hemispheres. In most animals,the lobes are not delineated by sulci but are named for adjacent cranialbones (Fig. 9.5). In the human brain, various sulci separate the lobes,as will be described below. The frontal lobe lies just under the frontalbone, making up the most rostral lobe of the cerebral hemispheres.Immediately caudal to the frontal lobe is the parietal lobe, which isseparated from the frontal lobe by the central sulcus.



Fig. 9.4 Cytoarchitecture of the goat brain surface. (A) Lateral view.(B) Dorsal view. Cephalization has resulted in the formation of ridges,called gyri, and valleys, called sulci. Fissures are larger groovesseparating major brain areas, such as the longitudinal fissure thatseparates the two cerebral hemispheres.(Reprinted from Constantinescu, 2001. Used by permission of the publisher.).



Fig. 9.5 Lobes of the brain. Four lobes are visible on the surface of thebrain. The frontal lobe is most rostral. Caudad to the frontal lobe is theparietal lobe. Below the lateral fissure is the temporal lobe. The mostcaudal lobe is the occipital lobe. (Modified from Constantinescu, 2001).Two important gyri are also bordered by the central sulcus: theprecentral gyrus anterior and the postcentral gyrus posterior to thecentral sulcus.Below the parietal lobe is the temporal lobe, which is found under thetemporal bone. The temporal lobe is separated from the frontal andparietal lobes by the lateral sulcus (lateral fissure, Sylvian fissure).Finally, at the back surface of the cerebral hemispheres is the occipitallobe, which is separated from the parietal lobe by the parieto‐occipitalsulcus.Although not visible on the surface, there is a fifth lobe called theinsula that is found by spreading the brain apart at the lateral fissure.It is covered by parts of the temporal, parietal, and frontal lobes.
Ventricles of the BrainAs development progresses, the neurocoel expands to produce fourchambers, called cerebroventricles. Ependymal cells line thecerebroventricles. Each cerebral hemisphere contains a lateralventricle, also called the first and second ventricle. A thin layer oftissue called the septum pellucidum separates the two lateral ventricles



from each other. The third ventricle is found in the diencephalon, andthe fourth ventricle extends from the posterior surface of the pons andthe anterior surface of the cerebellum to the superior portion of themedulla oblongata (Fig. 9.6). The fourth ventricle is continuous withthe central canal of the spinal cord.The lateral ventricles are connected to the third ventricle via theinterventricular foramen of Monroe (Fig. 9.7). The third ventricleconnects to the fourth ventricle via the mesencephalic aqueduct, alsocalled the aqueduct of Sylvius or cerebral aqueduct. CSF flows by bulkflow from the lateral ventricles to the third ventricle to the fourthventricle.CSF can leave the fourth ventricle through the medial aperture calledthe foramen of Magendie and the two lateral apertures called theforamina of Luschka and enter the subarachnoid space (Fig. 9.8). Thisspace is found between the arachnoid and pia mater, which, along withthe dura mater, form the three meningeal layers covering the brain.The fluid in the subarachnoid space bathes the surface of the brain andspinal cord. Should the CSF not be able to flow through the ventricularsystem, it will back up in the ventricles, causing hydrocephalus orswelling of the ventricles. Because the skull cannot expand, increasedpressure in the ventricles causes the soft tissue of the brain to becompressed, which leads to impaired brain function and death ifuntreated.The adult human neural system contains about 150 ml of CSF, and it isestimated that 430–450 ml are produced daily. Therefore, CSF is turnedover every 6 to 7 hours. After entering the subarachnoid space, CSFmoves through one‐way valves called arachnoid villi that project intothe superior sagittal sinus formed by the dura mater located in thelongitudinal fissure. The superior sagittal sinus is filled with venousblood. This means once the CSF enters the superior sagittal sinus, itreturns to the circulatory system.



Fig. 9.6 Cerebroventricles. The neurocoele, or central cavity, in theneural tube, eventually enlarges into four cerebroventricles filled withcerebrospinal fluid. Two lateral ventricles, one in each cerebralhemisphere, empty into the medially located third ventricle located inthe diencephalon. This empties into the fourth ventricle, locatedbetween the cerebellum and the brain stem.



Fig. 9.7 Cerebroventricles of the sheep. Cerebrospinal fluid (CSF) isformed in the choroid plexus located in each lateral ventricle. Via bulkflow, the CSF flows from the lateral ventricles through theinterventricular foramen of Monroe to the third ventricle. It then flowsthrough the cerebral aqueduct to the fourth ventricle.



Fig. 9.8 Cerebrospinal fluid (CSF) movement out of ventricles. CSFtravels from the fourth ventricle to the subarachnoid space via themedially located foramen of Magendie and the two lateral foramina ofLuschka.
Cerebral CortexThe cerebral cortex is arranged as layers of cells that lie parallel to thesurface of the brain. The layer closest to the surface of the brain isseparated from the pia mater by a zone, called the molecular layer orlayer I, that lacks neurons. Furthermore, at least one layer containspyramidal cells that have large dendrites, called apical dendrites, thatproject to layer I, where they form multiple synapses.The neocortex is found only in mammals and is associated with higherbrain functions such as conscious behavior. It is found over most of thesurface of the cerebral hemisphere and consists of six layers of cells(Fig. 9.9). Medial to the lateral ventricles is an area of cortex named forits unique shape called the hippocampus (Greek for “seahorse”). It isonly a single‐cell layer. Ventral and lateral to the hippocampus is thethird area of the cortex called the olfactory cortex (piriform, or



pyriform cortex), which consists of two cell layers. The olfactory cortexconnects with the olfactory bulbs. The olfactory cortex is separatedfrom the neocortex by the rhinal fissure.In humans, the neocortex was extensively mapped by KorbinianBrodmann in 1906, in which he numbered 52 different cortical areas,each having a common cytoarchitecture. Such an extensive mappinghas not been done on other animals. The cortex can be designated intothree areas: (1) motor areas responsible for the control of voluntarymotor functions, (2) sensory areas responsible for the perception ofvarious sensations, and (3) association areas that integrate the motorand sensory signals.



Fig. 9.9 Three types of mammalian cortex. The neocortex is found onthe outer surface of the cerebral hemispheres. Medial to the lateralventricles is a second type of cortex called the hippocampus, part of thelimbic system. The third type of cortical tissue is the olfactory cortex,located ventrally and laterally in the hippocampus.



Fig. 9.10 Evolutionary changes in the cerebrocortex. Throughevolutionary development, the ability to display higher‐order thinking isassociated with enhanced development of the association areas.(Modified from King, 1987)The motor and sensory areas can be grouped together into projectionareas, thus allowing the cortex to be subdivided into three components,including the projection areas, rhinencephalon (olfactory and limbic)areas, and association areas. The projection and association areascomprise the neocortex. Association areas receive sensory information,process that information, develop a response, and predict itsconsequences. As animals became more evolutionarily advanced, theassociation areas also became more developed (Fig. 9.10).The white matter in the cerebral cortex forms three types of fibers:
1. Association fibers. Association areas allow complex problem‐solving and creative thinking. There are association areas found inthe frontal, temporal, parietal, and occipital lobes. These fiberscourse within a cerebral hemisphere, thus connecting various areas



of the cortex. The parietal and occipital lobe association areas areinvolved with cognitive functions, whereas the frontal associationareas are involved with general alertness, intelligence, andtemperament. The temporal association area is involved withlearning and memory. Although these areas are not well developedin cats and dogs, lesions to the frontal association area result inchanges in behavior and personality.2. Projection fibers. Neurons that leave the cerebrum and enter thebrain stem via the internal capsule are called projection fibers.They therefore connect the cortex with subcortical structures, aswell as the remainder of the nervous system.3. Commissural fibers. Each cerebral hemisphere generally controlsthe contralateral side of the body; therefore, fibers need to crossbetween hemispheres. When crossing from one side of the cerebralcortex to the other, they do so as commissural fibers.
Motor AreasThese are cortical areas responsible for motor functions. The primarymotor cortex is the final site for the cortical processing of motorcommands before messages are then sent to the somatic muscles.Although in humans, the primary motor area lies in the posterior partof the frontal lobes just anterior to the central sulcus, in othermammals this area lies in the rostral region of the frontal lobes (Fig.9.11). Unlike birds, reptiles, amphibians, and fish, mammals possess apyramidal system. The pyramidal system consists of corticospinal fibersthat travel from the primary motor area, through the medullarypyramids located at the base of the medulla oblongata, to the somaticmotor neurons found in the spinal cord. It also includes thecorticonuclear fibers that project to the nuclei of cranial nerves thatinnervate striated muscles in the head. The pyramidal fibers decussate,or cross over, in the pyramids of the medulla.The extrapyramidal system includes all the descending somatic motorpathways excluding those described above that constitute thepyramidal system. The extrapyramidal system is phylogenetically oldand is found in all but the lowest vertebrates. It consists of nine mainmotor areas located in the forebrain, midbrain, and hindbrain (Fig.9.12). These will be discussed in depth later in the chapter.



Fig. 9.11 Primary projection areas of the cat. The primary motor andsomatic sensory areas spread over the medial surface of the frontallobes. The visual area is in the occipital lobe; the auditory area is in thetemporal lobe.



Fig. 9.12 Extrapyramidal system. The extrapyramidal system is amultisynaptic motor pathway that includes all those motor neurons notpart of the pyramidal system. It consists of nine motor centersscattered throughout the brain.
Sensory AreasUnlike the motor areas that are in the frontal lobe, sensory areas arelocated throughout the cortex. The primary somatosensory cortexreceives information from sensory receptors located in the skin andproprioceptors in skeletal muscles.
Cerebral White Matter
Basal GanglionIn addition to the cerebral cortex discussed above, its commissures,and association and projection fibers, there are some deep subcorticalnuclei called the basal ganglia or nuclei (Fig. 9.13). Although thedefinition of the structures included in the basal ganglion varies, it



generally includes the caudate nucleus, putamen, globus pallidus,substantia nigra (consisting of the pars reticulata and pars compacta),and subthalamic nucleus. The putamen and globus pallidus (orpallidum) together form the lentiform nucleus that laterally borders theinternal capsule. The lentiform nucleus and caudate are collectivelycalled the corpus striatum because the fibers of the internal capsule, acollection of fibers that runs between the neocortex and thalamus, passthrough them, giving them a striated appearance.The corpus striatum receives most of the inputs to the basal ganglionfrom the cerebral cortex, thalamus, and brain stem. The corpusstriatum sends projections to the globus pallidus and substantia nigrathat provide the major output projections from the basal ganglion.These projection fibers travel through the thalamus to the premotorand prefrontal cortex and therefore affect motor movement.

Fig. 9.13 Basal ganglion. The basal ganglion, or nucleus, is a collectionof brain nuclei that function in motor movement as part of theextrapyramidal system. The basal ganglion includes the globus pallidusand putamen, which together constitute the lentiform nucleus. Alsoincluded is the caudate, which, combined with the lentiform nucleus,forms the corpus striatum. Finally, also included in the basal ganglionare the amygdala, subthalamic nucleus, and substantia nigra.



Limbic SystemThe limbic system consists of a group of structures located in themedial region of each cerebral hemisphere (Fig. 9.14). Thesestructures encircle (limbus = ring or border) the brain stem. The limbiclobe of the cerebral hemisphere includes gyri surrounding thediencephalon and other underlying structures. Specifically, it consistsof three gyri. The cingulate gyrus is dorsal to the corpus callosum. Thedentate gyrus and parahippocampal gyrus form the inferior andposterior portions of the limbic lobe. These later two gyri conceal thehippocampus, which is a nucleus lying inferior to the lateral ventricle.The fornix is a fiber tract running inferior to the corpus callosum andconnecting the hippocampus with the hypothalamus, where it ends inthe mammillary bodies. Also included in the limbic system is theanterior nucleus of the thalamus, which relays information from themammillary bodies to the cingulate gyrus. The amygdaloid body(nucleus) serves as the interface between the limbic system, cerebrum,and various sensory systems.



Fig. 9.14 Limbic system. The limbic lobe includes the cingulate gyrus,parahippocampal gyrus, and the hippocampal formation that lies deepin the parahippocampal gyrus. The hippocampal formation includes thehippocampus, dentate gyrus (deep to the parahippocampal gyrus), andsubiculum. The limbic system additionally includes parts of therhinencephalon, amygdala, hypothalamus, and anterior nucleus of thethalamus. The fornix helps connect parts of the limbic system.The limbic system is involved in emotional and behavioral patterns. Thefunctions of the limbic system include (1) establishment of emotionalstates, (2) linking of conscious functions with unconscious, autonomicfunctions, and (3) long‐term memory storage and retrieval. The rabiesvirus generally attacks the hippocampus and results in emotionalchanges, including bouts of terror and rage. The amygdala is believedto be the major component of the limbic system involved in emotionbecause electrical stimulation of this region produces feelings of fearand apprehension, whereas damage to this region causes tameness.



Removal of the amygdala will allow a cat to wander through a colony ofmonkeys, ignoring the monkey's hoots and threats.It is believed that the hippocampal formation processes informationfrom the cingulated gyrus. This information is sent to the mammillarybodies of the hypothalamus via the fornix (Fig. 9.14). Thehypothalamus gives feedback to the cingulate gyrus by a pathway fromthe mammillary bodies to the anterior thalamus via themammillothalamic tract, and then to the cingulate gyrus.
DiencephalonThe telencephalon and diencephalon make up the forebrain and arederived from the rostral‐most vesicle called the prosencephalon.Surrounded by the cerebral hemispheres, the diencephalons consist ofthree paired structures—the thalamus, hypothalamus, and epithalamus.
ThalamusThe thalamus lies dorsally to the hypothalamus and is bordered by thecaudate nucleus dorsally and the internal capsule laterally. Its twohalves are separated by the third ventricle. There is a collection ofnuclei found in each half of the thalamus (Fig. 9.15). The intermediatemass of the thalamus extends through the third ventricle, connectingthe two halves.The thalamus is the major relay station for sensory informationgenerated in the periphery and transferred for processing to thecerebral hemispheres. It also integrates motor information from thecerebellum and basal ganglion and transfers such information to themotor regions of the cortex.The nuclei of the thalamus are generally classified into four groups—anterior, ventrolateral, medial, and posterior. The ventrolateral andposterior groups are located lateral to the medullary lamina, a fibertract that runs the rostrocaudal length of the thalamus. The medialgroup of nuclei is located medial to the medullary lamina. Themedullary lamina splits at the rostral end of the thalamus and encasesthe anterior group.



Fig. 9.15 The thalamus. The thalamus consists of four groups of nuclei.The anterior nucleus and pulvinar constitute the anterior and posteriorgroups, respectively. The medial group consists mainly of themediodorsal nuclei (not shown).The posterior nuclear group consists of the pulvinar and medial andlateral geniculate bodies, whereas the anterior group consists only ofthe anterior nucleus. The anterior nucleus receives input from themammillary nuclei of the hypothalamus and is thought to participate inmemory and emotion. It is also interconnected with the cingulated andfrontal cortices and is therefore part of the limbic system.The medial group, consisting mostly of the medial nuclei, receivesinputs from the basal ganglia, amygdala, and midbrain. It projects tothe frontal cortex and has been implicated in memory. Theventrolateral group consists of the remaining nuclei shown in Fig. 9.15.The ventral anterior and ventral lateral nuclei carry information fromthe basal ganglia and cerebellum to the motor cortex. The ventral



posterior lateral nucleus carries somatosensory information to theneocortex.
HypothalamusThe hypothalamus (hypo = below) is found ventral to the thalamus andforms the inferolateral walls of the third ventricle (Fig. 9.16). It extendsfrom the optic chiasm, the site where the optic nerves cross to thecontralateral sides, to the posterior border of the mammillary bodies.The infundibulum, which connects the hypothalamus to the pituitary,lies between the optic chiasm and mammillary bodies. It arises fromthe tuber cinereum, which is an oval protuberance located on the floorof the third ventricle.The hypothalamus serves an essential role in the control of homeostasisand reproduction. Once termed the “head ganglion” of the autonomicnervous system, the hypothalamus was thought to control theautonomic nervous system. This was due to the observations thatelectrical stimulation of the hypothalamus altered autonomic functions.However, it is now believed that the hypothalamus plays more of anintegrative role in regulating the autonomic nervous system and thatmany of the early effects attributed to the hypothalamus were a resultof stimulation of fiber pathways that pass through the area.Although relatively small, the hypothalamus is a complex structurecontaining many nuclei (Fig. 9.17). It can be divided into three generalareas: anterior, middle, and posterior. The anterior region lies dorsal tothe optic chiasm and is called the preoptic region. It contains thesuprachiasmatic nucleus, which is involved in circadian rhythms, theanterior hypothalamic nucleus, and the lateral and medial preopticnuclei. This area also controls blood pressure (BP), body temperature,and reproductive activity.The middle region lies dorsal to the pituitary and contains variousnuclei, including the dorsomedial, ventromedial, paraventricular,supraoptic, and arcuate nuclei. The paraventricular nucleus containsmagnocellular and parvocellular neuroendocrine regions. The arcuatenucleus and parvocellular region of the paraventricular nucleusproduce hormones that control the anterior pituitary. Themagnocellular area of the paraventricular nucleus, consisting of largeneurons, produces oxytocin that is secreted in the neurohypophysis orposterior pituitary. The paraventricular nucleus also has connections toboth parasympathetic and sympathetic preganglionic neurons in themedulla and spinal cord to impact the autonomic nervous system. The



supraoptic nucleus produces antidiuretic hormone, which is alsosecreted from the neurohypophysis.



Fig. 9.16 Diencephalon. A coronal section through the sheep brain atthe level of the diencephalon is shown. The hypothalamus is the regionsurrounding the third ventricle.



Fig. 9.17 Hypothalamus. Sagittal view of the hypothalamus showingthe various hypothalamic nuclei.The posterior region of the hypothalamus contains the mammillarybodies, tuberomammillary nucleus, and the overlying posteriorhypothalamic region. This latter nucleus contains histamine and isbelieved to be involved in wakefulness and arousal.The hypothalamus can also be divided longitudinally into theperiventricular, medial, and lateral zones, which each run the rostral‐caudal length of the hypothalamus. The periventricular zone is adjacentto the third ventricle. Two major fiber systems are running through thehypothalamus. The medial forebrain bundle passes through the lateralhypothalamus, connecting the hypothalamus with the brain stem, basalforebrain, amygdala, and cerebral cortex. The second fiber system ispositioned medial to the major hypothalamic nuclei along the wall ofthe third ventricle. It links the periaqueductal gray matter in themidbrain with the hypothalamus. This fiber system is involved instereotyped behavioral patterns such as posturing during sexualbehavior.The hypothalamus integrates the regulation of the autonomic nervoussystem and thereby controls growth, feeding, drinking, circadianrhythms, and maternal behavior. Specifically, the hypothalamus plays akey role in six physiological areas:
1. It controls BP and electrolyte composition by affecting waterconsumption and salt appetite as well as controlling blood



osmolarity and vasomotor tone. When the blood becomeshyperosmotic, osmoreceptors in the hypothalamus are stimulated,resulting in the release of antidiuretic hormone (vasopressin) fromthe posterior pituitary. This causes the collecting tubules in thekidneys to reabsorb water, thereby decreasing blood osmolarity.2. Regulates body temperature by controlling metabolic rate,vasomotor tone, and thermoregulatory behavior.3. Regulates food and water intake. For example, an increase in whiteadipose levels in the body causes increased plasma leptin levels.Leptin circulates to the hypothalamus, where it decreases theproduction and release of neuropeptide Y by neurons in the arcuatenucleus, thus decreasing food intake.4. Regulates reproduction through the hormonal control of estrus,pregnancy, and lactation. Releasing factors produced in thehypothalamus and distributed into the hypothalamic‐hypophysealportal system control the secretion of hormones from the anteriorpituitary. Conversely, the hormones released from the posteriorpituitary (i.e., oxytocin and antidiuretic hormone) are produced inthe supraoptic and paraventricular nuclei of the hypothalamus andthen travel down the axons and are released from the posteriorpituitary.5. Controls stress response. This includes the physiological andimmunological responses such as increased BP and decreasedhumoral immunity.6. Controls circadian rhythms and sleep‐wake cycles. Thesuprachiasmatic nucleus acts as a major internal clock in mammals.This nucleus is entrained by light via the retinohypothalamic tractthat runs from the retina to the suprachiasmatic nucleus. Lesioningthe suprachiasmatic nucleus attenuates sleep and other circadianrhythms. These rhythms can be restored by transplanting a fetalsuprachiasmatic nucleus. Furthermore, stimulation of the posteriorhypothalamus produces arousal and alertness that is mediated byhistaminergic neurons. Destruction of this area decreaseshistaminergic output, causing sleep, much like that caused by theingestion of antihistamines. In contrast, stimulation of the anteriorhypothalamus induces sleep apparently mediated by GABAnergicinhibitory neurons.



EpithalamusThe epithalamus lies superiorly, caudally, and medially relative to theother parts of the diencephalon and thus represents a cephaladextension of the pretectum (just rostral of where the midbrain fuseswith the thalamus) of the mesencephalon. The epithalamus includes thepineal body (epiphysis), the habenula, the habenular commissure, andthe striae medullares.The pineal body, or pineal gland, has a role in sensing light and therebycontrolling the sleep–wake cycle via the production of melatonin. It alsohas an important role in seasonal breeding animals, such as sheep, inwhich a decrease in day length, and therefore a decrease in melatoninlevels, results in estrus.
MesencephalonThe mesencephalon lies between the diencephalon and pons (Fig.9.18). The tectum (Latin for “roof”) forms the roof of themesencephalon and contains two pairs of prominent bulges known asthe corpora quadrigemina. Consisting of the superior and inferiorcolliculi, these nuclei process visual and auditory stimuli, respectively.The tegmentum forms the floor of the midbrain.The superior colliculus receives visual input from the lateral geniculatenucleus of the thalamus from the ipsilateral side. The inferior colliculusreceives auditory information from the medulla oblongata and pons andrelays that information to the medial geniculate on the same side. Theinferior colliculi control orienting movements in response to auditorystimuli. The superior colliculi control orienting movements of the eyes,head, and neck in response to visual stimulation such as bright light.The cerebral aqueduct connecting the third ventricle with the fourthventricle runs through the mesencephalon. The tegmentum forms thepart of the midbrain lying ventral to the cerebral aqueduct. On thewalls and floor of the mesencephalon are found the red nuclei,substantia nigra, reticular formation, and nuclei for the third(oculomotor) and fourth (trochlear) cranial nerves. The red nucleus isnamed for its red color caused by the extensive blood supply it receivesand the iron pigment found in the cell bodies. It is the largest nucleusof the reticular formation discussed below. It receives information fromthe cerebrum and cerebellum and is involved in subconscious motorcontrol of the forelimb positions and background muscle tone. Thesubstantia nigra (nigra = black), named for its black pigment, lieslateral to the red nucleus.



Visible on the sides of the mesencephalon are the cerebral peduncles(little feet). They contain descending fibers connecting to thecerebellum via the pons and descending fibers carrying voluntarymotor signals from the cerebral hemispheres. The large ventral bundleof efferent fibers in the cerebral peduncles is referred to as the cruscerebri.

Fig. 9.18 Mesencephalon. Sagittal view of goat brain showing themesencephalon.(Modified from Constantinescu, 2001).
MetencephalonThe metencephalon consists of the pons and cerebellum. The pons linksthe spinal cord with the forebrain and the cerebellum with theforebrain and spinal cord. It forms part of the anterior surface of thefourth ventricle.The pons has four major components:

1. Cranial nerves. Cranial nerves V (trigeminal), VI (abducens), VII(facial), and VIII (vestibulocochlear) are found in the pons.2. Nuclei controlling respiration. Located bilaterally are tworespiratory centers called the apneustic center and the



pneumotaxic center.3. Fiber tracts and nuclei that connect the cerebellum to the brainstem, forebrain, and spinal cord.4. Transverse tracts. Found on the anterior surface of the pons, thesefiber tracts link nuclei found in the pons with the contralateral(opposite) cerebral hemisphere.
The cerebellum (Latin for “little brain”) is the second largest region ofthe brain, accounting for 10% of its total mass but containing half of allneurons in the brain. It is located dorsal to the pons and medullaoblongata, with the fourth ventricle in between, and is separated fromthe cerebral hemispheres by the transverse fissure.The cerebellum is important in coordinating muscle movement andmaintaining balance. For example, when a horse jumps over anobstacle, it requires the coordinated movement of all the limbs, as wellas a good sense of its position in space. The cerebellum compares whatmovement was intended to the actual movement. The cerebellum canthen initiate adjustments to the intended movement while they are inprogress or during repetitions.Resembling a piece of cauliflower, the cerebellum is connected to thebrain stem by the inferior, middle, and superior cerebellar peduncles,also called the restiform body, brachium pontis, and brachiumconjuctivum, respectively (Fig. 9.19). The surface of the cerebellumconsists of small convolutions, such as small gyri, called folia (leaves),running side to side. The anterior and posterior lobes of the cerebellumare separated by the primary fissure. The anterior and posterior lobesare further subdivided into two and five lobules, respectively. The twolateral cerebellar hemispheres are separated by a narrow ridge ofcortex called the vermis (Latin for “worm”). When viewing a sagittalsection of the cerebellum, the flocculonodular lobe is seen between thecerebellar hemispheres, the vermis, and the roof of the fourth ventricle.This lobe is separated from the body of the cerebellum by theposterolateral fissure (Fig. 9.19).



Fig. 9.19 Brain of the horse. (A) Dorsal view of brain stem. (B) Lateralview of the brain.(Reprinted from Constantinescu and Constantinescu, 2004. Used by permission of thepublisher.)The surface of the cerebellum is covered with a cortex containing large,highly branched neurons called Purkinje cells. These cells have anextensive dendritic tree and receive input from up to 200,000 synapses.The importance of this input is evidenced by the fact that 40 times asmany axons project to the cerebellum as leave it. Inside the cerebellum,forming the shape of a tree is white matter called the arbor vitae, or



“tree of life.” In addition, there are three pairs of deep cerebellarnuclei.The cerebellum monitors all proprioceptive, visual, tactile, balance, andauditory sensory information. Most of this information is carried to thePurkinje cells, bypassing deep cerebellar nuclei. The motor informationtraveling to the cerebellum from the pyramidal and extrapyramidalsystem is relayed from nuclei in the pons or cerebellar nuclei found inthe arbor vitae.Information leaves the pons via the cerebellar peduncles. The superiorcerebellar peduncle carries signals to the midbrain, diencephalons, andcerebrum, while the middle cerebellar peduncle transmits signals tothe sensory and motor nuclei in the pons. The inferior cerebellarpeduncle relays information between the cerebellum and nuclei in themedulla oblongata and cerebellar tracts from the spinal cord.Signals generated in the sensory‐motor areas of the cortex project tonuclei in the pons and then on to the cerebellum. This is a largepathway containing approximately two times the axons as found in thepyramidal tract. The lateral cerebellum then sends signals back to themotor cortex via the ventral lateral nucleus of the thalamus.
Medulla OblongataOriginating from the myelencephalon, the medulla oblongata iscontinuous with the spinal cord. The rostral portion of the medullacontains part of the fourth ventricle; the caudad portion contains acentral canal.The medulla contains three major groups of nuclei. The first is part ofthe reticular formation, which extends from the medulla to themesencephalon as described above. The portion of the reticularformation located in the medulla is responsible for regulatingautonomic functions. The two major reflex centers are thecardiovascular center and the respiratory rhythmicity center. Thecardiovascular centers regulate heart rate, the strength of cardiaccontractions, and the flow of blood through peripheral tissues. Thecardiovascular centers include the cardiac center and the vasomotorcenter. The respiratory rhythm center regulates the pace of respiratorymovements. These are controlled by inputs from the apneustic andpneumotaxic centers in the pons.The second group of nuclei is for the cranial nerves (see Fig. 9.22, laterin the chapter). Five cranial nerves originate in the medulla, includingthe VIII (vestibulocochlear), IX (glossopharyngeal), X (vagus), XI



(accessory), and XII (hypoglossal) nerves. Note that cranial nerve VIIIcarries sensory information from the inner ear to both the vestibularand cochlear nuclei that extend from the pons into the medulla.The third group of nuclei acts as relay stations for sensory and motorpathways. They include the nucleus gracile and nucleus cuneate, whichcarry somatic sensory information to the thalamus. The solitarynucleus, located bilaterally, receives visceral sensory informationcoming from the spinal cord and cranial nerves. This information isrelayed to the autonomic centers in the medulla and elsewhere. Theolivary nuclei, which form olive‐shaped bulges along the ventrolateralsurface of the medulla, transmit somatic motor commands from higherbrain centers to the cerebellar cortex.
Functional Systems
The Reticular Activating SystemThe reticular formation forms the core of the brain stem, tegmentumextending from the medullar oblongata through the pons and midbrain.It consists of loosely clustered neurons and is homologous to thecentral gray area of the spinal cord that contains interneurons. It iscalled an area because it lacks cell cluster‐forming nuclei and iscrossed by long bundles of ascending and descending fibers, giving it areticulated appearance.The area can be divided into lateral and medial regions. The lateralregion generally consists of parvocellular interneurons found close tomotor nuclei of the cranial nerves and is involved in coordinatedreflexes and simple stereotyped behaviors. These are generally relatedto the vagus nerve and include gastrointestinal responses such asswallowing and vomiting; respiratory activities such as initiation ofrespiratory rhythm, coughing, hiccupping, and sneezing; andcardiovascular functions including the baroreceptor reflexes. The maindescending lateral pathway is the rubrospinal tract, originating in themagnocellular portion of the red nucleus and traveling to the lateralcolumn of the spinal cord. The lateral reticulospinal pathway inhibitsantigravitational muscles and can lead to atonia.Neurons in the medial region are larger (magnocellular) and have longascending and descending axons (e.g., pontine reticulospinal tract) thatmodulate neurons involved in movement and posture, pain, autonomicfunctions, and arousal. This pathway enhances antigravitationalreflexes by facilitating the contraction of extensors and helpingstanding posture.



Within the reticular formation, certain neurons send continuousimpulses via the thalamus to the cerebral cortex. These impulses causeexcitation or arousal. This system is called the ascending reticularactivating system (RAS). This system receives input from ascendingsensory tracts. It is responsible for filtering out selected sensorysignals after they become familiar and weak.The RAS system is inhibited during sleep and is essential for the normalsleep‐wake cycle. Studies in the 1940s and 1950s revealed thatelectrical stimulation of the midbrain reticular formation (i.e., midlinetegmental area) promoted wakefulness, whereas damage to this regioncaused a state like that in non‐REM sleep. This area was found to beinhibited by a system in the medulla. Making a cut just caudad to themidbrain (i.e., midpontine‐pretrigeminal transection) prevented ananimal from sleeping.Stimulating the RAS increases the firing rate of multiple neurons,including the locus coeruleus in the pons, which containsnorepinephrine; the raphe nuclei, which produce serotonin; andacetylcholine‐containing neurons in the brain stem and forebrain, aswell as histamine‐containing neurons in the midbrain. These neuronssynapse in the thalamus, cerebral cortex, and other brain regions.
SleepSleep can be defined as a readily reversible state of reducedresponsiveness to and interaction with the environment. Behaviorally,sleep has four characteristics: (1) reduced motor activity, (2) decreasedresponsiveness, (3) stereotypic postures, and (4) ready reversibility.Coma and anesthesia do not qualify as sleep because they are notreadily reversible.Sleep is categorized into two categories. Rapid eye movement, or REMsleep, is noted for the movement of the eyes under the eyelids andalmost complete inhibition of skeletal muscle tone. This stage of sleepis when most dreaming occurs. Non‐REM sleep is characterized by achange in the electroencephalogram (EEG). Non‐REM sleep issometimes called slow‐wave sleep because of the large, slow EEGrhythms (Fig. 9.20). All mammals sleep, although the length of sleepvaries. Birds also show both REM and non‐REM sleep, although theirsleep episodes are short, with REM sleep lasting maybe only a fewseconds. In addition, muscle atonia during REM sleep is rare in birds.Non‐REM sleep appears designed for rest. Neuronal activity is low,muscle tension is reduced, and movement is minimal, althoughmovement is possible. Body temperature and metabolic rate are at



their lowest. Sympathetic outflow decreases while the activity of theparasympathetic nervous system increases. Therefore, heart rate, BP,respiration rate, and kidney function decrease, and digestive functionincreases. The slow, large‐amplitude EEG rhythms indicate that thecortex is oscillating in high synchrony while receiving little if anysensory input.

Fig. 9.20 EEG. Various EEG wave patterns are seen duringwakefulness and various stages of sleep. (A) Beta rhythm (alert andawake). (B) Alpha rhythm (relaxed, eyes closed).In contrast, the EEG during REM sleep is nearly indistinguishable fromthat of the awake brain. It displays fast, low‐voltage fluctuations and issometimes called paradoxical sleep. Oxygen consumption of the brainis higher during REM sleep than when an animal is awake andconcentrating. Although most of the muscles of the body are in atonia,the muscles controlling eye movement and those in the inner ear areactive.Roughly 75% of the sleep cycle is spent in non‐REM sleep and 25% inREM sleep. An animal cycles between these two stages of sleep, goingfrom non‐REM to REM sleep and back approximately every 90 min. Thisis an ultradian rhythm, characterized as being shorter than circadianrhythms.



Non‐REM sleep exhibits four stages. The lightest stage of sleep, stage1, is the transition period from wakefulness to the onset of sleep andmay last 5–10 min. Although awake, people show low‐voltage EEGactivity of 10–30 μV and 16–25 Hz (Fig. 9.20). As they relax, they showalpha activity of 20–40 μV and 10 Hz. During stage 1, the EEG shows alow‐voltage mixed frequency pattern known as theta waves. Stage 2shows theta waves plus K complexes and sleep spindles. Sleep spindlesare sudden bursts of electrical activity, 12–14 Hz, lasting 1–2 sec,whereas K complexes are sudden and sharp waves of electrical activityof longer frequency, often triggered by noise. Eye movements almostcease. During stage 3, the EEG contains large‐amplitude, slow deltarhythms (0.5–2 Hz), and eye and body movements are absent. Deltawaves are the slowest and strongest waves produced. Stage 4, thedeepest stage of sleep, is characterized by large EEG rhythms of 2 Hzor less (slow‐wave sleep). Growth hormone, prolactin, andgonadotrophins are released during these last two stages, leading someto speculate that these stages of sleep are restorative. If awakenedduring stages 3 and 4, an animal will appear confused.Throughout the night, there is a reduction in the duration of non‐REMsleep, particularly stages 3 and 4, while there is an increase in theduration of REM sleep. During REM sleep, brain temperature andmetabolic rate rise, although almost all skeletal muscle activity is lost.During non‐REM sleep, GABA‐containing neurons in the ventrolateralpreoptic (anterior) area of the hypothalamus send a signal to theposterior hypothalamus, particularly the tuberomammillary nucleus,which contains histaminergic neurons. These latter neurons normallyproject to the thalamus and cortex, causing activation. The reticularisnucleus of the thalamus and thalamocortical neurons are reciprocallyinterconnected, and they shift into a non‐REM sleep spindle wave whendeactivated by the hypothalamus and brain stem. These cells have aunique property; when they are hyperpolarized, voltage‐sensitivecalcium channels open, causing a burst of action potentials. Followingthe calcium spike, the membrane potential returns to thehyperpolarized state. The action potential in the reticularis nucleusleads to the release of GABA that hyperpolarizes thalamic neuronsprojecting to the cortex (thalamocortical neurons). Thishyperpolarization causes a rebound low‐threshold calcium spike inthese thalamocortical neurons. This results in synchronizedpostsynaptic potentials in cortical neurons that cause spindle waves.When the thalamocortical neurons become further hyperpolarized,spindle waves are reduced, and cortical neurons spontaneously developdelta waves.



Using brain transection and stimulation experiments, Francois Micheland Michel Jouvet showed that the pons are the source of EEGactivation and rapid eye movement during REM sleep. The pons arealso the site of inhibitory signals that lead to atonia. Signals, calledpontine‐geniculate‐occipital (PGO), waves travel from the pons to boththe forebrain and the spinal cord (Fig. 9.21). These signals inducefiring in cortical neurons while sensory input is suppressed viapresynaptic inhibition. The cholinergic PGO‐on cells fire in bursts,leading to the PGO spikes observed in the thalamus during REM sleep.Thus, the brain is blocked from external stimuli. During wakingperiods, serotonergic neurons from the raphe nucleus called REM‐offcells hyperpolarize and block the burst firing of PGO‐on cells.Noradrenergic neurons in the locus coeruleus, as well as histaminergicneurons in the posterior hypothalamus, are also involved in theinhibition of the PGO cells during waking periods.Another class of neurons in the nucleus RPO, the REM‐on cells, showlittle firing during waking and non‐REM sleep but have high activityduring REM sleep.
Cranial NervesCranial nerves connect directly to the brain rather than the spinal cord(Fig. 9.22). Most are part of the peripheral nervous system, althoughthe first two (olfactory nerve and optic nerve) are considered part ofthe central nervous system. There are 12 pairs of cranial nerves, andthey arise from the ventrolateral surface of the brain. These nervesmostly innervate the head.



Fig. 9.21 Possible neurochemical model for the control of REM sleep.During the transition to REM sleep, the slow‐wave EEG associated withstage 4 of non‐REM sleep is replaced by a low‐voltage EEG. In addition,skeletal muscle tone is reduced. During this transition, GABA‐containing neurons in the pons become activated. They cause aninhibition of NE‐ and 5‐HT‐containing neurons found in the locuscoeruleus and raphe nucleus, respectively. This causes disinhibition ofthe cholinergic neurons in the reticularis pontis oralis/caudalis(RPO/RPC) region of the pons. The ascending pontine neurons causethe reduction in EEG voltage associated with REM sleep by blockingthe burst firing mode of the GABAergic neurons in the thalamus. Thecholinergic neurons in the pons also stimulate descendingglutamatergic neurons that project to the medulla, synapsing onglycine‐containing neurons. These latter neurons project to the centralgray area of the spinal cord and synapse on α‐motor neurons, causinginhibition. GABA, gamma‐aminobutyric acid; NE, norepinephrine; 5‐HT,5‐hydroxytryptamine.



Fig. 9.22 Cranial nerves. Cranial nerves are shown exiting the goatbrain.(Reprinted from Constantinescu, 2001. Used by permission of the publisher.)
Table 9.1 Cranial nerves.
Number Name Types of

Axons
Function

I Olfactory Specialsensory Smell
II Optic Specialsensory Vision
III Oculomotor Somaticmotor Movements of the eye andeyelidVisceralmotor Parasympathetic control ofpupil sizeIV Trochlear Somaticmotor Movement of the eye



Number Name Types of
Axons

Function

V Trigenimal Somaticsensory Sensation of touch to the face
Somaticmotor Motor control of mastication

VI Abducens Somaticmotor Movement of the eye
VII Facial Somaticmotor Facial expressions

Specialsensory Taste in the anterior two‐thirdsof the tongueVIII Vestibulocochlear Specialsensory Hearing and balance
IX Glossopharyngeal Somaticmotor Movements in the throat

Specialsensory Taste in the posterior two‐thirds of the tongueVisceralsensory Detection of blood pressure(BP) changes in aortaVisceralmotor Parasympathetic control ofsalivary glandsX Vagus Visceralsensory Sense of pain in viscera
Visceralmotor Movement in the throat
Somaticmotor Parasympathetic control of theheart, lungs, and abdominalorgansXI Spinal accessory Somaticmotor Movement in the throat andneckXII Hypoglossal Somaticmotor Movement of the tongue

The cranial nerves attach to the brain near their associated sensoryand/or motor nuclei. As shown in Table 9.1, the cranial nerves can beclassified as sensory, special sensory, motor, or mixed. Sensory nervescarry somatic sensory information such as touch, pressure, vibration,



temperature, and pain input to the brain. Special sensory nerves carrysignals associated with special senses, including smell, sight, hearing,taste, or balance. Motor nerves carry somatic motor input to theirrespective muscles, while mixed nerves are both afferent and efferent,carrying sensory and motor information.Cranial nerves III, VII, IX, and X are associated with theparasympathetic nervous system. They carry autonomic signals topreganglionic fibers located in the periphery.Cranial nerves are involved in cranial reflexes. These are reflexesinvolving sensory and motor fibers of the cranial nerves. Examples ofthese reflexes are shown in Table 9.2.
Organization of the Spinal CordThe spinal cord is housed in the vertebral column (Fig. 9.23). It extendsfrom the foramen magnum at the base of the skull to approximately thelevel of the first or second lumbar vertebra in an adult animal. Thespinal cord terminates as a tapered structure called the conusmedullaris. It contains ascending and descending pathways to and fromthe brain, as well as nerve cell bodies that function in motor activityand reflexes.Continuing as an extension of the medulla oblongata, such as the brain,the spinal cord is surrounded by bone, meninges, and CSF. The duramater over the spinal cord is a single layer that is not attached to thevertebral column. Instead, between the walls of the vertebral canal andthe spinal cord is the epidural space containing loose connective tissue,blood vessels, and a layer of fat. The arachnoid mater and pia materextend down the spinal canal past the end of the spinal cord proper.This fibrous extension is called the filum terminale. It extends to thesecond sacral vertebrae and anchors the spinal cord.



Table 9.2 Cranial reflexes.
Reflex Stimulus Afferent

Cranial
Nerve

Central
Synapse

Efferent
Cranial
Nerves

Response

SomaticCornealreflex Touchingcornealsurface
V Motornucleusfor facialnerve

VII Blinkingeyelids
Tympanicreflex Loud noise VIII Inferiorcolliculus VII Reducedmovement ofauditoryossiclesAuditoryreflex Loud noise VIII Motornuclei ofthe brainstem andspinalcord

III, IV,VI, VII,X, andcervicalnerves
Eye and/orheadmovementstriggered bysuddensoundsVestibulo‐ocularreflex

Rotation ofhead VIII Motornucleicontrollingeyemuscles
III, IV,VI Oppositemovement ofeyes tostabilizefield ofvision

VisceralDirect lightreflex Lightstimulatingphotoreceptors
II Superiorcolliculus III Constrictionof theipsilateralpupilConsensuallight reflex Lightstimulatingphotoreceptors
II Superiorcolliculus III Constrictionof thecontralateralpupil



Fig. 9.23 Spinal cord. (A) The spinal cord with its various meningeallayers is shown. (B) The spinal cord extends only to the level of the firstor second lumbar vertebrae in adult animals, where it ends in a taperedstructure called the conus medullaris. A fibrous extension called thefilum terminale anchors the spinal cord to the sacrum.(Modified from Getty, 1964)In cross section, the spinal cord has a central core of gray matterconsisting mostly of cell bodies and an outer region of white mattercontaining myelinated and unmyelinated nerve fibers (Fig. 9.24). Theanterior and posterior surface of the spinal cord each contains a groovecalled the anterior median fissure and the posterior median sulcus,respectively.



Fig. 9.24 Cross section of the spinal cord. The spinal cord has a centralgray area consisting mostly of nerve cell bodies and a surroundingregion of white matter consisting of fiber tracts made largely ofmyelinated fibers. The spinal nerves are shown on either side of thespinal cord.(Modified from Getty, 1964)The central gray area approximates the shape of a butterfly. Therelative amounts of gray and white matter change at successive levelsof the spinal cord. Moving from the inferior end toward the medullaoblongata, the relative amount of gray matter decreases as whitematter increases. Therefore, there are increasing numbers of fiberscarrying information to the brain. The central gray area has twoposterior (dorsal) horns and two anterior (ventral) horns. In addition,in the thoracic and superior lumbar region of the spinal cord, thecentral gray area also has lateral horns on either side. The central grayarea also has a gray commissure that connects both sides of the centralgray area. The posterior horns contain interneurons; the anterior hornscontain both interneurons and cell bodies of somatic motor neurons.The lateral horns contain motor neurons of the sympathetic nervoussystem.The white matter of the spinal cord is grouped into three whitecolumns, also called funiculi (long ropes). Named according to their



location, they include the posterior, lateral, and anterior columns (Fig.9.25). The fiber tracts within these columns are named according totheir origin and destination (Fig. 9.26).



Fig. 9.25 Organization of the spinal cord. (A) A photomicrograph of across section of the thoracic spinal cord. (B) A drawing showing theimportant landmarks of the same cross section. Note that structuresare bilateral.



Fig. 9.26 The major ascending (sensory) and descending (motor)pathways of the spinal cord. The left side shows ascending pathways;the right side shows descending pathways within the spinal cord.
Protection of the Central Nervous System
MeningesThe meninges (Greek for “covering”) consist of three connective tissuemembranes that overlay the central nervous system. These membranesact to cover and protect the CNS, as well as encase blood vessels andhelp divide gross areas of the CNS.The three layers, named from the outermost, include the dura mater,arachnoid mater, and pia mater (Fig. 9.27). The dura mater is a tough,fibrous connective tissue layer. Surrounding the brain, it consists oftwo layers, with the outermost layer attached to the periosteum of thecranium. The inner layer serves as a covering over the brain andextends over the spinal cord, where there is only one dural layer.Although the two dural layers over the brain are generally fused, thereare several locations where the two layers separate and form duralsinuses. The dural sinuses are blood‐filled structures that somewhat



resemble blood vessels and which collect venous blood and return it tothe internal jugular veins.There are also areas where the dura mater extends inward from thesurface of the brain, creating dural folds that help stabilize gross brainstructures. The largest of these folds are
Falx cerebri. This is a sickle‐shaped fold of dura that extends downinto the longitudinal fissure, helping to separate the two cerebralhemispheres. Both the superior sagittal sinus and the inferiorsagittal sinus are found within this fold.
Tentorium cerebelli. This separates the cerebellum from thecerebral hemispheres.
Falx cerebelli. This divides the two cerebellar hemispheresrunning along the vermis of the cerebellum.



Fig. 9.27 The meninges. There are three connective tissue layers,collectively called the meninges, which cover the brain. The outermostlayer, the dura mater, is a tough, fibrous connective tissue consisting oftwo layers: a periosteal layer attached to the inner surface of the skulland a meningeal layer. The arachnoid mater lies inside the dura materand is a loosely knit layer. The deepest layer is the pia mater, whichalso courses into the brain, closely adhering to capillaries as they moveinto the brain tissue. Between the arachnoid and pia mater is thesubarachnoid space, which is filled with cerebrospinal fluid.The arachnoid mater (Greek for “spider”) resembles a spider web andlies between the dura mater and pia mater. It forms a loose covering ofthe brain and never dips into the sulci or fissures. Between thearachnoid mater and the pia mater is the subarachnoid space. Thisspace is filled with large blood vessels, as well as CSF coming from thefourth ventricle. Arachnoid granulations, or villi, project from thearachnoid, through the dura, and into the superior sagittal sinus. CSFmoves by bulk flow through these granulations and into the generalcirculation.Finally, the pia mater closely adheres to the surface of the CNS. Itcontains many small blood vessels, and the pia mater adheres to thesevessels for a short distance as they move into the brain.



Cerebrospinal FluidA clear and colorless fluid, CSF has many functions: (1) maintain aconstant external environment for cells in the brain, (2) provide a routefor removing harmful metabolites from the brain, (3) provide a cushionto protect the brain from trauma, (4) act as the lymphatic system forthe brain, and (5) provide a route for peptides that are released at onesite and act at a distant site in the brain.CSF is produced mostly from the choroid plexus, a tuft of capillariesfound at the top of the third and fourth ventricles, as well as the floor ofthe lateral ventricles. The remaining CSF is formed from theependymal cells. Although CSF originates as an ultrafiltrate of blood,its composition differs from that of plasma in several important ways. Itcontains less protein, calcium, and potassium, and more sodium,chloride, and hydrogen ions than plasma (Table 9.3).
Blood–Brain BarrierNeurons of the brain and spinal cord are very sensitive to alterations intheir environment. Consequently, they are isolated from the systemiccirculation by the blood–brain barrier (BBB), which prevents themovement of many molecules into the CNS. The BBB is formed by theendothelial cells lining the blood capillaries. In the periphery, thesecells are fenestrated; in the CNS, these cells form tight junctions. Thetight junctions are induced by agents produced by astrocytes whoseend feet surround the endothelial cells of brain capillaries.To cross the BBB, a molecule must be either lipid soluble or 007A mustcross via a carrier‐mediated transport system. Lipid‐soluble compoundsreadily cross cell membranes and are thereby readily able to enter theCNS. Such compounds include carbon dioxide, oxygen, steroids,prostaglandins, and alcohol. In contrast, nonlipid‐soluble compounds,such as peptides and various antibiotics, do not readily cross the BBB.However, because many essential nutrients for the brain are not lipidsoluble, the BBB also possesses many carrier‐mediated transportsystems that allow needed compounds to enter the brain at a rate fargreater than that explained by their lipid solubility.



Table 9.3 Comparison of the composition of cerebrospinal fluid (CSF)and blood.
Chemical CSF BloodNa 145 mmol/L 135–150 mEq/LK 3 mmol/L 3.9–5.3 mEq/LCl 125 mmol/L 97–116 mEq/LHCO3 22 mmol/LP 500 μmol/L 5.5–6.5 mEq/LCa 1.2 mmol/L 10.3–11.4 mg/100 mLMg 1.0 mmol/L 2.0–3.0 mg/100 mLGlucose 2.5–4.2 mmol/L 40–120 mg/100 mLProtein 12–60 mg/dL 7.0–8.3 mg/100 mLOsmolarity 295 mOsmol/LpH 7.31–7.35 7.30–7.54

Blood–Cerebrospinal Fluid BarrierAlthough the choroid plexus is located within the ventricles,embryologically, it is derived from mesodermal tissue that is outside ofthe CNS. Therefore, unlike the endothelial cells in most braincapillaries, those in the choroid plexus do not have tight junctions.Instead, the ependymal cells lining the cerebroventricles overlying thechoroid plexus have tight junctions, thus forming a barrier between theblood and CSF.



Food for Thought Chapter 9What is consciousness? Do animals exhibit consciousness? How doesthe answer to this question temper our relationships with animals aspets or companions, or probably most problematic, as sources of food?This is not a new quandary. We highlighted some aspects of the work toproduce cultured meat in an earlier chapter on skeletal muscle andsome of the efforts to create viable plant‐based alternatives to meatconsumption. However, it seems our chapter on the central nervoussystem is the appropriate place to consider this thorny question.First, what is the definition of consciousness? In their editorial tointroduce a series of reviews, essays, and theories on the concept ofanimal consciousness Irwin et al., (2022) suggest the following,“consciousness refers to the process by which an animal has perceptualand affective experience or feelings, arising from the material substrateof a nervous system.” They cite Darwin, who believed thatconsciousness was an evolved capacity that was shaped by naturalselection and expressed in graded or varied levels of complexity. Itseems this puzzle is not new at all. Many of us can likely recallinteractions with our pets that seem to support the concept of animalconsciousness. For example, behavioral indications of emotion or self‐awareness, spontaneous learning, problem‐solving, and memoryresponses seem to provide “common sense” evidence of consciousness.Increasingly, scientists across multiple behavioral and physiologicaldisciplines support the idea that consciousness evolved long ago acrossmultiple animal species.In another review, Georgiev (2024) suggests that the evolution ofconsciousness in different animal species means that consciousexperiences are causally important because they can provide anadvantage for survival. Thus, providing a link to evolution. He furthersuggests that the evolution of brain cortical networks contributed togreater computing power, memory capacity, and cognitive intelligencein animals.Perhaps consciousness among animals exists along a continuumdependent in part on the architecture, complexity, size, andconnectivity of neural networks (Zlomuzica and Dere, 2021). If that istrue, then simply based on brain size, humans are not at the top of thehierarchy. That neurons and neural networks are critical for theexistence of consciousness seems evident given the devastation toconsciousness that occurs with traumatic brain injuries.



The entire issue has repeatedly arisen in the popular press. The title ofa recent article by Pallab Ghosh, a scientific correspondent for the BBC(16 June 2024), distills much of the current thinking—“Are animalsconscious? How new research is changing minds.”(www.bbc.co.uk/news/articles/cv223z15mpmo.amp).Consequently, the quandary remains, along with perhaps another. Howis being sentient related to animal consciousness? Is this a differencethat makes some animals appropriate as food sources and others not?Regardless, there is no doubt that the domestication of animals forfood, fiber, and companionship has been and continues to be relevant,important, and critical regardless of our perspectives on animalconsciousness.

https://www.bbc.co.uk/news/articles/cv223z15mpmo.amp


Chapter Summary
Embryonic Development

1. The central nervous system is derived from the ectoderm. Duringgastrulation, the notochord develops from the chordamesodermaltissue. The notochord, in a process called primary induction, sendsa signal to the overlying ectoderm to thicken, thus forming theneural plate. The inducing signal is a protein called noggin.2. After the formation of the neural plate, its lateral edges elevate,forming the neural folds that flank the neural groove. As the neuralplate invaginates, the neural folds surround it. The lateral edges ofthe neural folds eventually migrate toward the longitudinal midlineof the embryo, creating the neural tube.3. Failure of the tube to close at different sites results in various birthdefects. Spina bifida occurs if the posterior neural tube does notclose, whereas anencephaly is a lethal condition that results whenthe anterior neural tube fails to close. Craniorachischisis is a failureof the entire tube to close.
Organization of the Brain
Cerebral Hemispheres

1. The telencephalic vesicles form the telencephalon, which consistsof two cerebral hemispheres. As the brain develops, thetelencephalic vesicles grow posteriorly and laterally to encase thediencephalon.2. The surface of the brain is marked by many convolutions. Thegrooves are called sulci (singular = sulcus), while the ridges arecalled gyri (singular = gyrus).3. The larger grooves separating brain regions are called fissures. Thelongitudinal fissure separates the two cerebral hemispheres, andthe cerebral hemispheres are separated from the cerebellum by theperpendicular transverse fissure.4. When viewing the cerebral hemisphere, four lobes—frontal,parietal, temporal, and occipital—are visible.



Ventricles of the Brain

1. The brain contains four fluid‐filled chambers calledcerebroventricles, lined by ependymal cells. Each cerebralhemisphere contains a lateral ventricle, also called the first andsecond ventricle. A thin tissue layer, the septum pellucidum,separates the two lateral ventricles. The third ventricle is found inthe diencephalon and the fourth ventricle extends from theposterior surface of the pons to the anterior surface of thecerebellum.2. The lateral ventricles are connected to the third ventricle via theinterventricular foramen of Monroe. The third ventricle connects tothe fourth ventricle via the mesencephalic aqueduct, also called theaqueduct of Sylvius or cerebral aqueduct.3. CSF, formed largely in the choroid plexus located at the top of eachventricle, flows by bulk flow from the lateral ventricles to the thirdventricle to the fourth ventricle.
Cerebral Cortex

1. The cerebral cortex is arranged as layers of cells parallel to thesurface of the brain.2. The neocortex, which is found only in mammals, is associated withhigher brain functions such as conscious behavior. It is found overmost of the surface of the cerebral hemisphere and consists of sixlayers of cells.3. Medial to the lateral ventricles is an area of cortex named for itsunique shape, called the hippocampus (Greek for “seahorse”). It isonly a single‐cell layer.4. Ventral and lateral to the hippocampus is the third area of thecortex, called the olfactory cortex (piriform, or pyriform cortex),which consists of two cell layers.5. The primary motor cortex is the final site for the cortical processingof motor commands before messages are then sent to the somaticmuscles. In mammals, this area lies in the rostral region of thefrontal lobes.6. The extrapyramidal system includes all the descending somaticmotor pathways, excluding those described above that constitutethe pyramidal system.



Cerebral White Matter

1. There are deep subcortical nuclei called the basal ganglia or nuclei.Although the definition of the structures included in the basalganglion varies, it generally includes the caudate nucleus,putamen, globus pallidus, substantia nigra (consisting of the parsreticulata and pars compacta), and subthalamic nucleus.2. The limbic system consists of a group of structures located in themedial region of each cerebral hemisphere. These structuresencircle (limbus = ring or border) the brain stem. The limbic lobeof the cerebral hemisphere includes gyri surrounding thediencephalon, as well as other underlying structures. Specifically, itconsists of three gyri. The cingulate gyrus is dorsal to the corpuscallosum. The dentate gyrus and parahippocampal gyrus form theinferior and posterior portions of the limbic lobe. The limbic systemis involved in emotional and behavioral patterns.
Diencephalon

1. The diencephalon consists of three paired structures—thethalamus, hypothalamus, and epithalamus.2. The hypothalamus is found ventral to the thalamus and forms theinferolateral walls of the third ventricle. It extends from the opticchiasm to the posterior border of the mammillary bodies. Theinfundibulum, which connects the hypothalamus to the pituitary,lies between the optic chiasm and mammillary bodies.3. The hypothalamus controls the autonomic nervous system andthereby controls growth, feeding, drinking, circadian rhythms, andmaternal behavior. Specifically, the hypothalamus plays a key rolein six physiological areas.
Epithalamus

1. The epithalamus lies superiorly, caudally, and medially relative tothe other parts of the diencephalon and thus represents a cephaladextension of the pretectum of the mesencephalon.
Thalamus

1. The thalamus is dorsal to the hypothalamus and is bordered by thecaudate nucleus dorsally and the internal capsule laterally. Its twohalves are separated by the third ventricle.



2. The thalamus is the major relay station for sensory informationgenerated in the periphery and transferred for processing to thecerebral hemispheres.
Mesencephalon

1. The mesencephalon lies between the diencephalon and the pons.The tectum forms the roof of the mesencephalon and contains twopairs of prominent bulges known as the corpora quadrigemina.Consisting of the superior and inferior colliculi, these nucleiprocess visual and auditory stimuli, respectively. The tegmentumforms the floor of the midbrain.
Metencephalon

1. The metencephalon consists of the pons and cerebellum. The ponslink the spinal cord with the forebrain, as well as the cerebellumwith the forebrain and spinal cord. It forms part of the anteriorsurface of the fourth ventricle.2. The cerebellum is the second largest region of the brain,accounting for 10% of its total mass but more than half of all brainneurons.3. The cerebellum is important in coordinating muscle movement andmaintaining balance. The cerebellum monitors all proprioceptive,visual, tactile, balance, and auditory sensory information.
Medulla Oblongata

1. Originating from the myelencephalon, the medulla oblongata iscontinuous with the spinal cord. The rostral portion of the medullacontains part of the fourth ventricle, while the caudad portioncontains a central canal.
Functional Systems
Reticular Activating System (RAS)

1. The reticular formation forms the core of the brain stemtegmentum, extending from the medulla oblongata through thepons and midbrain. It consists of loosely clustered neurons and ishomologous to the central gray area of the spinal cord, whichcontains interneurons.



2. The RAS is inhibited during sleep and is thus involved in the sleep–wake cycle.3. Sleep is categorized into two categories. Rapid eye movement, orREM sleep, is noted for the movement of the eyes under theeyelids, and the almost complete inhibition of skeletal muscle tone.This stage of sleep is when most dreaming occurs. Non‐REM sleepis characterized by a change in the EEG.
Cranial Nerves

1. Cranial nerves connect directly to the brain rather than the spinalcord. Most are part of the peripheral nervous system, although thefirst two (olfactory nerve and optic nerve) are considered part ofthe central nervous system.
Organization of the Spinal Cord

1. The spinal cord is housed in the vertebral column.2. The spinal cord terminates as a tapered structure called the conusmedullaris.3. In cross section, the spinal cord has a central core of gray matterconsisting mostly of cell bodies and an outer region of white mattercontaining myelinated and unmyelinated nerve fibers.4. The central gray area has two posterior horns and two anteriorhorns. In addition, in the thoracic and superior lumbar region of thespinal cord, the central gray area also has lateral horns on eitherside. The central gray area also has a gray commissure thatconnects both sides of the central gray area.5. The white matter of the spinal cord is grouped into three whitecolumns, also called funiculi.
Protection of the Central Nervous System
Meninges

1. The meninges consist of three connective tissue membranes thatoverlay the central nervous system. These membranes cover andprotect the CNS, encase blood vessels and help divide gross areasof the CNS.2. The three layers, named from the outermost, are the dura mater,arachnoid mater, and pia mater.



Cerebrospinal fluid (CSF)

1. A clear and colorless fluid, CSF has many functions: (1) maintain aconstant external environment for cells in the brain; (2) provide aroute for removing harmful metabolites from the brain; (3) providea cushion to protect the brain from trauma; (4) acts as thelymphatic system for the brain; and (5) provide a route forpeptides, which are released at one site and act at a distant site inthe brain.2. CSF is produced mostly from the choroid plexus. The remainingCSF is formed from the ependymal cells.
Blood–Brain Barrier

1. Neurons of the brain and spinal cord are isolated from the systemiccirculation by the BBB, which prevents the movement of manymolecules into the CNS.2. BBB is formed by the endothelial cells lining the blood capillaries.Although in the periphery, these cells are fenestrated; in the CNSthese cells form tight junctions.
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10
The Peripheral and Autonomic Nervous System
The peripheral nervous system is the part of the nervous system outside the brain andspinal cord. It is responsible for collecting most of the sensory information relayed to thecentral nervous system (CNS). It is also responsible for the transmission of motor signalsto skeletal and smooth muscles. As discussed in Chapter 8, the peripheral nervous systeminvolves sensory and motor components (Fig. 8.2). The autonomic nervous system (ANS)is a part of this motor component.
Nerves and Ganglia
NervesParts of a neuron were described in Chapter 8. A nerve, in contrast, is a collection ofaxons from many different neurons located in the peripheral nervous system. Nerves varyin size and are surrounded by multiple connective tissue layers (Fig. 10.1). The denseepineurium consisting of a network of collagen fibers is the outermost layer. Theperineurium is the next innermost layer. It partitions the nerve into a series of fascicleseach containing a bundle of axons. The innermost layer is the endoneurium, theconnective tissue surrounding each individual axon.Arteries and veins enter through the epineurium and branch within the perineurium.Capillaries penetrate the endoneurium where they nourish axons, Schwann cells, andfibroblasts within the connective tissue. Consequently, a nerve is more than just an axon.
Classification of NervesBecause the peripheral nervous system has both sensory and motor components, nervesare classified based on function. Nerves directing impulses toward the CNS are calledsensory or afferent nerves, while those carrying impulses away from the CNS are calledmotor or efferent nerves. A memory aid is that efferent nerves carry impulses toward aneffector. A nerve that carries both sensory and motor impulses is a mixed nerve.Peripheral nerves can function within the autonomic (visceral) nervous system or somaticnervous system. Consequently, they can be further classified as visceral afferent, visceralefferent, somatic afferent, or somatic efferent.
Spinal NervesNerves leaving the CNS are called either spinal nerves or cranial nerves. Cranial nerveswere discussed in Chapter 8. A pair of spinal nerves exit at each spinal segment. Eachspinal nerve has a dorsal and ventral root that enters and exits the spinal cord,respectively (Fig. 10.2). Thus, the dorsal roots contain afferent fibers while the ventralroots contain efferent fibers composed of motor neurons from both the somatic nervoussystem and ANS. Near the spinal cord, the two roots merge forming a spinal nerve. Theseare mixed nerves because they contain both afferent and efferent fibers. Each dorsal roothas an enlargement, called the dorsal root ganglion, situated near the spinal cord, whichcontains the cell bodies of the neurons passing through the dorsal root. The dorsal andventral roots pass through the intervertebral foramen located between adjacent vertebraewhile the dorsal root ganglion lies between the pedicles of adjacent vertebrae.Spinal nerves exit at every vertebra. The first spinal nerve exits superior to the firstcervical vertebra while an additional spinal nerve exits inferior to each vertebra.



Therefore, cervical spinal nerves are named for the vertebrae immediately followingwhere they exit. Because there are seven cervical vertebrae, there are eight cervicalcranial nerves (C1–C8). All other cranial nerves are named for the vertebra immediatelypreceding where they exit (i.e., T1, T2, etc.). After leaving the spinal cord, the dorsal andventral roots merge forming a spinal nerve. Shortly thereafter, the spinal nerve branchesinto the dorsal and ventral ramus. The ventral ramus carries fibers to the skeletal musclesof the body wall and limbs, as well as postganglionic fibers to smooth muscles, glands,body walls, and limbs. The dorsal ramus carries similar fibers to the back.



Fig. 10.1 Peripheral nerve. A peripheral nerve consists of many bundles of axons, eachcalled a fascicle. There are three connective tissue layers surrounding various parts of thenerve. The epineurium is the outermost layer, wrapping around the entire nerve. Theperineurium surrounds each fascicle, while the endoneurium surrounds each axon.



Fig. 10.2 Spinal nerves. (A) The sensory neurons from the periphery enter the spinal cordthrough the dorsal root, and their cell bodies are in the dorsal root ganglion. These fiberssynapse in the dorsal gray horn of the central gray area of the spinal cord. The sensoryvisceral (autonomic) fibers may or may not pass through the sympathetic chain. (B) Themotor fibers exit the spinal cord via the ventral root. The visceral motor fibers may enterthe sympathetic chain via the white ramus.
Degeneration and Regeneration of NervesLike other cells, neurons do die. It is believed that neurotrophic factors are responsiblefor keeping neurons alive. The presence of these factors suppresses latent biochemicalpathways present in all cells linked to cell death. Cells can die by a process calledapoptosis, or programmed cell death, which involves four steps. The cell shrinks, thechromatin condenses, the cell fragments into apoptotic bodies, and the cellular remnantsare phagocytized by macrophages or other such cells.Using sympathetic neurons as a model, a proposed mechanism for apoptosis is as follows.The loss of neurotrophic factors such as nerve growth factor (NGF) decreases the activity



of the MAP kinase and phosphatidylinositol 3‐kinase pathways, resulting in an increase inreactive oxygen species. This leads to an increase in c‐jun N‐terminal kinases andphosphorylation of c‐jun protein. As well as increased expression of genes including c‐jun,cyclin D1, and c‐fos but a decrease in overall RNA and protein synthesis. There is adecrease in Bcl‐2 family proteins. Bcl‐2 family proteins are expressed on the outer surfaceof mitochondria and are bound to a molecule of Apaf‐1. When damaged, the Bcl‐2 familyprotein releases Apaf‐1, which activates caspases (Cysteine Aspartate Specific Proteases).Caspases are a family of over a dozen proteins that cleave cellular proteins at aspartateresidues (Fig. 10.3).Cells can also die from trauma or necrotic cell death, a process called necrosis that isdistinguishable from apoptosis. Traumatic death is characterized by an initial swelling ofthe cell, modest condensation of the chromatin, and then rapid lysis of cellularmembranes without endogenous programmed cell death. Necrotic cells elicit aninflammatory response that recruits macrophages to eliminate the cellular debris. Incontrast, during apoptosis, individual cells are generally phagocytized prior to releasingtheir contents (Box 10.1).
GangliaGanglia are collections of neuron cell bodies located in the peripheral nervous system.Recall that within the CNS, a collection of cell bodies is called a nucleus. The ganglia forafferent (sensory) neurons are in the dorsal root ganglia discussed above. Somatic motorneurons do not have ganglia because these motor neuron cell bodies are in the dorsalhorn of the spinal cord. However, autonomic motor neurons are associated with gangliabecause there are two consecutive nerve fibers associated with each autonomic motorpathway. These autonomic ganglia will be discussed as related to the ANS.



Fig. 10.3 Apoptosis. In a healthy cell, Bcl‐2 is found on the outer mitochondria membraneand is bound to Apaf‐1. Internal damage to the cell, such as the presence of reactiveoxygen species, or lack of neurotrophic factors, such as nerve growth factor (NGF),causes Bcl‐2 to release Apaf‐1. A related protein called Bax also penetrates themitochondrial membranes, causing the leakage of cytochrome C into the cytoplasm.Released Apaf‐1 and cytochrome C bind to inactive caspase. The resulting complexcontaining cytochrome C, Apaf‐1, caspase 9, and ATP is called the apoptosome. Onceactivated, caspase 9 activates other caspases, leading to the digestion of structuralproteins in the cytoplasm and degradation of chromosomal DNA and phagocytosis of thecell.
Box 10.1 Regeneration of neurons

Dogma has long held that neurons cannot be regenerated in mature animals. But ashighlighted in my old physical chemistry book, to paraphrase “Today's heresy istomorrow's dogma.” No doubt responses after spinal cord injuries, impairments toCNS after stroke, or debilitation linked to Parkinson's disease attest to the difficultyof recovery from neurological disease or injury. However, increasing research isproviding hints and hope that it may be possible to recover from such diseases andinjuries. Dadvand et al. (2024) provide a detailed review and meta‐analysis of resultsfrom a series of published trials using stem cell treatments in a canine model forspinal cord injury. Mesenchymal‐derived stem cells were slightly more effective thanother those from other sources. Regardless, stem cell therapy enhanced treatment



outcomes, that is improvements in motor function and changes in molecular markersassociated with new neural cell development.An alternative approach to stem cells is to directly reprogram fibroblasts orastrocytes into neurons. If successful, this would avoid the ethical issues associatedwith the use of human embryonic cells for the generation of pluripotent stem cellsneeded for treatment. The impetus for this is largely based on results pioneered byTakahashi and Yamanaka (2006) who showed that the addition of a cocktail oftranscription factors in vitro could reprogram terminally differentiated cells into stemcells, defined as induced pluripotent stem cells (iPSCs). This suggests the possibilityof using a patient's own fibroblasts, which are relatively easy to harvest, placing themin culture, and inducing these cells into iPSCs as treatments for neural disease orinjury. Such an approach would also avoid possible immunological concerns becausethey are the patient's own cells. Dong et al. (2024) review efforts involving iPSCs anddirect reprogramming of lineage cells focused on the discovery of therapies to treatParkinson's disease. This neurodegenerative disease is the second most commonneurodegenerative disease in the world and is linked to the progressive loss ofdopaminergic neurons in the substantia nigra. Progressive motor symptoms includeresting tremors, muscle tone defects, bradykinesia, and trouble with locomotion.Current treatments include levodopa infusions (able to cross the blood‐brain barrier,in contrast to dopamine directly) and deep brain stimulation therapies. Because ofthe progressive degeneration of dopamine neurons, there is much interest in toolsthat could allow the regeneration of these neurons.Regardless of success against specific neural diseases, it is ever more evident thatbreakthroughs in understanding intricacies of cell differentiation, discovery of keyregulatory steps, and creation of gene manipulation tools offer promise andpossibilities that could hardly be imagined only a few short years ago. Ever so slowlythe impossible seems to be becoming not just possible but rather more likelyprobable (Hao et al., 2024).
Sensory ReceptorsSensations are the awareness of a stimulus whereas perception requires theinterpretation of the sensation and is dependent on the CNS. All senses involve threesteps: (1) a physical stimulus, (2) transformation of the stimulus into a nerve impulse, and(3) a response to the sensation in the form of a perception or conscious experience ofsensation. Furthermore, all sensory systems give four types of information about thestimuli including modality, location, intensity, and timing, which collectively yieldsensation (Table 10.1).The various modalities of sense include vision, hearing, touch, taste, smell, the vestibularsense of balance, and the somatic senses including nociception (pain), temperature, itch,and proprioception (posture and movement of body parts). The term general sensesinclude temperature, pain, touch, pressure, vibration, and proprioception while specialsenses include olfaction (smell), vision (sight), gustation (taste), equilibrium (balance),and audition (hearing). General sensory receptors are located throughout the body whilereceptors for special senses are in specialized structures or organs. General senses arediscussed below while special senses are covered in Chapter 11.
Classes of Sensory ReceptorsThere are five classes of sensory receptors: mechanical, chemical, nociceptors (nocere =to injure), thermal, and electromagnetic. Mechanoreceptors can detect touch,



proprioceptive sensation (muscle stretch or contraction), joint position, hearing, andsense of balance. Chemoreceptors function in the sense of itch, taste, and smell.Nociceptors detect pain. Thermoreceptors can sense either hot or cold, whilephotoreceptors sense electromagnetic energy.
Table 10.1 Sensory receptors and modalities.
Sensory
System

Modality Stimulus Receptor Class Receptor Cell
TypeAuditory Hearing Sound Mechanoreceptors Hair cells(cochlea)Visual Vision Light Photoreceptors Rods andconesVestibular Balance Gravity Mechanoreceptors Hair cells(vestibularlabyrinth)Somatosensory Somatic Senses:TouchProprioceptionTemperaturePain

PressureDisplacementThermalChemical,thermal, ormechanical

MechanoreceptorsMechanoreceptorsThermoreceptorsChemoreceptors,thermoreceptors, ormechanoreceptors

III, IV, VI, VII,X, and cervicalnerves
Gustatory Taste Chemical Chemoreceptors Taste budsOlfactory Smell Chemical Chemoreceptors OlfactorysensoryneuronsThese receptors can be further classified by location as exteroceptors, interoceptors, orproprioceptors (from the Latin word proprius, meaning “belong to one's own self”).
1. Exteroceptors. These are sensitive to stimuli outside (external) the body. Locatednear the surface of the body, they can detect touch, pressure, pain, and temperature,as well as special senses such as smell, taste, vision, and auditory.2. Interoceptors. These receptors monitor the visceral organs and their function. Theymonitor chemical and temperature changes, as well as stretching within the viscera.While an animal is not normally consciously aware of their signals, they may producepain signals alerting the animal to a problem.3. Proprioceptors. While these receptors also respond to internal signals, they arerestricted to those receptors in muscles and joints, which provide informationconcerning the position of the bones and muscles.
General Senses
MechanoreceptorsMechanoreceptors detect distortions in their cell membranes such as bending andstretching. There are three classes of mechanoreceptors:

1. Tactile receptors. Responsible for the sensations of touch, pressure, and vibration2. Baroreceptors (baro  =, pressure). These receptors detect changes in pressure inthe walls of blood vessels, as well as the digestive, reproductive, and urinary tracts.



3. Proprioceptors. Detect changes in the position of joints and muscles.
Tactile ReceptorsNamed after the German and Italian histologists who discovered them, the two principalmechanoreceptors located in the superficial skin layers are Merkel's discs and Meissner'scorpuscles. The Merkel disc receptor is a slowly adapting receptor consisting of a smallepithelial cell surrounding a nerve terminal. They are involved in the sense of touch andpressure. Meissner's corpuscles are rapidly adapting, and consist of a globular, fluid‐filledstructure enclosing a stack of flattened epithelial cells around which the sensory nerve isentwined.The two mechanoreceptors found in the deep subcutaneous layers are the Paciniancorpuscle (Fig. 10.4) and the Ruffini ending. Although larger than the receptors found inthe superficial layers, these receptors are less numerous. The Pacinian corpuscle,physiologically like Meissner's corpuscle, is a large receptor measuring as long as 2 mmand nearly 1 mm in diameter.The Pacinian corpuscle, also called a large lamellated corpuscle, is fast‐adapting andresponds to rapid indentation of the skin but not steady pressure. Because the capsulesurrounding this receptor is attached to the skin, this receptor can sense low frequencyvibration occurring several centimeters away. These receptors are activated by touching atuning fork (200–300 Hz) to the skin or bony structure.



Fig. 10.4 Receptive field. Meissner's corpuscles have a smaller receptive field comparedwith the more deeply located Pacinian corpuscles.Ruffini endings, slightly smaller than Pacinian corpuscles, slowly adapt. They consist of acapsule surrounding a core of collagen fibers that are continuous with fibers in thesurrounding dermis. Dendrites from the sensory neuron are intertwined with the collagenfibers in the capsule. They link the subcutaneous tissue with folds in the skin at the jointsand nails. Thus, they sense stretches from the skin bending in these regions.Vibration is the detection of sinusoidal oscillations of objects in contact with the skin. Thevarious tactile receptors differ in their sensitivity to vibration. Merkel discs are mostresponsive to lower frequency oscillations (5–15 Hz). Meissner's corpuscles are sensitiveto midrange oscillations (20–50 Hz) and Pacinian corpuscles to high frequencies (60–400 Hz). The lowest stimulus intensity to which a receptor produces an action potential iscalled the receptor's tuning threshold. The intensity of the vibration is coded by thenumber of sensory nerve fibers that are firing rather than the frequency of actionpotentials within a fiber.The size of the receptive fields for the various touch receptors differs (Fig. 10.4).Meissner's corpuscles and Merkel discs, located in the superficial skin layers, have smallreceptive fields. A single dorsal root ganglion cell innervates 10–25 of these receptors andproduces a receptive field of 2–10 mm in diameter. Therefore, these receptors areresponsible for fine‐discriminating touch that detects small spatial differences. These



receptors are important in a two‐point discrimination test. When performed on people, theskin is simultaneously touched by two pointed objects, and the person is asked whetherthey can detect two objects or a single object. As the two points are moved closertogether, the person will eventually be unable to discriminate between two objects.In contrast, each Pacinian corpuscle and Ruffini ending, located in deeper skin layers, isinnervated by a single nerve fiber, but their receptive field is larger because thesereceptors can detect changes from mechanical displacement over a greater distance.Because of their large receptive fields, these receptors are involved in coarse resolution oftouch. The combination of the adaptation rate and size of the receptive field leads tovariations in how the tactile receptors respond to stimuli (Fig. 10.5).In addition to differences in receptive fields of the various tactile receptors, there are alsodifferences in the number of these receptors located throughout the body. The smallestreceptive fields, that is, most receptors, are in the tips of the paws and whiskers of cats;for example, or the face and lips of humans.
BaroreceptorsConsisting of free nerve endings, baroreceptors sense the change in the wall ofdistensible organs including blood vessels, and a portion of the respiratory, digestive, andurinary tract. When the pressure in the walls of these organs increases, the walls arestretched causing a deformation in the sensory nerves. As the pressure in these organsdecreases, the elastic fibers cause the walls to return to their original structure.



Fig. 10.5 Response of tactile receptors to stretch. The various tactile receptors changetheir firing rate qualitatively and quantitatively in response to stretch. WhereasMeissner's and Pacinian corpuscles respond quickly but also adapt quickly, Merkel's discsand Ruffini's endings adapt more slowly.Baroreceptors monitor blood pressure in the major vessels, particularly in the carotidartery at the carotid sinus, and the aortic arch of the aorta. Increases in blood pressure atthese sites initiate the baroreceptor reflex, in which an increased firing rate is relayed tothe CNS, and appropriate adjustments in heart rate and blood pressure are initiated.Baroreceptors in the lungs send information regarding lung inflation to the respiratoryrhythmicity centers in the brain stem to regulate breathing. Similarly, baroreceptors inthe colon and urinary bladder function in defecation and micturition, respectively. Thereare also baroreceptors along the gastrointestinal tract (GIT) that are involved inperistalsis.
ProprioceptorsProprioceptors monitor the position of joints, and the tension in tendons, ligaments, andmuscles. These receptors do not adapt, and continuously send information to the CNS.There are three groups of proprioceptors:

1. Muscle spindles. As discussed in Chapter 8, these receptors detect the length ofskeletal muscles.2. Golgi tendon organs. Located at the junction between skeletal muscle and its tendon,the Golgi tendon organs detect stretching of the tendons. The dendrites of the



receptor neurons branch extensively wrapping around the collagen fibers of thetendon.3. Receptors in joint capsules. To monitor the position of the body, joint capsules areinnervated with free nerve endings that detect pressure, tension, and movement ofthe joint.
Dorsal Column‐Medial Lemniscal Pathway (Mechanoreceptor Pathway)Axons of skin sensory receptors are designated, in order of decreasing size, as Aα, Aβ, Aδ,and C, which correspond to axons innervating muscles and tendons called groups I, II, III,and IV, respectively. Aα, Aβ, and Aδ are myelinated; C fibers are unmyelinated. Sensorynerves from the skin do not have Aα fibers. Mechanoreceptors send their messages viaAβ. These fibers enter the dorsal horn of the central gray area of the spinal cord andbranch. One branch synapses on second‐order sensory neurons deep in the dorsal hornand is involved in reflexes. The other branch ascends to the brain in the dorsal column‐medial lemniscal pathway (Fig. 10.6). This branch enters the ipsilateral dorsal column ofthe spinal cord. Composed of primary sensory axons and second‐order axons fromneurons in the central gray area of the spinal cord, these fibers ascend to the dorsalcolumn nuclei at the junction of the spinal cord and medulla where they synapse. Thefibers leaving the dorsal column nuclei decussate (cross to the other side) and ascend inthe medial lemniscus that courses through the medulla, pons, and midbrain and synapsesin the ventral posterior nucleus of the thalamus.
NociceptorsPain is mediated by nociceptors. These receptors respond to stimuli that can damagetissue. Some nociceptors respond directly to stimuli while others respond indirectly tochemicals released by damaged tissue. Some of these include histamine, K+, andproteases released from injured cells, bradykinin, substance P, acidity, ATP,prostaglandins, serotonin, and acetylcholine (ACh).



Fig. 10.6 Dorsal column‐medial lemniscal pathway. Mechanoreceptor signals enter thespinal cord through the dorsal root where they either synapse on secondary fibers in thegray area or ascend in the dorsal column. Nerve fibers ascending in the dorsal column,synapse in the dorsal column nuclei (nucleus gracilis and cuneatus). Fibers from thesenuclei immediately decussate and ascend to the ventral posterior nucleus of the thalamusvia the medial lemniscus. From there, fibers ascend to the primary somatosensory cortex.Chemical mediators are released in response to various stimuli. Bradykinin appears whenpeptidases released from injured cells cleave the extracellular protein kininogen to formbradykinin. Bradykinin acts directly on nociceptors it also increases the local synthesisand secretion of prostaglandins. Tissue acidity can increase when, for example, agalloping horse begins anaerobic metabolism producing lactic acid that leads to anincrease in extracellular H+ ions. Histamine is released when mast cells found in theconnective tissue are stimulated, such as during a bee sting. Prostaglandin E2 is ametabolite of arachidonic acid and is generated by the enzyme cyclooxygenase releasedfrom damaged cells. Aspirin and other nonsteroidal anti‐inflammatory analgesics work byblocking cyclooxygenase and inhibiting the synthesis of prostaglandins.There are three classes of nociceptors. Mechanical and thermal nociceptors are sensitiveto mechanical and thermal stimuli, respectively, whereas polymodal nociceptors respondto traumatized tissue rather than physical properties. Mechanical nociceptors respond toa strong tactile or sharp penetrating stimulus. Their firing rate increases with the relativedestructiveness of the mechanical stimuli. Thermal nociceptors respond to extremes intemperature. One group responds to noxious heat above 45°C; the second group responds



to noxious cold below 5°C. The polymodal nociceptors respond not only to painfulmechanical stimuli such as a strong pinch or puncture but also to noxious heat and cold orirritating chemicals. Stimulation of these receptors evokes slow, burning pain. These arethe primary receptors in tooth pulp.Pain signals are carried by lightly myelinated Aδ and unmyelinated C fibers. These fibershave different conduction velocities; therefore, pain information can produce two differentkinds of pain perceptions (Fig. 10.7). Initial pain is a fast, sharp pain mediated by Aδfibers; it is followed by secondary pain that is a duller, but a longer lasting mediated by Cfibers. Once stimulated, branches of the nociceptor neurons can secrete substance P andcalcitonin gene‐related peptide (CGRP), which are peptide neurotransmitters, from theperipheral terminals of collaterals of the primary nociceptive neurons. These two peptidescan cause vasodilation as well as the release of histamine from mast cells.Heat, redness, swelling, and pain are the cardinal signs of inflammation. Substance P cancause all these symptoms. The heat and redness are caused by vasodilation, swelling iscaused by the leakage of proteins and cells from these blood vessels into the interstitialspace, and the pain can result from the induced release of histamine that stimulatesnociceptors.
Pain PathwayThe Aδ and C fibers enter the spinal cord through the dorsal root and synapse in thesubstantia gelatinosa of the central gray area. The neurotransmitters released at this siteare thought to be glutamate and substance P. The glutamate, released from Aδ and Cfibers, acts at AMPA‐type glutamate receptors and evokes fast synaptic potentials indorsal horn neurons. Substance P is released from C fibers and evokes slow excitatorypostsynaptic potentials (EPSPs). Glutamate and substance P act together to transmit painsignals and, with substance P enhance and prolong the actions of glutamate. The impulseis then carried by secondary fibers that immediately decussate and then ascend to thebrain via the spinothalamic tract (Fig. 10.8).Many times, shortly after an injury, the site becomes extremely painful and especiallysensitive to touch. This is called hyperalgesia and is the body's way of protecting this sitefrom further injury. Primary hyperalgesia is associated with the damaged tissue; however,the surrounding area can also become supersensitive, a process called secondaryhyperalgesia. Hyperalgesia is due to the action of various compounds released duringinjury that make the nociceptors more sensitive.



Fig. 10.7 Nociception. Damage to the skin can cause the release of certain substances,including ATP, prostaglandins, and bradykinin. These substances can stimulate thenociceptors. Collaterals of the receptors can release substance P and calcitonin gene‐related peptide (CGRP) that can stimulate mast cells to release histamine. Histamine canstimulate nociceptors as well as cause vasodilation. Hence, the redness is associated withinflammation. The pain signals are carried by Aδ and C fibers through the dorsal root tothe substantia gelatinosa of the central gray area of the spinal cord. Here the fibersrelease glutamate and/or substance P, which signals secondary fibers. The secondaryfibers cross to the contralateral side and synapse on neurons that carry the impulse to thebrain via the spinothalamic tract.



Fig. 10.8 The spinothalamic pathway. Pain and temperature information is carried to thebrain via the spinothalamic pathway. Sensory fibers enter the spinal cord by way of thedorsal root and synapse in the central gray area of the spinal cord. They synapse on fibersthat decussate and then ascend through the spinothalamic tract to the intralaminar andventral posterior nuclei of the thalamus, where they synapse on fibers that then course tothe primary somatosensory cortex.Nociceptors from the viscera also enter the spinal cord by the same route as those fromcutaneous nociceptors. These signals can get mixed within the spinal cord because theafferent fibers from the viscera and somatic area converge on the same projectionneurons in the dorsal horn of the spinal cord (Fig. 10.9). This leads to the phenomenon ofreferred pain in which visceral pain is perceived as a cutaneous sensation. Such is thecase with angina in which ischemia in the heart leads to pain in the upper chest and downthe left arm.
ThermoreceptorsThermoreceptors alter their firing rate because of changes in temperature. Unlikemechanoreceptors that are silent in the absence of stimuli, thermoreceptors maintain alow, tonic firing rate (2–5 spikes/sec) at normal body temperature. There are separatecold and warm receptors, which can be shown by differential mapping on the skin. Thesefree nerve endings are in the dermis of the skin, skeletal muscles, liver, andhypothalamus.



Warm receptors begin firing around 30°C, increasing their firing rate up to 45°C, afterwhich their firing rate decreases (Fig. 10.10). Above 50°C warm receptors stop firing.Instead, the animal senses heat pain rather than warmth due to the firing of thermalnociceptors fire. Cold receptors actively fire at temperatures ranging from 35°C down to10°C. Below this temperature, cold becomes an anesthetic. For unknown reasons, somecold receptors increase their firing rate above 45°C.



Fig. 10.9 Referred pain. Referred pain occurs when visceral nociception is perceived as acutaneous sensation. The classic example of this is angina, in which the heart receivesinsufficient oxygen, resulting in pain from this region. However, the body perceives thepain as coming from the upper chest or left arm because cutaneous sensations from thisregion synapse in the spinal cord near the same region, and the brain is unable todistinguish between the two.



Fig. 10.10 Thermoreceptors. Thermoreceptors change their firing rate in response tochanges in skin or organ temperature. At normal body temperatures (36–38°C), both coldand warm receptors are discharged. As skin temperature decreases below 30°C, warmreceptors discontinue firing, whereas cold receptors increase their firing rate, which ismaximal at 25°C. Warm receptors fire maximally at 45°C.Thermoreceptors are very sensitive to differences in temperature between an object beingtouched and skin temperature. They respond vigorously to these abrupt changes intemperature and then adapt their firing rate. This can be demonstrated by placing yourhand in a beaker of cold water. Notice that with time, the sensations of cold decrease.Then, take your hand and plunge it into a beaker of warm water. Notice that the waterwill feel hot due to the sudden change in temperature.
Thermoreceptor PathwayCold receptors connect to Aδ and C fibers, whereas warm receptors connect only with Cfibers. These fibers synapse in the substantia gelatinosa of the dorsal horn in the spinalcord. The secondary fibers then decussate and ascend in the contralateral spinothalamictract along with the pain signals.Pain and temperature information from the face and head reaches the thalamus via thetrigeminal pathway (Fig. 10.11). Fibers in the trigeminal nerve synapse on second‐orderneurons in the spinal trigeminal nucleus in the brainstem. These fibers decussate andascend to the thalamus in the trigeminal lemniscus. The pain and temperature pathwaysare summarized in Figure 10.12.



ChemoreceptorsChemoreceptors are responsible for detecting changes in concentrations of specificchemicals or compounds. These receptors are also responsible for the special senses oftaste, or gustation, and smell, or olfaction. Taste and olfaction, which are consideredspecial senses whose signals are relayed to the primary sensory cortex, will be discussedseparately below. The chemoreceptors whose signals do not travel to the primary sensorycortex will be discussed here. They are responsible for sensing irritating substances onthe skin, nutrients within the GIT or brain, and carbon dioxide or oxygen levels in ourblood.



Fig. 10.11 Trigeminal pathway. Pain and temperature information from the face sendinformation via the trigeminal nerve (cranial nerve V). This information is carried to thetrigeminal nucleus and synapses on second‐order neurons that decussate and ascend tothe thalamus where they synapse on neurons and then ascend to the primarysomatosensory cortex.



Fig. 10.12 Pain and temperature pathways. The two major ascending pathways that carrypain and temperature information include the dorsal column‐medial lemniscal pathwayand the spinothalamic pathway. Note that the dorsal column medial lemniscal pathwayenters the spinal cord through the dorsal root and ascends to the medulla where itsynapses on second‐order neurons that cross over to the contralateral side and thenascend to the cerebral cortex. In the spinothalamic tract, nerves enter the spinal cord viathe dorsal root and synapse on second‐order nerves in the central gray area. Thesesecond‐order neurons cross over to the contralateral side before ascending to thethalamus where they synapse on neurons that then project to the cerebral cortex.There are chemoreceptors in the respiratory centers of the brain that sense changes in H+and CO2 concentrations. There are also chemoreceptors in the carotid bodies located nearthe origin of the internal carotid arteries and in the aortic bodies found between the majorbranches of the aortic arch. These receptors respond to changes in blood pH, CO2, andoxygen concentrations. Signals for the carotid and aortic bodies travel to the respiratorycenters through the glossopharyngeal (cranial nerve IX) and vagus (cranial nerve X).
Detection of Sensory StimuliSensory receptors are morphologically specialized structures that respond to specificstimuli. When stimulated, these receptors transform the stimulus into an electrical signalcalled a receptor potential, which is a graded potential causing either depolarization orhyperpolarization of the cell. The amplitude and duration of the receptor potential are



related to the magnitude and length of time of the stimulus. If the receptor potential islarge enough to reach the threshold, it is termed a generator potential and causes anaction potential to form in the sensory neuron. The process of converting the stimuli into areceptor potential is called stimulus transduction.The various types of sensory receptors have different mechanisms for transducing thestimulus into a receptor potential. In mechanoreceptors, when there is a conformationalchange in the tissue in which the receptor resides, it causes a change in the plasmamembrane of the mechanoreceptor, thus causing a physical change in the cation channelslocated in the sensory neuron membrane (Fig. 10.13). This physical change results in theopening of stretch‐sensitive channels that increase ion conductance. This leads todepolarization of the neuron and generation of a receptor potential. This mechanism isvery similar to the production of an EPSP. The amplitude of the receptor potential isproportional to the intensity of the stimulus. Greater conformational change in the tissuewill result in a greater number of channel openings on the mechanoreceptor. When thestimulus is removed, the ion channels close.

Fig. 10.13 Mechanoreceptor depolarization. Mechanoreceptors respond to the physicaldeformation of the plasma membrane. In this example, a Meissner's corpuscle, located inthe skin, is deformed when the skin is pressed. This produces a physical change in thecorpuscle membrane, which causes an opening of an ion channel on the plasmamembrane. As cations move inward, a receptor potential is generated in the corpuscle.Receptors involved in general senses are either free or encapsulated dendritic endings.Free nerve endings are widely distributed but are especially abundant in epithelial andconnective tissue. They are nonmyelinated and end in a knoblike swelling, sensitive totouch and pressure. There appear to be no structural differences between those that



detect touch and pressure from those that detect temperature and pain. While these arethe only sensory receptors on the surface of the eye, there are specialized tactilereceptors located throughout the body surface that are probably more important. Asummary of the various sensory receptors is shown in Table 10.2.



Table 10.2 Sensory receptors: structure and function.
Type Illustration Function Adapting LocationUnencapsulatedFreedendriticnerveendings

Nociceptors,thermoreceptors,mechanoreceptors
Slowlyadapting Most body tissues;dense concentration inconnective tissues,including ligaments,tendons, dermis, jointcapsules, periostea;epithlia (epidermis,cornea, mucosa,glands)

Merkel discs:modified freedendriticendings
Mechanoreceptors(fine touch) Slowlyadapting Basal layer ofepidermis of skin



Type Illustration Function Adapting LocationRoot hairplexuses Mechanoreceptors Rapid In and around hairfollicles

Encapsulated



Type Illustration Function Adapting LocationMeissner'scorpuscles Mechanoreceptors(light pressure,discriminative touch,low‐frequencyvibration)
Rapidlyadapting Dermal papillae ofhairless skin,especially nipples,external genitalia,fingertips, soles offeet, eyelids



Type Illustration Function Adapting LocationKrause's endbulbsPaciniancorpuscles(laminatedcorpuscles)

Mechanoreceptors(deep pressure andvibration when firstapplied)
Rapidlyadapting Deep in the dermisand subcutaneoustissue; joint capsules,tendons, ligaments

Ruffini’scorpuscles Mechanoreceptors(respond to deepcontinuous pressure)
Slowlyadapting Deep in dermis,hypodermis, and jointcapsule



Type Illustration Function Adapting LocationMusclespindlesGolgi tendonorgans
ProprioceptorsProprioceptors NonadaptingNonadapting Skeletal muscleTendons close toskeletal muscleinsertion

Surrounding all hairs is a root hair plexus that monitors distortions and movements.Movement of the hair causes a distortion in the sensory dendrites, resulting in theproduction of a receptor potential. These are rapidly adapting receptors. Therefore, theyare most important for detecting initial movements, or changes. For example, when asaddle is first placed on a horse these receptors send signals to the brain notifying thepresence of the saddle, but rather quickly these receptors adapt and stop sending signals.
ReflexesReflexes are automatic, neural responses to specific stimuli. Reflexes work to preservehomeostasis by making rapid adjustments that do not require conscious activity.Therefore, all reflexes involve a sensory receptor and a motor response.The neural path controlling a reflex is called a reflex arch (Fig. 10.14). The reflex archbegins with a sensory receptor and ends with the effector. There are four steps to a reflexarch:

1. Stimulus activates the receptor. Sensory receptors, such as those described above,receive a stimulus that generates a receptor potential, resulting in the production ofan action potential in the receptor. If the sensory cell and sensory neuron areseparate, then the action potential is produced in the sensory neuron.2. Information processing. The sensory information is transmitted to the CNS forprocessing. In a monosynaptic reflex, the sensory neuron synapses directly on a motorneuron releasing an excitatory neurotransmitter and causing the production of anEPSP in the motor neuron. Under normal conditions, EPSPs in motor neurons alwaysresult in an action potential in the motor neuron. In a polysynaptic reflex, there arepools of interneurons generally carrying signals to multiple sites (Fig. 10.15). Thesereflexes generally involve both excitatory and inhibitory neurotransmitters beingreleased from various interneurons (i.e., excitatory interneurons and inhibitoryinterneurons).



Fig. 10.14 Reflex arch. A reflex arch includes a sensory apparatus, a sensory neuron,a site of information processing or integration, and an effector. The sensory apparatusdetects a change that is transmitted via the sensory neuron to the central nervoussystem. There, the information is processed, and a motor response is sent via a motorneuron to the periphery to maintain homeostasis.



Fig. 10.15 Monosynaptic and polysynaptic reflexes. (1) In monosynaptic reflexes, thesensory neuron is activated and carries a signal to the central nervous system whereit synapses on an effector neuron. The effector neuron is activated causing an effect tooccur in the periphery. (2) In a polysynaptic reflex, the sensory signal synapses on aninterneuron in the central nervous system. The interneurons process the informationand then synapse on an effector neuron. The interneurons can either be excitatory,causing activation of the effector neuron, or they can be inhibitory, thus decreasingthe firing rate in the effector neuron.3. Activation of the motor neuron. As a result of the stimulus, a motor neuron isactivated to cause contraction to establish homeostasis. In the case of polysynapticreflexes, there are other synergistic muscles that may be stimulated and antagonisticmuscles that are inhibited.4. Response of the peripheral effector. Stimulation of the motor neurons results inthe release of a neurotransmitter at the synapse between the motor neuron and itseffector. This results in the contraction of a single muscle in the case of amonosynaptic reflex, or multiple muscles in the case of a polysynaptic synapse.
Classification of ReflexesReflexes can be classified based on their development, site of information processing, orresulting motor response.



Development of ReflexesAnimals are born with some reflexes, termed innate reflexes. Such reflexes involve thedevelopment of a genetically programmed response to specific stimuli. Such reflexesgenerally entail some process vital for life. Examples of such reflexes include suckling,chewing, a withdrawal reflex from painful stimuli, and tracking objects with the eyes. Anewborn calf will generally begin suckling almost immediately after birth.Other reflexes may develop later in life because of experience and are called acquiredreflexes. An example of an acquired reflex might be salivation in response to the sound ofa bell. Like innate reflexes, these responses are quick, automatic, and stereotypical, butthey must be learned.
Site of Information ProcessingIf the sensory information is processed in the spinal cord, the reflex is called a spinalreflex (e.g., withdrawal reflex). Such reflexes do not require input or processing from thebrain; therefore, they are functional in decerebrate animals. The processing ofinformation in the brain results in cranial reflexes.
Resulting Motor ResponseReflexes that involve the contraction of skeletal muscle are termed somatic reflexes, whilethose that involve smooth muscle, cardiac muscle, or glands are called visceral reflexes(Fig. 10.16). Although the contraction of skeletal muscle is generally under conscious,voluntary control, somatic reflexes involve the involuntary contraction or relaxation ofskeletal muscleVisceral reflexes are essential for maintaining homeostasis. Some input to the ANS issomatosensory. For example, if an animal suddenly cuts itself, this noxious stimulus canactivate the sympathetic nervous system causing local vasoconstriction as well asincreased blood pressure and heart rate. Visceral sensory information can also stimulatesuch reflexes. Sensory information from the thoracic and abdominal region is carried tothe brain via the vagus nerve, information from the head and neck via theglossopharyngeal nerves, and visceral chemosensory information (i.e., taste) by the facialnerves. This sensory information is all carried to the nucleus of the solitary tract.



Fig. 10.16 Somatic and visceral reflexes. (1) Somatic reflexes involve a somatic sensorysignal that is carried to the central nervous system where it stimulates a somatic motorneuron whose fiber travels to a skeletal muscle and causes contraction. (2) A visceralreflex is polysynaptic. There is either a somatic sensory signal or a visceral sensory signalthat is relayed to the central nervous system where it stimulates a presynaptic autonomicfiber, which then exits the central nervous system and synapses on a postsynaptic fiberthat then stimulates a visceral effector (i.e., smooth muscle, cardiac muscle, or gland).
Spinal Reflexes
Monosynaptic ReflexesSkeletal muscle is essential for the control of posture and voluntary movement. The brainsends messages to muscles to initiate movement. For example, assume the brain sends amessage to the leg of a horse to raise the leg and hold it above the ground. After the leg israised, proprioceptive messages are constantly sent back to the brain from the leg toinform the brain as to the spatial location of the leg.
Stretch ReflexThe stretch reflex, also called the myotatic reflex its Greek roots (myo = muscle; tatic =stretch), is the simplest reflex in the body, and it is an example of a proprioceptivemessage involved in maintaining posture and muscle tone. It is a monosynaptic reflex,providing autonomic control of skeletal muscle. The sensory mechanism involves themuscle spindles, which are small encapsulated sensory receptors located within theskeletal muscle that provide information about the changes in the length of the muscle.



Anatomy of the Muscle SpindleThere are two types of muscle fibers within skeletal muscle: extrafusal and intrafusal.Extrafusal muscle fibers are those fibers found outside of the muscle spindle making upthe bulk of skeletal muscle, and which are responsible for muscle contraction. In contrast,intrafusal (intra = within; fusal = spindle) muscle fibers, about one‐quarter the size of theextrafusal fibers, are located within the connective tissue capsule that surrounds themuscle spindle and run parallel to the extrafusal fibers (Fig. 10.17). The middle third ofthe capsule is swollen, giving it a spindle shape. The central region of each intrafusal fiberlacks myofilaments and is thus noncontractile.There are two types of intrafusal fibers: nuclear bag fibers and nuclear chain fibers. Atypical muscle spindle has 2–3 nuclear bag fibers and a varying number of nuclear chainfibers. Each intrafusal fiber is innervated by both motor and sensory neurons. There aretwo types of sensory fibers. The primary sensory endings are large type Ia fibers thatsense both the rate and amount of stretch of the muscle spindle. The secondary sensoryendings are small type II fibers that surround the endings of the intrafusal fibers and onlysense stretch of the muscle spindle. There are gamma motor neurons that innervate eachintrafusal fiber whereas α‐motor neurons innervate the extrafusal fibers.When a muscle is stretched, the intrafusal fibers in the muscle spindle are also stretched.This causes increased activity in the sensory endings. When the muscle shortens, theactivity in the sensory endings decreases. Therefore, the components of the stretch reflexinclude (1) stretch of the muscle spindle, (2) activation of the sensory neurons in themuscle spindle, (3) transmission of the sensory signal to the α‐motor neurons located inthe dorsal horn in the spinal cord, and (4) stimulation of muscle contraction induced bythe α‐motor neurons (Fig. 10.18).Stimulation of the gamma motor neuron causes the intrafusal fibers to contract whilehaving no effect on the extrafusal fibers. Contraction of the intrafusal fibers does notcontribute to the force of muscle contraction; instead, that is generated by the extrafusalfibers. Instead, stimulation of the gamma motor neurons causes the intrafusal fibers tocontract at either end. Because they are attached to the ends of the capsule, this causesthe sensory endings to increase their firing rate because they sense stretch.



Fig. 10.17 Muscle spindle. A muscle spindle consists of three components: intrafusalfibers, sensory endings, and a motor neuron. There are two types of intrafusal fibers:nuclear chain and nuclear bag fibers. There are two types of sensory endings: primaryendings and secondary endings. The intrafusal fibers are innervated by a gamma motorneuron.



Fig. 10.18 Components of stretch reflex. (1) A muscle spindle senses stretching in theskeletal muscle caused either by contraction of the muscle or tension on the muscle. (2)The sensory endings in the muscle spindle are activated, resulting in an increased firingrate in the sensory fibers from the muscle spindle. (3) The sensory fibers synapse withinthe spinal cord on the α‐motor neurons going to the same muscle. (4) The α‐motor neuronis activated and causes the same muscle to contract.(Leg image was adapted from Riegel and Hakola 1996.)
Muscle Spindle and Muscle ContractionBecause the contraction of intrafusal fibers does not contribute to the force of musclecontraction, what is the function of the muscle spindle? When a muscle contracts, thereare two phases to contraction. The dynamic phase is the period during which the musclelength changes. The static phase is when the muscle stabilizes its length. The two sensoryendings provide information regarding these phases (Fig. 10.19). When the muscle is firststretched, both the primary and secondary endings increase their firing rate. Because theprimary endings are also sensitive to the velocity of stretch, their firing rate also providesinformation regarding the rate of stretch (or contraction) of the muscle.
Function of the Gamma Motor NeuronsWhen the α‐motor neurons are stimulated, they cause contraction of extrafusal fiberswithin skeletal muscle. Because the muscle spindle capsule is anchored within theextrafusal fibers, the muscle spindle becomes flaccid as the two ends of the spindle movecloser together (Fig. 10.20). As a result, the muscle spindle becomes insensitive tostretching. To correct this situation, the intrafusal fibers in the muscle spindle areinnervated with γ‐motor neurons. Stimulation of γ‐motor neurons results in the



contraction of intrafusal fibers, thus causing the muscle spindle to shorten so that itremains responsive to changes in the length of the extrafusal fibers.



Fig. 10.19 Response of muscle spindles to stretch. (A) During the stretch of the muscle,both primary and secondary endings in the muscle spindle respond and increase theirfiring rate. The primary endings give additional information regarding the velocity ofstretch as seen here as an increase in firing rate associated with the initiation of stretch.(B) Because stretch occurred more rapidly, the primary endings showed an increasedfrequency of firing at the beginning of the muscle stretch compared to that seen in panel(A).



Fig. 10.20 Role of gamma motor neuron in muscle spindle. Although the muscle spindleis found deep in the muscle, for clarity, the extrafusal and intrafusal fibers have beendisplayed separately in this figure. (A) When the muscle is stretched, there is an increasein the firing rate in the sensory neurons. Only the primary endings are displayed in thisfigure. (B) When the α‐motor neuron is stimulated, it causes contraction of the extrafusalfibers. Because the muscle spindle is anchored within these fibers, the muscle spindlebecomes flaccid as the extrafusal fibers shorten. (C) If the gamma motor neuron isstimulated simultaneously with the α‐motor neuron, the intrafusal fibers contract alongwith the extrafusal fibers, thus preventing the muscle spindle from becoming unloaded.Therefore, the muscle spindle can maintain its ability to sense stretch within the muscle.(Figure modified from Kandel et al. 2000.)
Gamma Motor Neuron LoopAlthough the conscious motor movement is usually initiated by signals carried by the α‐motor neuron, there is a second method to initiate the contraction of skeletal musclecalled the gamma motor neuron loop (Fig. 10.21). Stimulation of a gamma motor neuroncauses contraction of intrafusal fibers, which causes the muscle spindle to detectstretching. The sensory endings in the muscle spindle detect the stretch, resulting in anincreased firing rate in the sensory neuron. This information is transmitted back to theCNS where the sensory neurons synapse directly on the α‐motor neurons going to thesame muscle. Increased firing rate in the α‐motor neuron results in contraction of themuscle to reduce the stretch in the muscle spindle.



Fig. 10.21 Gamma motor neuron loop. Stimulation of the gamma motor neuron causesshortening of the intrafusal fibers within the muscle spindle. This causes an increasedfrequency of firing in the sensory neuron that synapses on the α‐motor neuron.Stimulation of the α‐motor neuron results in contraction of the skeletal muscle.(Leg image was adapted from Riegel and Hakola 1996.)



Fig. 10.22 The tendon reflex (inverse myotatic reflex). When the Golgi tendon apparatuswithin the tendon is stretched, a sensory signal is carried in afferent fibers to the spinalcord where they synapse on interneurons. Inhibitory interneurons synapsing on α‐motorneurons going to the muscle where the sensory signal was generated cause relaxation ofthat muscle. Excitatory interneurons also synapse on α‐motor neurons going to antagonistmuscles, causing them to contract to relieve the stretch on the tendons in the agonistmuscle.(Leg image was adapted from Riegel and Hakola 1996.)
Polysynaptic Reflexes
Tendon ReflexThe stretch reflex is designed to prevent the tearing of skeletal muscle; the tendon reflex,also called the inverse myotatic reflex or reverse myotatic reflex, functions to prevent thetearing of tendons (Fig. 10.22). Golgi tendon receptors located within the tendons of themuscle increase their firing rate as tension increases in the tendon. When stimulated,afferent signals from the Golgi tendon receptors are transmitted to the spinal cord wherethese neurons synapse on interneurons. This signal dampens signals initiating contractionof the muscle and promotes reciprocal activation of antagonist muscles. The result isrelaxation of muscle attached to the overstretched tendon, and contraction of antagonistmuscles, an effect opposite that of the stretch reflex.The Golgi tendon reflex is particularly important during quick activities involving rapidchanges between flexion and extension. This reflex helps prevent the overstretching of thecollagen fibers in tendons.



Withdrawal ReflexThe withdrawal reflex, also called the flexor reflex, allows for the immediate withdrawal ofa body part in response to painful stimuli (Fig. 10.23). A painful stimulus inducestransmission of a sensory signal to the spinal cord where it excites α‐motor neurons goingto flexors in that region, while simultaneously inhibiting the extensors in the same area.This allows for the quick withdrawal of the body part.
Crossed‐Extensor ReflexThe crossed‐extensor reflex is a polysynaptic reflex in which a signal is sent to thecontralateral side of the spinal cord to initiate an extensor reflex at the same time thewithdrawal, or flexor, reflex is occurring on the ipsilateral side (Fig. 10.24). As an animalwithdraws a limb in response to a noxious stimulus, it would fall if it did notsimultaneously support itself on the opposite leg. The crossed‐extensor reflex immediatelyallows the animal to support its weight on the contralateral side as it shifts its weight offthe ipsilateral side.
Use of Reflexes in DiagnosticsReflexes are routinely examined to assess nervous system health. They provide adiagnostic tool at the site of a spinal cord, brain, spinal nerve, or cranial nerve injury.Muscle tone is tested by passively manipulating a limb. This can provide an indication ofwhether the animal has hypotonia (less than normal muscle tone) or hypertonia (excessivemuscle tone). Disease of the lower motor neurons, those motor neurons with cell bodies inthe brain stem or spinal cord, usually causes hypotonia, whereas hypertonia and spasticityare observed with diseases of the upper motor neurons. When muscles are no longerinnervated by the lower motor neurons, they begin to atrophy and lose tone. Upper motorneurons are those neurons with cell bodies in the CNS processing center. These neuronseither facilitate or inhibit lower motor neurons, which innervate a single motor unit. Whenan upper motor neuron, which has a cell body in the CNS processing center, is diseased,this results in facilitation (i.e., lowering the threshold for propagation of the actionpotential) of the lower motor neurons causing hypertonia. Table 10.3 gives examples ofreflexes used in diagnostics. These reflexes are important in determining the site of injuryin an animal.



Fig. 10.23 The withdrawal and crossed‐extensor reflexes. The withdrawal reflex isinitiated as a response to painful stimuli. Stepping on a nail would cause a noxious signalto be transmitted to the central nervous system where it would initiate contraction (+) ofthe flexor muscles and relaxation (−) of the extensor muscles so that the limb iswithdrawn from the painful stimuli. Simultaneously, the crossed‐extensor reflex is alsoinitiated, in which the extensors and flexors on the contralateral side are stimulated andrelaxed, respectively.



Fig. 10.24 Organization of the somatic and autonomic nervous systems. (A) Motorcommands for the somatic nervous system originate in the primary motor cortex. Theseefferent fibers then synapse either within the brain on nuclei for cranial nerves or on α‐motor neurons within the spinal cord. The α‐motor neurons, whose cell bodies are withinthe central nervous system, exit and travel to the skeletal muscle. (B) Motor commandsfor the autonomic nervous system originate in the hypothalamus. These efferent signalsthen travel to autonomic nuclei either in the brain or spinal cord where they synapse onpreganglionic fibers. These preganglionic fibers leave the central nervous system andtravel to the autonomic ganglia located in the periphery where they synapse onpostganglionic fibers. The postganglionic fibers travel to the visceral effectors such assmooth muscle, cardiac muscle, and glands.
Autonomic Nervous System
OverviewMany activities of an animal are under conscious control. Such activities include voluntarymotor movement and generally are not immediately necessary to sustain life. Theseactivities are controlled by the somatic nervous system. In contrast, most physiologicaland endocrine functions of the body are not consciously controlled but occurautomatically. These functions are essential to sustain life and include functions such asblood pressure, heart rate maintenance, and control of blood chemistry. These life‐sustaining activities are controlled by the ANS that coordinates and integrates thevisceral functions of the body. As originally proposed by Claude Bernard and furtherdeveloped by Walter Cannon, the concept of homeostasis is largely controlled by the ANS.



Table 10.3 Reflexes used in diagnostics.
Reflex Stimulus Afferent Nerves Spinal

Segment
Efferent Nerves Normal

ResponsePatellar Lightly tappatellartendon
Femoral nerve L3, L4, L5 Femoral Extension ofknee

Tricep Tap triceptendonproximal toolecranonprocess
Radial nerve C6, C7,T1, T2

Radial nerve Extension ofelbow
Bicep Place fingeron distalends ofbiceps andbrachialismuscles atlevel ofelbow; tapfinger withhammer

Musculocutaneousnerve C5, C6, C7 Musculocutaneousnerve Flexion ofelbow

Flexor‐pelvic limb Painfulstimuli (i.e.,pinch base oftoenail withhemostats)
Tibial, saphenous,and femoralnerves

L4, L5, S1 Tibial, saphenous,and femoralnerves
Flex hip

Crossed‐extensor Initiatingflexor reflex Regional spinalnerves Regionalspinalarea
Regional spinalnerves If animal hasupper motorneurondisease,extension ofoppositelimbPerineal Noxiousstimuli toanus

Sacral nerves Sacrum Sacral nerves Contractionof sphincterand flexionof tailPanniculus Mildstimulationof skin oftrunk
Regional spinalnerves Regionalspinalarea

Regional spinalnerves Contractionof cutaneoustrunci
The somatic nervous system, or somatic motor system, is under voluntary control andregulates the contraction of skeletal muscle. In contrast, the ANS controls visceraleffectors including smooth muscle, cardiac muscle, glandular tissue, and visceral reflexes.There are some fundamental differences in the arrangement of these two branches of thenervous system (Fig. 10.24). Efferent fibers in the somatic nervous system begin in theprimary motor cortex and travel either to cranial nerve nuclei located in the brain or to α‐motor neuron cell bodies in the anterior horn of the spinal cord. From there, motorneurons exit the CNS and travel to skeletal muscles. Therefore, in the somatic nervoussystem, the cell bodies of the motor neurons are located within the CNS.



Efferent fibers of the ANS generally originate in the hypothalamus and travel to eitherautonomic nerve nuclei in the brain or preganglionic neurons located in the anterior hornof the spinal cord. The preganglionic neurons then leave the spinal cord and synapse withpostganglionic neurons located in the autonomic ganglia located in the periphery. Theseneurons are called pre‐ and postganglionic neurons because they synapse with oneanother within a ganglion located in the peripheral nervous system. In contrast to thesomatic nervous system, the cell bodies of motor neurons of the ANS are located outsideof the CNS within the autonomic ganglia.The innervation of the target tissue by the ANS differs from that of the somatic nervoussystem. Whereas somatic neurons innervating skeletal muscle have specialized synapsescalled motor end plates containing specialized presynaptic structures such as an activezone, nerve endings of autonomic neurons only have swellings called varicosities andvesicles containing neurotransmitters (Fig. 10.25). Autonomic neurons can be highlybranched with synaptic transmission occurring at multiple sites along an axon terminal.
Overlap of Somatic and Autonomic FunctionsBoth somatic and visceral sensory information can initiate a visceral reflex (Fig. 10.26). Inother words, the two systems work together to maintain homeostasis. For example, if ananimal suddenly feels cold, it may activate the somatic nervous system to move to awarmer location but may also activate a visceral reflex that causes vasoconstriction in theskin and piloerection to reduce heat loss. If an animal is running hard, then not only areneural inputs necessary to tell the skeletal muscles to contract, but visceral reflexes arenecessary to increase blood flow to the skeletal muscles.



Fig. 10.25 Sympathetic varicosities. Rather than embedding within the smooth musclecells, postganglionic sympathetic fibers running over smooth muscle cells have swellingsalong their length called varicosities. Within the varicosities are vesicles containingnorepinephrine.



Fig. 10.26 Neural integration of the somatic and autonomic nervous systems. Thesomatic and autonomic nervous systems can simultaneously elicit various responsesbecause of sensory information.
Divisions of the Autonomic Nervous SystemThe ANS is subdivided into sympathetic and parasympathetic subdivisions. Thesesubdivisions have opposing effects on most functions. The sympathetic division,sometimes called the “flight‐or‐fight” division generally causes excitation and results incatabolism. This division is activated during periods of stress and exertion. Theparasympathetic division is responsible for rest, digestion, and anabolism (i.e., thebuilding phase of metabolism). While Walter B. Cannon originally suggested that thesetwo divisions work in opposition and function at opposite times, in fact, they are generallyboth active and work in conjunction to control motor systems.Included under the ANS is the enteric nervous system, sometimes called the “little brain.”Located within the walls of the digestive tract, this extensive network of neurons is alargely self‐contained system consisting of the myenteric (or Auerbach’s) plexus and thesubmucosal (or Meissner's) plexus that controls digestive functions. While under normalcircumstances, the other branches of the ANS influence the enteric nervous system, if thedigestive tract is deinnervated, such as if occurs during severe spinal injuries, then theenteric nervous system can maintain digestive functions. The enteric nervous system isdiscussed in more detail in Chapter 17.



Sympathetic DivisionThe sympathetic division of the ANS allows the body to respond to emergency situationsresulting from sudden changes in the internal or external environment. It mediates anincrease in alertness, heart rate, blood pressure, metabolism, respiration rate, sweating,piloerection, and mobilization of energy within the body. Simultaneously, it decreases theactivity of the digestive, urinary, and immune systems. It causes an increase in blood flowto the skeletal muscles while decreasing blood flow to the visceral organs.In other words, the sympathetic nervous system activates those systems an animal needsto flee or fight, while inhibiting systems are not immediately needed. If an animal isengaged in a fight, it needs increased blood flow to the skeletal muscles for increasedmuscular activity. Such blood flow comes at the expense of blood flow to the viscera. If ananimal is shunting resources to fight, it does not need to be simultaneously digesting ameal, therefore, blood flow is shifted from the digestive tract to skeletal muscle.
Parasympathetic DivisionThe parasympathetic nervous system stimulates restful activities, while inhibiting stressresponses. Therefore, it is most active during relaxed conditions. The parasympatheticnervous system promotes activities such as digestion, while simultaneously conservingenergy and decreasing blood pressure, heart rate, and respiration rate. Metabolic rate isdecreased by the parasympathetic nervous system and the pupils are constricted, whilethe lens is allowed to become more convex to aid close vision.
Anatomy of the Autonomic Nervous System
Sympathetic DivisionThe sympathetic division, also called the thoracolumbar division, exits the CNS from thethoracic and lumbar vertebrae. The preganglionic fibers have cell bodies in theintermediolateral horn, sometimes called the lateral horns or visceral motor zones, of thespinal cord (Fig. 10.27). After leaving the spinal cord through the ventral root, thepreganglionic sympathetic fibers enter the spinal nerve along with somatic motor fibers.Shortly thereafter, the sympathetic preganglionic fibers separate from the spinal nerveand pass through the white rami to enter the sympathetic chains (paravertebral chain)lying on either side of the spinal cord. Therefore, the preganglionic fibers are short, andthe postganglionic fibers are long.Upon entering the sympathetic chain, the myelinated preganglionic fibers can eithersynapse at that level, or they can travel rostrally or caudally before synapsing. Theunmyelinated postganglionic fibers exit the sympathetic chain via the gray rami.The sympathetic preganglionic fibers innervating the head exit the spinal cord from thefirst four thoracic segments (T1–T4), enter the sympathetic chain, and ascend to thesuperior cervical ganglion, the most rostral extension of the sympathetic chain (Fig.10.28). These fibers stimulate the dilator muscles for the irises of the eye, inhibit nasaland salivary glands, and innervate the muscle that lifts the eyelids. These responses areall typical of those observed during stress. Other fibers from the superior cervical gangliainnervate skin and blood vessels in the head, as well as sending branches to the heart.
Prevertebral GangliaThe preganglionic fibers from T5 caudally pass through the sympathetic chain beforesynapsing in the prevertebral ganglia. Prior to reaching the prevertebral ganglia, thesefibers form nerves called splanchnic nerves (splanchnic = viscera), which include nervessuch as the thoracic greater, lesser and least splanchnic nerves, lumbar splanchnic, andthe sacral splanchnic. The prevertebral ganglia include the coeliac ganglion and the



superior and inferior mesenteric ganglia. These ganglia differ from the paravertebralchain in that they lie anterior to the vertebral column, are unpaired, and occur only in theabdomen and pelvis. The postganglionic fibers from the prevertebral ganglia innervatethe GIT and its accessory organs including the pancreas and liver. These fibers alsoinnervate the kidneys, bladder, and genitalia.



Fig. 10.27 Sympathetic chain and pathways. Preganglionic sympathetic fibers originatein the intermediolateral horn of the thoracic and lumbar vertebrae. These fibers canfollow three paths: (1) as shown in green, the fiber can enter the sympathetic chain viathe white ramus and continue to a different level within the chain where it then synapseswith a postganglionic fiber that leaves the chain via the gray ramus. (2) As shown in blue,the preganglionic fiber can enter the spinal nerve and synapse on a postganglionic fiber inan outlying ganglion (prevertebral ganglion). (3) As shown in red, the preganglionic fibercan enter the sympathetic chain and synapse on a postganglionic fiber at the same level.(Figure modified from Getty 1964.)



Fig. 10.28 Sympathetic (thoracolumbar) division of the autonomic nervous system. Thepreganglionic fibers of the sympathetic nervous system originate in the lateral horns ofthe thoracic and lumbar vertebrae. The fibers exit and travel as shown in Figure 10.2 tothe outlying ganglia. The postganglionic fibers originate in the outlying ganglia and travelto the target organs. C1, T1, L1, S1, and Cy1 represent the first cervical, thoracic, lumbar,sacral, and coccygeal vertebrae, respectively.(Figure modified from Getty 1964.)
Pathways to the Adrenal MedullaEmbryologically, the adrenal medulla and sympathetic ganglia arise from the same tissue.Therefore, the adrenal medulla is unique in that it consists of postganglionic cells of thesympathetic nervous system. The preganglionic fibers are found in the thoracic splanchnicnerves that pass through the celiac ganglion without synapsing before reaching theadrenal medulla. The postganglionic cells making up the adrenal medulla secretenorepinephrine (NE) and epinephrine (E) when stimulated.
Parasympathetic DivisionThe parasympathetic division, or craniosacral division, originates from brain stem nucleiand S2–S4 of the sacrum (Fig. 10.29). The preganglionic fibers synapse on postganglionicfibers either on or near the target organ (intramural ganglia). Therefore, thepreganglionic fibers are long and the postganglionic fibers are short.The cranial outflow of the parasympathetic nervous system comes from four cranialnerves. These fibers originate in the Edinger‐Westphal nucleus, the oculomotor nerve(III), the superior salivary nuclei associated with the facial nerve (VII), the inferiorsalivary nuclei associated with the glossopharyngeal nerve (IX), and the dorsal vagalnucleus and nucleus ambiguous both associated with the vagus nerve (X). The oculomotornerves are responsible for pupil constriction and bulging of the lens as occurs during



accommodation when objects are moved closer in the field of vision. The facial nervesstimulate secretory activity from glands in the head such as the lacrimal and nasal glandsand mandibular and sublingual salivary glands. The glossopharyngeal nerves activate theparotid salivary glands.The vagus nerve accounts for 90% of all preganglionic parasympathetic fibers. Theyprovide input to the neck and all viscera in the thoracic and abdominal cavities. The vagusnerve mostly arises from the dorsal motor nuclei in the medulla, with its fibers synapsingon ganglia located in the target organ walls. These ganglia are not named, but insteadcollectively are called intramural ganglia, that is, “ganglia within the walls.” After passinginto the thorax, the vagus sends branches to various nerve plexuses including the cardiacplexuses, the pulmonary plexuses, and the esophageal plexuses supplying the heart, lungsand bronchi, and esophagus, respectively. Upon reaching the esophagus, fibers from thevagus nerves intermingle and form the anterior and posterior vagal trunks.

Fig. 10.29 Parasympathetic (craniosacral) division of the autonomic nervous system. Thepreganglionic fibers of the parasympathetic nervous system originate in the brain stemand sacral vertebrae. The fibers exit as either cranial nerves from the brain stem or spinalnerves from the sacrum and project to outlying ganglia located on or near the targetorgan. The postganglionic fibers originate in the outlying (intramural) ganglia andinnervate the target organs.(Figure modified from Getty 1964.)The prevertebral fibers from the sacral spinal cord leave via the ventral roots and travel inthe pelvic nerve to the pelvic ganglion plexus. These fibers innervate the descendingcolon, gladder, and external genitalia.
Physiology of the Autonomic Nervous System
Neurotransmitters and ReceptorsThe major neurotransmitters in the ANS are ACh and NE. Postganglionic neurons of theparasympathetic nervous system release ACh and are thus called cholinergic neuronswhile those of the sympathetic nervous system generally release NE and are calledadrenergic fibers. The exception is sympathetic fibers innervating sweat glands whichrelease Ach.Both sympathetic and parasympathetic preganglionic fibers generally release ACh thatacts at nicotinic receptors to induce fast EPSPs in postsynaptic cells.



Cholinergic FibersACh can bind to two types of receptors called nicotinic and muscarinic. These receptorswere named for pharmacological compounds that activate these receptors and are thuscalled agonists. Nicotine, the active ingredient in tobacco, is an agonist for the nicotinicreceptor, while muscarine, which is found in poisonous mushrooms, is an agonist atmuscarinic receptors.Nicotinic receptors are found at skeletal muscle end plates, and in autonomic ganglionicneurons in both the parasympathetic and sympathetic nervous systems. Therefore,somatic neurons and all preganglionic neurons release ACh that acts at nicotinicreceptors. The binding of ACh to nicotinic receptors always causes excitation of theeffector cell. In autonomic ganglion, stimulation of the nicotinic receptors evokes a fastEPSP usually triggering an action potential in the postsynaptic neuron.All cholinergic postganglionic fibers act at muscarinic receptors. These include allparasympathetic fibers as well as those sympathetic fibers innervating sweat glands.
Adrenergic FibersPostganglionic sympathetic fibers, except those innervating sweat glands, release NE. Thesympathetic postganglionic fibers in the adrenal medulla release both NE and E. Thereare two major classes of adrenergic receptors, alpha (α) and beta (β). NE and E act atboth types of receptors. Target organs can have one or both types of receptors. While, ingeneral, activating α‐adrenergic receptors causes excitation and activating β‐adrenergicreceptors causes inhibition, there are notable exceptions to these rules because there arevarious subclasses of these groups of receptors. A summary of the actions of these variedreceptors is shown in Table 10.4.Note that NE can have opposite effects on vasomotor tone depending on theconcentration of neurotransmitter (Fig. 10.30). When the dose of NE or E is relatively low,they cause vasodilation in skeletal muscle. Such a response is seen when an animal isalarmed or experiencing a “fight‐or‐flight” response in which there needs to be increasedblood flow to skeletal muscle to support its increased metabolic activity. This effect ismediated by the neurotransmitters acting at β2‐adrenergic receptors. In contrast, thesame neurotransmitters can cause vasoconstriction when these neurotransmitters areadministered at high doses, and the effect is mediated by α1‐adrenergic receptors. Thislatter response is only observed at doses of neurotransmitters above those present in vivo.



Table 10.4 Pharmacology of the autonomic nervous system.
Neurotransmitter Receptor

Types
Major
Locations

Effect Drugs Acting at
Receptor

Me

Acetylcholine(ACh) Nicotinic(ganglion) Neuromuscularjunction; allganglionicneurons,adrenalmedullary cells

Skeletal musclecontraction;excitation ofpostganglioniccells
Tubocurarine(antagonist) Neublo

MucscarinicM1 Autonomicnerve terminals Inhibit ACh andNE release Pirenzepine(antagonist) AntulcM2 Parasympatheticinput to heartand smoothmuscle
Inhibits heartrate; excitationof smoothmuscle

Atropine(antagonist) Dilapup
M3 Glandular tissue Secretion fromglands Atropine(antagonist) ReddrodurandPardise



Neurotransmitter Receptor
Types

Major
Locations

Effect Drugs Acting at
Receptor

Me

Norepinephrine(NE); epinephrine(E)
Alphaα1 Most allsympathetictarget cellsexcept heart

Vasoconstriction;constriction oforgansphincters;dilation of pupils
Prazosin(antagonist) Hyp

α2 Presynapticnerve endings(autoreceptors);blood platelets;postsynaptic inCNS

Inhibitsnorepinephrinerelease fromnerve terminal;promotes bloodclotting;relaxation ofdigestive tractsmooth muscle

Yohimbine(antagonist) Delejac

Betaβ1 Heart andcoronary bloodvessels; kidney;liver; adiposetissue
Increases heartrate andstrength ofcontraction;stimulates reninrelease fromkidney

Isoproterenol(agonist) Brodila

β2 Mostsympathetictarget cells
Dilation of bloodvessels andbronchioles;stimulatesinsulin secretion;relaxes smoothmuscle ofdigestive andurinary tracts;relaxes uteruswhen pregnant;glycogenolysis

Propranolol(antagonist) Decpre

β3 Adipose tissue Stimulateslipolysis in fatcells
Clenbuturol Decdep

Adensosine andATP PurinergicP1 Autonomiceffectors Reduceautonomicresponse
Theophylline(antagonist) Bro

PurinergicP2 Smooth muscle Fast and slowresponses to ATP Pyridoxalphosphate‐6‐azophenyl‐2′,4′‐disulfonic acidtetrasodium salt(antagonist)Nitric oxide (NO) NOreceptor Smooth muscle,especially blood Relax smoothmuscle Glyceryl trinitrateand nitroprusside Indcor



Neurotransmitter Receptor
Types

Major
Locations

Effect Drugs Acting at
Receptor

Me

vessels (generate NO) vasang

Fig. 10.30 Adrenergic effect on blood vessels. Blood vessels have both α1 and β2receptors on their surface. Epinephrine and norepinephrine have differential effects onblood vessel tone depending on the concentration of the neurotransmitter. When theconcentration of these neurotransmitters is low, they stimulate the β2‐adrenergicreceptors on the blood vessel walls, causing vasodilation. When the concentration is high,the primary effect is due to stimulation of the α1‐adrenergic receptors, which causesvasoconstriction.
Other NeurotransmittersACh can also evoke slow EPSPs and inhibitory postsynaptic potentials (IPSPs) inpostganglionic neurons. These effects are mediated by muscarinic receptors. The slowEPSPs occur when ACh causes the opening of Na+ and Ca++ channels and the closure ofM‐type K+ channels. Because these K+ channels are normally open at resting membranepotentials, their closure results in depolarization. The slow IPSPs result from opening K+channels to produce hyperpolarization.ATP is frequently co‐released with NE at many postganglionic sympathetic neurons. ATPcan act at ATP‐gated ion channels (P2 purinergic receptors) causing excitation. Inaddition, adenosine, which is produced by the hydrolysis of ATP, can act both pre‐ and



postsynaptically at P2 receptors. Adenosine reduces the release of NE and ATP from nerveterminals, particularly after intense sympathetic activity.Many neuropeptides are also co‐released with NE and ACh from autonomic neurons.Cholinergic preganglionic fibers may contain enkephalins, neurotensin, somatostatin, orsubstance P. Cholinergic postganglionic fibers can also contain CGRP and vasoactiveintestinal peptide (VIP). Corelease of VIP may enhance the effect of ACh because VIPcauses vasodilation. For example, when ACh causes salivary gland secretion, VIPenhances blood flow to support the secretory response.Noradrenergic postganglionic fibers may also release neuropeptide Y. At synapses wherethe nerve ending is more than 60 nm from the target tissue, neuropeptide Y enhancesboth the purinergic and adrenergic components of the tissue response. At synapses wherethe nerve ending is within 20 nm of the target, neuropeptide Y acts presynaptically toinhibit ATP and NE release. Sympathetic neurons can also contain galanin and dynorphinalong with neuropeptide Y.
Interactions of the Sympathetic and Parasympathetic DivisionsBoth divisions of the ANS innervate most organs, with the two divisions having oppositeeffects. While both divisions are normally active, the effect on the organ is dependent onthe relative activity of each division (Table 10.5).
Central Nervous System Control of the Autonomic Nervous SystemThe two divisions of the ANS are highly coordinated at the level of the CNS. The nucleusof the solitary tract serves an important role in this regard. It receives visceral input fromcranial nerves VII, IX, and X and can then modulate autonomic functions in two ways.First, this nucleus projects to neurons in the brain stem and spinal cord forming circuitsto control autonomic function. For example, visceral sensory information transmittedthrough this nucleus is used to regulate vagal motor control to the stomach and heart.Second, this nucleus integrates autonomic functions with endocrine and behavioralresponses largely through its interaction with the hypothalamus.



Table 10.5 Parasympathetic and sympathetic effects.
Target Organ Parasympathetic Effect Sympathetic EffectsEye (Iris) Constricts eye pupils Dilates eye pupils (α1)Eye (ciliary muscle) Makes lens more convex foraccommodation No effect
Glands (nasal,lacrimal, salivary,gastric, pancreas)

Stimulates secretion Inhibits secretion; causesvasoconstriction of blood vessels toglandsSweat glands No effect Stimulates secretion viacholinergic fibersAdrenal medulla No effect Stimulates NE and E secretionArrector pili muscles No effect Contraction causing erection ofhairs and goosebumpsHeart muscle Decreases heat rate andstrength of contraction Increases heart rate and strengthof contractionsCoronary blood vessel Vasoconstriction VasodilationBladder/urethra Contraction of bladder wall;relaxation of urethrasphincter; void urine
Relaxation of bladder wall;constriction of urethra sphincter;inhibits urine releaseLungs Constricts bronchioles Dilates bronchiolesDigestive tract Increases peristalsis andsecretion of digestive juices;relaxes sphincters
Decreases digestive motility andsecretion

Liver No effect Epinephrine stimulatesglycogenolysisGallbladder Stimulates contraction Inhibits contractionKidney No effect Vasoconstriction; decreased urineoutput; increases renin formationPenis Erection via vasodilation EjaculationVagina/clitoris Erection via vasodilation ofclitoris Reverse peristalsis or contractionof vaginaBlood vessels Vasodilation via productionof nitric oxide Constricts most vessels increasingblood pressure; dilates vessels inskeletal muscle, heart, andbronchiolesBlood coagulation No effect Increases coagulationCellular metabolism No effect Increases metabolic rateMental activity No effect Increases alertnessAdipose tissue No effect Stimulates lypolysisThe hypothalamus was once termed the “head ganglion” of the ANS. Early studies onbrain function found that stimulating or lesioning the hypothalamus altered autonomicfunction. Recent studies have revealed that these effects were due to the interruption ofascending and descending pathways that course through the hypothalamus travelingbetween the cerebral cortex and basal forebrain.The hypothalamus serves a role in regulating five autonomic functions:



1. It regulates blood pressure and electrolyte composition by controlling fluid and saltintake, thus maintaining blood osmolality and volume.2. It regulates body temperature by controlling the set point for body temperature andactivating either heat loss or heat production pathways.3. It regulates energy metabolism by controlling food intake, digestion, and metabolicrate.4. It controls an animal’s response to stress by regulating adrenal function, blood flow tomuscles, and immunological responses.5. It regulates reproductive functions including mating, pregnancy, and lactation.
The hypothalamus is well positioned to coordinate these functions because it receivessensory information from most of the body, it can compare that information withendogenous set points and can then make appropriate adjustments via negative feedbackloops to maintain homeostasis. Regarding sensory information, the hypothalamus receivesdirect input from the visceral sensory system, the olfactory system, and the retina.Information from the retina is used by the suprachiasmatic nucleus to synchronize theinternal clock and control circadian rhythms. Pain information is carried to thehypothalamus from the spinal and trigeminal dorsal horns. In addition, the hypothalamuscontains sensory neurons that monitor temperature, osmolality, glucose, and sodiumconcentration. Signals from the periphery, such as blood leptin or angiotensin II levels,are also able to reach the hypothalamus because of specialized structures calledcircumventricular organs, which allow peptides to cross the blood–brain barrier at thesesites.
Visceral ReflexesAlthough the definition of visceral reflexes was discussed above, here we describe specificvisceral reflexes. Visceral reflexes control an array of autonomic responses. Someresponses are very rapid such as a change in pupil size, while others are relatively slowsuch as gastric secretions.
Ocular ReflexesThe diameter of the pupil and the shape of the lens are controlled by the ANS.Sympathetic fibers originating from the superior cervical ganglia innervate the musclescontrolling the dilation of the pupil while parasympathetic fibers innervate circularmuscles constricting the pupil. When excited, the ANS inhibits pupillary constriction,while it simulates pupil dilation muscles.
Cardiovascular ReflexesArterial blood pressure is controlled by both cardiac output and resistance to blood flow.The sympathetic nervous system can increase heart rate, the strength of cardiaccontraction, and peripheral resistance, while the parasympathetic nervous system candecrease heart rate and peripheral resistance, although its effect on peripheral resistanceis less than that of the sympathetic nervous system.Sympathetic vasoconstrictor tone is controlled by adrenergic neurons originating in theventrolateral medulla that innervate sympathetic vasoconstrictor preganglionic neurons.Stimulation of baroreceptors sends signals to the nucleus of the solitary tract that excitesinterneurons in the caudal ventrolateral medulla, leading to inhibition of vasomotorneurons and excitation of vagal cardiomotor neurons. This produces a decrease in bloodpressure and heart rate.



NE is released from sympathetic fibers innervating the heart and acts on the β adrenergicreceptors in the heart to increase heart rate and force of contraction. It acts by increasingthe production of cyclic adenosine monophosphate (cAMP) that in turn opens long‐lasting(L‐type) Ca++ channels. NE also decreases the threshold for the firing of cardiacpacemaker cells (located in the sinoatrial node), leading to increased heart rate.ACh is released from parasympathetic fibers innervating the heart and acts on muscarinicreceptors in the sinoatrial (SA) and atrioventricular (AV) nodes. This causes an increasein K+ conductance in these cells, which causes hyperpolarization of the SA and AV nodes,thus slowing transmission through these sites. ACh also increases the threshold for firingthe pacemaker cells in the SA node. The strength of contraction of cardiac muscle is alsodecreased by ACh by decreasing the intracellular cAMP, thus reducing the L‐type Ca++current.
Glandular ReflexesThe parasympathetic nervous system stimulates gastrointestinal glands such as the nasal,lacrimal, and gastric glands. Glands located in the upper GIT, particularly in the mouthand stomach, are more strongly stimulated than those in the lower GIT. Glands in thelower part of the GIT are mostly under the control of the enteric nervous system. Salivaryglands are under both sympathetic and parasympathetic control. Sympathetic inputcauses a viscous secretion high in amylase, while parasympathetic input causes a waterysecretion of higher volume.In general, the sympathetic nervous system decreases glandular secretions, while theparasympathetic nervous system increases glandular secretions. This is because thesympathetic nervous system generally decreases blood flow to glands. The exception issweat glands, in which the sympathetic nervous system increases sweating. Sympatheticfibers to the sweat glands are cholinergic rather than adrenergic.
Gastrointestinal ReflexesThe parasympathetic nervous system stimulates gastric acid secretion whereas thesympathetic nervous system inhibits secretion. The enteric nervous system controlsperistalsis. The presence of a bolus of food in the GIT causes a stretch in the gut walls,generating sensory signals that synapse on interneurons within the gut wall. Theseinterneurons initiate a stimulatory motor signal to the circular muscle layer rostral of thebolus while simultaneously causing inhibition of motor neurons of the circular musclelayer caudad of the bolus. In addition, the interneurons send signals resulting instimulation of the longitudinal muscle layer caudad of the bolus while inhibiting thelongitudinal muscle layer rostral of the bolus.
Urogenital ReflexesAlthough bladder emptying is generally under autonomic control, there can be somevoluntary control. When the bladder is extended, there is a visceral sensory reflex inwhich parasympathetic postganglionic neurons in the pelvic ganglion plexus promotecontraction of the bladder. The sympathetic nervous system promotes bladder smoothmuscle relaxation.



Chapter SummaryThe peripheral nervous system consists of sensory receptors, nerves conducting impulsesto and from the CNS, their associated ganglia, and motor endings.
Nerves and Ganglia
Nerves

1. A nerve is a collection of axons from many neurons and is found in the peripheralnervous system.2. Nerves are surrounded by a series of connective tissue layers. The epineurium is theoutermost layer, consisting of a dense network of collagen fibers. The perineurium isthe next innermost layer, and it partitions the nerve into a series of fascicles, eachcontaining a bundle of axons. The innermost layer is the endoneurium that surroundseach individual axon.
Classification of Nerves

1. Nerves carrying impulses toward the CNS are called sensory or afferent nerves,whereas those carrying impulses away from the CNS are motor or efferent nerves.2. Peripheral nerves can function within the autonomic (visceral) nervous system orsomatic nervous system.
Spinal Nerves

1. Nerves leaving the CNS are called either spinal nerves or cranial nerves. There is apair of spinal nerves exiting at each spinal segment.2. Each spinal nerve has a dorsal and ventral root that enters and exits the spinal cord,respectively. Near the spinal cord, the two roots merge, forming a spinal nerve, whichis a mixed nerve containing both afferent and efferent fibers.3. Each dorsal root has a swelling called the dorsal root ganglion, situated near thespinal cord, which contains the cell bodies of the neurons running through the dorsalroot.
Degeneration and Regeneration of Nerves

1. Neurons do die. It is believed that neurotrophic factors are responsible for keepingneurons alive. The presence of these factors suppresses a latent biochemical pathwaypresent in all cells that cause the cells to commit suicide.2. Cells can die by a process called apoptosis, or programmed cell death, which involvesfour steps. The cell shrinks, the chromatin condenses, the cell fragments intoapoptotic bodies, and the cellular remnants are phagocytized by macrophages orother such cells.3. In apoptosis, the loss of neurotrophic factors such as NGF decreases the activity ofthe MAP kinase and phosphatidylinositol 3‐kinase pathways, resulting in an increasein reactive oxygen species. This leads to an increase in c‐jun N‐terminal kinases andphosphorylation of c‐jun protein. Then, there is an increased expression of genes,including c‐jun, cyclin D1, and c‐fos, and a decrease in RNA and protein synthesis.There is a decrease in Bcl‐2 family proteins. When damaged, Bcl‐2 family proteinsrelease Apaf‐1, which activates caspases (cysteine aspartate specific proteases).



Caspases are a family of over a dozen proteins that cleave cellular proteins ataspartate residues.
GangliaGanglia are collections of neuron cell bodies located in the peripheral nervous system.
Sensory Receptors

1. Sensations are the awareness of a stimulus, whereas perception involves theinterpretation of the sensation and occurs in the CNS.2. All senses involve three steps: (1) a physical stimulus, (2) transformation of thestimulus into a nerve impulse, and (3) a response to the sensation in the form of aperception or conscious experience of sensation.3. All sensory systems give four types of information about the stimulus, includingmodality, location, intensity, and timing, which collectively yield sensation.
Classes of Sensory Receptors

1. There are five classes of sensory receptors: mechanical, chemical, nociceptors (nocere= to injure), thermal, and electromagnetic.2. Mechanoreceptors can detect touch, proprioceptive sensation (muscle stretch orcontraction), joint position, hearing, and sense of balance. Chemoreceptors function inthe sense of itches, taste, and smell. Nociceptors detect pain. Thermoreceptors cansense either hot or cold, while photoreceptors sense electromagnetic energy.3. These receptors can be further classified by location as exteroceptors, interoceptors,or proprioceptors.4. Exteroceptors are sensitive to stimuli outside the body. Located near the surface ofthe body, they can detect touch, pressure, pain, and temperature, as well as specialsenses such as smell, taste, vision, and auditory.5. Interoceptors monitor the visceral organs and their function. They monitor chemicaland temperature changes, as well as stretching within the viscera.6. Proprioceptors are restricted to those receptors in muscles and joints that provideinformation concerning the position of the bones and muscles.
General Senses
Mechanoreceptors

1. Mechanoreceptors detect distortions in their cell membranes such as bending andstretching.2. There are three classes of mechanoreceptors: (1) tactile receptors are responsible forthe sensations of touch, pressure, and vibration; (2) baroreceptors detect changes inpressure in the walls of blood vessels, as well as the digestive, reproductive, andurinary tracts; and (3) proprioceptors detect changes in the position of joints andmuscles.3. The two principal tactile receptors located in the superficial skin layers are Merkel'sdiscs and Meissner's corpuscles. The two tactile receptors found in the deepsubcutaneous layers are the Pacinian corpuscle and the Ruffini ending.4. There are three groups of proprioceptors: (1) muscle spindles detect the length ofskeletal muscles; (2) Golgi tendon organs, located at the junction between skeletal



muscle and its tendon, detect the stretch of the tendons; and (3) receptors in jointcapsules monitor the position of the body, and joint capsules are innervated with freenerve endings that detect pressure, tension, and movement of the joint.
Nociceptors

1. Pain is mediated by nociceptors. These receptors respond to stimuli that can damagetissue.2. Some nociceptors respond directly to stimuli, while others respond indirectly becausethey respond to chemicals released by damaged tissue.
Thermoreceptors

1. Thermoreceptors alter their firing rate as a result of changes in temperature.2. Thermoreceptors maintain a low, tonic firing rate (2–5 spikes/s) at normal bodytemperature.3. There are separate cold and warm receptors located in the dermis of the skin, skeletalmuscles, liver, and hypothalamus.
Chemoreceptors

1. Chemoreceptors are responsible for detecting changes in concentrations of specificchemicals or compounds.2. These receptors are also responsible for the special senses of taste, smell, or olfaction.They are responsible for sensing irritating substances on the skin, nutrients within theGI tract or brain, or carbon dioxide or oxygen levels in our blood.
Detection of Sensory Stimuli

1. When sensory receptors are stimulated, they transform the stimulus into an electricalsignal called a receptor potential. The amplitude and duration of the receptorpotential are related to the magnitude and length of time of the stimulus. If thereceptor potential is large enough to reach the threshold, it is termed a generatorpotential and causes an action potential to form in the sensory neuron.2. The process of converting the stimulus into a receptor potential is called stimulustransduction.
Reflexes

1. Reflexes are automatic, neural responses to specific stimuli. Reflexes work to preservehomeostasis by making rapid adjustments that do not require conscious activity.2. The neural path controlling a reflex is called a reflex arch. The reflex arch begins witha sensory receptor and ends with the effector.3. There are four steps to a reflex arch: (a) stimulus activates the receptor, (b)information processing, (c) activation of the motor neuron, and (d) response of theperipheral effector.
Classification of Reflexes

1. Reflexes can be classified based on their development, site of information processing,or resulting motor response.



2. Development of reflex.  Animals are born with some reflexes, termed innate reflexes,such as suckling, chewing, a withdrawal reflex from painful stimuli, and trackingobjects with the eyes. Other reflexes are called acquired reflexes such as salivation inresponse to the sound of a bell.3. Site of information processing.  If the sensory information is processed in the spinalcord, the reflex is called a spinal reflex (e.g., withdrawal reflex). The processing ofinformation in the brain results in cranial reflexes.4. Resulting motor response.  Reflexes that involve the contraction of skeletal muscle aretermed somatic reflexes, while those that involve smooth muscle, cardiac muscle, orglands are called visceral reflexes.
Spinal Reflexes
Monosynaptic Reflex

1. The stretch reflex, also called the myotatic reflex, is the simplest reflex in the body,and it is an example of a proprioceptive message involved in maintaining posture andmuscle tone.2. The stretch reflex is a monosynaptic reflex providing autonomic control of skeletalmuscle. The sensory mechanism involves the muscle spindles, which are small,encapsulated sensory receptors located within the skeletal muscle that provideinformation about the changes in the length of the muscle.3. Anatomy of the muscle spindle. There are two types of muscle fibers within skeletalmuscle: extrafusal muscle fibers that are found outside of the muscle spindle, makingup the bulk of skeletal muscle, and intrafusal muscle fibers that are located within theconnective tissue capsule that surrounds the muscle spindle and run parallel to theextrafusal fibers.4. There are two types of sensory fibers: primary sensory endings and secondary sensoryendings.5. Gamma motor neurons innervate each intrafusal fiber, whereas α‐motor neuronsinnervate the extrafusal fibers.6. When a muscle is stretched, the intrafusal fibers are also stretched, thus increasingactivity in the sensory endings.7. The components of the stretch reflex include (a) stretch of the muscle spindle, (b)activation of the sensory neurons in the muscle spindle, (c) transmission of thesensory signal to the α‐motor neurons located in the dorsal horn in the spinal cord,and (d) stimulation of muscle contraction induced by the α‐motor neurons.8. Stimulation of the gamma motor neurons causes the intrafusal fibers to contract ateither end. Because they are attached to the ends of the capsule, this causes thesensory endings to increase their firing rate because they sense stretch.9. Gamma motor neuron loop. Stimulation of a gamma motor neuron causes contractionof intrafusal fibers, which causes the muscle spindle to detect stretch. The sensoryendings in the muscle spindle detect the stretch, resulting in an increased firing ratein the sensory neuron. This information is transmitted back to the CNS where thesensory neurons synapse directly on the α‐motor neurons going to the same muscle.Increased firing rate in the α‐motor neuron results in contraction of the muscle inorder to reduce the stretch in the muscle spindle.



Polysynaptic Reflexes

1. Tendon reflex.  The tendon reflex, also called the inverse myotatic reflex or reversemyotatic reflex, functions to prevent the tearing of tendons. Golgi tendon receptorslocated within the tendons of the muscle increase their firing rate in response toincreased tension in the tendon. This signal then causes inhibition of contraction ofthe muscle from which the signal is initiated while causing reciprocal activation ofantagonist muscles.2. Withdrawal reflex.  The withdrawal reflex, also called the flexor reflex, allows for theimmediate withdrawal of a body part in response to painful stimuli. A painful stimuluscauses a sensory signal to be transmitted to the spinal cord where it causes theexcitation of α‐motor neurons going to flexors in that region while simultaneouslyinhibiting the extensors in the same region.3. Crossed‐extensor reflex.  The crossed‐extensor reflex is a polysynaptic reflex in whicha signal is sent to the contralateral side of the spinal cord to initiate an extensor reflexat the same time the withdrawal, or flexor, reflex is occurring on the ipsilateral side.The crossed‐extensor reflex immediately allows the animal to support its weight onthe contralateral side as it shifts its weight off the ipsilateral side.
Use of Reflexes in Diagnostics

1. Reflexes are routinely examined when assessing the nervous system. They provide adiagnostic tool at the site of a spinal cord, brain, spinal nerve, or cranial nerve injury.2. Table 10.3 gives examples of reflexes used in diagnostics.
Autonomic Nervous System
Overview

1. In contrast to conscious activities controlled by the somatic nervous system, mostphysiological and endocrine activities of the body require no conscious activity but areinstead controlled automatically. These life‐sustaining activities are controlled by theANS that coordinates and integrates the visceral functions of the body.2. The ANS controls visceral effectors, including smooth muscle, cardiac muscle,glandular tissue, and visceral reflexes.3. Efferent fibers of the ANS generally originate in the hypothalamus and travel to eitherautonomic nerve nuclei in the brain or preganglionic neurons located in the anteriorhorn of the spinal cord. The preganglionic neurons then leave the spinal cord andsynapse with postganglionic neurons located in the autonomic ganglia located in theperiphery.
Divisions of the Autonomic Nervous System

1. The ANS is subdivided into the sympathetic and parasympathetic subdivisions.2. The sympathetic division, sometimes called the flight‐or‐fight division, generallycauses excitation and results in catabolism. This division is activated during periods ofstress and exertion.3. The parasympathetic division is responsible for rest, digestion, and anabolism (i.e.,the building phase of metabolism).



Role of the Sympathetic Division

1. The sympathetic division allows the body to respond to emergency situations,resulting from sudden changes in the internal or external environment. It mediates anincrease in alertness, heart rate, blood pressure, metabolism, respiration rate,sweating, piloerection, and mobilization of energy within the body.2. Simultaneously, it decreases the activity of the digestive, urinary, and immunesystems. It causes an increase in blood flow to the skeletal muscles while decreasingblood flow to the visceral organs.
Role of the Parasympathetic Division

1. The parasympathetic nervous system stimulates restful activities while inhibitingstress responses. Therefore, it is active during nonstressful conditions.2. The parasympathetic nervous system promotes activities such as digestion whilesimultaneously conserving energy, and decreasing blood pressure, heart rate, andrespiration rate. The metabolic rate is decreased by the parasympathetic nervoussystem.
Anatomy of the Autonomic Nervous System
Sympathetic Division

1. The sympathetic division, also called the thoracolumbar division, exits the CNS fromthe thoracic and lumbar vertebrae.2. After leaving the spinal cord through the ventral root, the preganglionic sympatheticfibers enter the spinal nerve along with somatic motor fibers. Shortly thereafter, thesympathetic preganglionic fibers separate from the spinal nerve and pass through thewhite rami to enter the sympathetic chains (paravertebral chain) lying on either sideof the spinal cord. Therefore, the preganglionic fibers are short, and thepostganglionic fibers are long.3. The unmyelinated postganglionic fibers exit the sympathetic chain via the gray rami.
Parasympathetic DivisionThe parasympathetic division, or craniosacral division, originates from brain stem nucleiand S2–S4 of the sacrum. The preganglionic fibers synapse on postganglionic fibers eitheron or near the target organ. Therefore, the preganglionic fibers are long, and thepostganglionic fibers are short.
Physiology of the Autonomic Nervous System
Neurotransmitters and Receptors

1. The major neurotransmitters in the ANS are ACh and NE. Postganglionic neurons ofthe parasympathetic nervous system release ACh and are thus called cholinergicneurons while those of the sympathetic nervous system generally release NE and arecalled adrenergic fibers.2. Both sympathetic and parasympathetic preganglionic fibers generally release AChthat acts at nicotinic receptors to induce fast EPSPs in postsynaptic cells.
Cholinergic Fibers

1. ACh can bind to two types of receptors nicotinic and muscarinic.



2. Nicotinic receptors are found at skeletal muscle end plates and in autonomicganglionic neurons in both the parasympathetic and sympathetic nervous systems.Therefore, somatic neurons and all preganglionic neurons release ACh that acts atnicotinic receptors.3. All cholinergic postganglionic fibers act at muscarinic receptors. These include allparasympathetic fibers as well as those sympathetic fibers innervating sweat glands.
Adrenergic Fibers

1. Postganglionic sympathetic fibers, except those innervating sweat glands, release NE.The sympathetic postganglionic fibers in the adrenal medulla release both NE and E.2. There are two major classes of adrenergic receptors: alpha (α) and beta (β). NE and Eact at both types of receptors.3. When the dose of NE or E is relatively low, they cause vasodilation in skeletal muscle.Such a response is seen when an animal is alarmed or experiencing a flight‐or‐fightresponse in which there needs to be increased blood flow to skeletal muscle tosupport its increased metabolic activity. This effect is mediated by theneurotransmitters acting at β2‐adrenergic receptors. When these neurotransmittersare administered at high doses, they cause vasoconstriction mediated by α1‐adrenergic receptors.
Other Neurotransmitters

1. Adenosine triphosphate (ATP) is frequently co‐released with NE at manypostganglionic sympathetic neurons. Adenosine, which is produced by the hydrolysisof ATP, can act both pre‐ and postsynaptically at purine (P2) receptors. Adenosinereduces the release of NE and ATP from nerve terminals, particularly after intensesympathetic activity.2. Many neuropeptides are also co‐released with NE and ACh from autonomic neurons.Cholinergic preganglionic fibers may contain enkephalins, neurotensin, somatostatin,or substance P. Cholinergic postganglionic fibers can also contain CGRP and VIP.Corelease of VIP may enhance the effect of ACh because VIP causes vasodilation. Forexample, when ACh causes salivary gland secretion, VIP enhances blood flow tosupport the secretory response.
Interactions of the Sympathetic and Parasympathetic DivisionsBoth divisions of the ANS innervate most organs, with the two divisions having oppositeeffects. The effect on the organ is dependent on the relative activity of each division.
Central Nervous System Control of the Autonomic Nervous System

1. The two divisions of the ANS are highly coordinated at the level of the CNS.2. The hypothalamus serves a role in regulating five autonomic functions:a. It regulates blood pressure and electrolyte composition by controlling fluid andsalt intake, thus maintaining blood osmolality and volume.b. It regulates body temperature by controlling the set point for body temperatureand activating either heat loss or heat production pathways.c. It regulates energy metabolism by controlling food intake, digestion, andmetabolic rate.



d. In controlling an animal's response to stress by regulating adrenal function, bloodflow to muscles, and immunological responses.e. It regulates reproductive functions including mating, pregnancy, and lactation.
Visceral ReflexesVisceral reflexes control an array of autonomic responses.
Ocular ReflexesThe diameter of the pupil and the shape of the lens are controlled by the ANS.Sympathetic fibers originating from the superior cervical ganglia innervate the musclescontrolling the dilation of the pupil, while parasympathetic fibers innervate circularmuscles constricting the pupil. When excited, the ANS inhibits pupillary constriction,while it simulates the pupillodilator muscles.
Cardiovascular ReflexesAlthough the sympathetic nervous system can increase heart rate, the strength of cardiaccontraction, and peripheral resistance, while the parasympathetic nervous system candecrease heart rate and peripheral resistance, its effect on peripheral resistance is lessthan that of the sympathetic nervous system.
Glandular Reflexes

1. The parasympathetic nervous system stimulates gastrointestinal glands such as thenasal, lacrimal, and gastric glands. Sympathetic input causes a viscous secretion highin amylase, while parasympathetic input causes a watery secretion of higher volume.2. In general, the sympathetic nervous system decreases glandular secretions, while theparasympathetic nervous system increases glandular secretions.
Gastrointestinal ReflexesThe parasympathetic nervous system stimulates gastric acid secretion, whereas thesympathetic nervous system inhibits such function. The enteric nervous system controlsperistalsis.
Urogenital ReflexesAlthough bladder emptying is generally under autonomic control, there can be somevoluntary control. When the bladder is extended, there is a visceral sensory reflex inwhich parasympathetic postganglionic neurons in the pelvic ganglion plexus promotecontraction of the bladder. The sympathetic nervous system promotes bladder smoothmuscle relaxation.
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Special Senses
The special senses include smell, taste, vision, hearing, andequilibrium. Unlike the sense of touch that generallyinvolves free nerve endings, special senses are dependenton specific receptor cells localized in the head region of theanimal.
Olfaction: The Sense of SmellBoth smell and taste are chemical senses involvingchemoreceptors. Olfaction involves the detection of volatilechemicals in a solution.
Anatomy of Olfactory ReceptorsThe olfactory epithelium is in the roof of the nasal cavityalong the inferior surface of the cribriform plate of theethmoid bone and extends along the superior nasal conchaand upper region of the middle nasal concha. It consists ofolfactory receptors, supporting cells, and basal stem cells.Olfactory receptors are bipolar neurons (Fig. 11.1). At theirapical end, the dendrites form a knob from which severallong cilia project. These cilia lie flat on the nasal epitheliumand are covered with a thin mucus layer produced by thesupporting cells and olfactory glands. Unlike other cilia,these remain stationary. At their basal end, the axon fromthe olfactory receptor projects through the cribriform plateand into the olfactory bulb. The supporting cells arecolumnar epithelial cells surrounding the olfactoryreceptors. They provide physical support, cushioning,nourishment, and electrical insulation for the olfactory



receptor cells. They also contain a yellow‐brown pigmentthat gives the olfactory epithelium a yellow tint (Box 11.1).Basal stem cells occur between the supporting cells. Withongoing cell division, they provide replacement olfactoryreceptors as required. The olfactory receptors function forapproximately 1 month before they become senescent andare replaced. This population of neurons is very unusualgiven most neurons are long‐lived and rarely if everreplaced (see Chapter 9).Olfactory (Bowman’s) glands reside in the connective tissuesurrounding the olfactory epithelium. These glands producemucus that coats the surface of the olfactory epithelium toprovide a matrix to dissolve odorants or chemicals that canstimulate the olfactory hairs.The facial nerve (cranial nerve VII) innervates supportingcells and olfactory glands. When the olfactory receptors arestimulated, nerve impulses in the facial nerve can alsoproduce stimulation of the lacrimal glands in the eyes andnasal mucous glands. This can cause tearing and a runnynose.In addition to the MOE, the VNO extends cranially andinferior from the MOE. The VNO like the MOE is wellpositioned to respond to odorants but the VNO is moreoften linked to the detection of pheromones. Evolutionarily,the vomeronasal system apparently evolved fromamphibians and then into primitive mammals, it isespecially well developed in rodents (Tirindelli, 2021;Murata et al., 2024). The structure is mostly absent inbirds, but less developed structures are present in dogsand cats as well as in multiple farm animals (e.g., cows,sheep, pigs, goats, and horses). The internal space of theVNO is covered by a pseudostratified sensory epitheliumsuch as the MOE. The associated chemosensory neuronsproject an axon to the accessory olfactory bulb with



dendrites positioned into the mucus‐covered epitheliallayer. Because this epithelial layer is not directly in the airstream of the nasal passage, chemical signals must enterthe nasal or oral cavity, and dissolve or interact with themucus layer to interact with the sensory receptors. Theflehmen reaction, a repetitive oral‐facial gesturecharacterized by lifting the upper lip and stretching thehead, may in part be a mechanism to increase movement ofmolecules across the receptor area of the VNO. Thereaction is seen in horses, bulls, and cats for example.Sniffing is likely a reaction to help force air laden withodorants into the pouch‐like areas of the VNO, GruenbergGanglion, or Sepal Organ of Mesera, which is especiallyprominent in rodents.



Fig. 11.1 Olfactory receptors. Olfactory receptor cells areinterspersed among supporting cells. The olfactory cilia,embedded in the mucous layer of the olfactory epithelia,detect odorants causing the development of a receptorpotential in the olfactory cells. Axons project from theolfactory receptors forming the olfactory nerve cranialnerve I.
Box 11.1 Is it love or hate in the air?

The idea or concept of pheromones is widespread in thepopular literature and culture. A perfume certainly cansend a message, but it is not a pheromone. Farmanimals and many companion animals are macrosmaticspecies, meaning that the olfactory bulbs and other



chemical sensory organs are large compared withmicrosmatic species such as humans. This differenceindirectly supports the idea that pheromones or otherenvironmental cues could be especially important insuch animals. In their review, McGlone et al. (2022)describe the role of semiochemicals in dogs and pigsand clearly define what it takes for a substance to trulybe a pheromone. They also call out the widespread useof the descriptor pheromone to label multiple productspurported to change the behavior of companion animals,that is, calming, reduced aggression, etc. First coined in1959, the name pheromone, refers to molecules, that actin many ways like hormones, but rather than theendocrine gland secreting a hormone that travels in theblood and impact another tissue, the molecule isreleased into the environment for communicationbetween two (or more) animals of the same species inspace and time.Semiochemicals is a term to describe any chemicalcommunication between animals, either within or amongspecies. “Semio‐” means signal, so there are manychemicals that could signal behavioral responses. Thesmell of a garbage can left ajar attracting a raccoon or abear would qualify but that is certainly not a pheromone.Terms related to chemical signaling are defined andoutlined below.Pheromones are substances that are excreted to theenvironment by an individual and received by a secondindividual of the same species, to elicit a definitebehavior or developmental response. The excretedmolecule is released by a member of the species at theappropriate time and in the appropriate situation. Forexample, a female in estrus or from a stressed animalsending an alarm signal. Second, the supposedpheromone must only be secreted at the appropriate



time, that is, not continually released. In other words,released at the right time and in the right place to elicitthe desired physiological response in the receivinganimal. For example, an estrus‐signaling moleculecannot be present all the time. In addition, a specificchemical sensory tissue or organ must be able to bindthe candidate molecule in the receiving animal. Finally,the animal receiving the supposed pheromone mustexhibit a change in behavior or physiology. Thus the“rules” for declaring a substance being a pheromone arescientifically rigid.As reviewed (McGlone et al., 2022) many studiesfocused on understanding pheromones started withevaluations of various biological fluids. Most often usingurine samples. One of the earliest reports was thatexposure of unstressed mice to urine from stressed miceelicited alarm behaviors in the test animals. In rodentswith ablated olfactory systems, there was no alarmresponse. Brechbühl et al. (2013) subsequently isolatedseveral volatile compounds released from stressed mice,which were identified as putative pheromones. Usingelegant direct analysis of calcium imaging in tissueslices containing mouse Grueneberg ganglion (GG)neurons they identified neurons responsive to thesemolecules. Typically, 75% or more of the neurons in GGslices reacted to 2‐sec‐butyl‐4,5‐dihydrothiazole (SBT),2,4,5‐trimethylthiazoline (TMT), and 2‐propylthietane2‐PT compared with 10% or less of the neuronsresponding in tissue slices from the main olfactoryepithelium (MOE) or Vomeronasal organ (VNO). Thisresult strongly suggests that the GG is the primary arearesponsive to alarm signals in rodents. Behavior testingindicated that SBT was the best candidate for being themouse alarm pheromone. Interestingly SBT was shownto share chemical structure related to molecules found



in rodent predator scents, that is, molecules in fox fecesfor example.Specific to farm animals, there is very good evidence fora maternal–‐neonatal pheromone (MP) in pigs. However,a molecule that fits the rigorous requirements to beconfirmed as the MP pheromone has not been identified.Related to a sexual pheromone in boars, it is known thatcompounds in boar saliva can solicit sexual behavior insows in estrus. It may be that a combination ofmolecules is involved. Candidates include androsterone,androstanol, and quinoline. Work continues because ofthe possible commercial application of such products.So‐called dog appeasing pheromones have beenmarketed but there is little scientific evidence to supportthat these agents are really pheromones.Allomone is a chemical signal that is released by oneanimal of a species that impacts another species tobenefit the emitter but not the receiver. A good exampleis the smell of a skunk.A kairomone is a semiochemical that benefits thereceiver but harms the sender. An example is emissionsfrom mice that allow cats to find the mice.
Physiology of OlfactionOdorants dissolved in the mucus of the olfactory epitheliumbind to surface receptors on the olfactory ciliummembrane, which stimulate G proteins which in turnactivate adenylate cyclase. Adenylate cyclase catalyzes theproduction of cyclic adenosine monophosphate (cAMP),which causes Na+ channels to open. The influx of Na+depolarizes the olfactory receptor creating an excitatoryreceptor potential.



Olfactory PathwayThe unmyelinated axons of the olfactory receptorsconstitute the first‐order neurons, which pass through thenumerous olfactory foramina in the cribriform plate of theethmoid bone. These axons collectively coalesce into theright and left olfactory nerves (cranial nerve I). Theysynapse on secondary neurons located within the olfactorybulbs located just below the frontal lobes of the cerebrum.Neurons from the olfactory bulb extend posteriorly in theolfactory tract, projecting to the lateral olfactory area inthe temporal lobe. The olfactory area is part of the limbicsystem. The olfactory neurons also project to thehypothalamus and other limbic areas, this explains howsmell can evoke various memories and emotions.
Gustation: The Sense of Taste
TongueThe muscular tongue fills most of the oral cavity. It iscomposed of interlacing bundles of skeletal muscle fibersand is critical for gripping, repositioning food, mixing foodwith saliva, and forming a compact mass of food called abolus. The tongue has intrinsic and extrinsic muscles. Theintrinsic muscles are confined to the tongue, not attachedto bone, and run in several directions, allowing the tongueto change shape as necessary for prehension, moving food,and making sounds. The extrinsic muscles attach thetongue to the bones of the skull and the soft palate. Theyallow the tongue to protrude, retract, and move from sideto side. The lingual frenulum attaches the tongue to thefloor of the mouth.The surface of the tongue is covered with small bumpscalled papillae (Latin for “bumps”; singular = papilla).Papillae are named for their shape. Filiform papillae are



thorn‐shaped, giving the tongue roughness and thus aidingin licking and manipulating food. Their primary function ismechanical. In the ox and cat, they are heavily cornified.Fungiform papillae are mushroom‐shaped, scattered amongthe more numerous filiform papillae, have taste buds, andare both mechanical and gustatory (Fig. 11.2). Foliatepapillae have a series of leaf‐shaped ridges, are located onthe lateral borders of the tongue, and have a gustatoryfunction. They are absent in the ox. Vallate, orcircumvallate, papillae are the largest and least numerous.They occur in a V‐shaped row near the back of the tongue.They resemble the fungiform papillae but are circled by acleft populated with taste buds. Marginal taste buds occuralong the edge of the rostral portion of the tongue ofnewborn dogs, but they disappear when puppies switch tosolid food.



Fig. 11.2 Shape of papillae. (A) Filiform papillae, whichare thorn‐shaped. (B) Fungiform papillae, which aremushroom‐shaped. (C) Filiate papillae, which are leaf‐shaped. (D) Vallate, or circumvallate papillae, which aresimilarly shaped to fungiform, but have clefts along the sidethat contain taste buds.
TasteTaste is an important sense in animals because it helpsdifferentiate nutritious feedstuffs from toxic materials.Animals also have innate preferences for certain flavors,such as those that are sweet, while tending to reject thosethat are unpleasant, such as bitter flavors. Each papilla hasone to hundreds of taste buds. Taste buds are also located



in the palate, pharynx, epiglottis, and upper third of theesophagus.Each gourd‐shaped taste bud has three types of taste cells,called light, intermediate, and dark cells, as well as basalcells (Fig. 11.3). The different taste cells are believed to beeither cells at different stages of differentiation, with thelightest being the most mature, or alternatively cells ofdifferent cell lineages. The basal cells are likely stem cellsfor the taste cells, which are short‐lived. There is a smallopening at the surface of the epithelium called the tastepore. Each taste cell has microvilli extending into the tastepores. The microvilli are the only part of the cell exposed tothe oral cavity. Each taste cell is innervated by sensorygustatory neurons. The space between the taste cells andsensory neurons functions as a synapse. Taste cells areelectrically excitable and have voltage‐gated Na+, K+, andCa++ channels on their surfaces.Until recently, it was believed that animals had fourprimary tastes such as salty, sour, sweet, and bitter. Inrecent years, an additional classification was added, calledumami, which means “delicious” in Japanese. Monosodiumglutamate stimulates this taste response. Foods canprovide a different taste by stimulating varyingcombinations of these five tastes. In addition, volatilecomponents in feedstuffs also stimulate the sense of smell,which also strongly impacts the sense of taste.The binding of molecules soliciting taste stimuli, calledtastants, to surface receptors on the taste buds elicitsdepolarization of the taste cell either directly or byinducing activation of second messengers within the cell.The changes in receptor potential produced bydepolarization change the influx of Ca++ by openingvoltage‐gated Ca++ channels. This causes the release of an



unidentified neurotransmitter which excites the sensoryneuron.

Fig. 11.3 Taste bud. Each taste bud consists of three typesof taste cells dark, intermediate, and light cells. In addition,there are small, round basal cells located at the base of thetaste bud. The basal cells are thought to be stem cells thatproduce taste cells.
Sweet TasteSweet taste, elicited by sugars, signifies the presence ofcarbohydrates and consequently a link to energymetabolism. Imagine the reactions of a black bear raiding abeehive full of honey. Two types of receptor groups areknown to be involved in soliciting the sweet response. Oneincludes the G‐protein‐coupled receptors TAS1R2/TAS1R3.When activated, this leads to a cascade involving a G



protein gustducin, phospholipase Cβ2 (PLCβ), and atransient receptor potential channel M5 (TRPM5). Theother receptor involved is a glucose transporter. With thepassage of glucose by the transporter, metabolism leads toincreased adenosine triphosphate (ATP), which inhibits theopening of K+ATP channels. This promotes depolarizationand therefore promotes gustatory sensory signaling.Interestingly, there is also strong evidence for the presenceof “sweet” detectors or receptors in multiple organs andtissues including the oral cavity generally, intestine,pancreas, brain, respiratory epithelium, and bone. Finally,it seems likely that leptin, a hormone produced byadipocytes may bind to its receptor in sweet‐sensitive cells.Leptin binding leads to the activation of phosphoinositide 3‐kinase (PI3K), then the production of phosphatidylinositol(3,4,5)‐triphosphate (PIP3), and then the phosphorylation ofAbd then the phosphorylation of a serine/threonine proteinkinase (AKT). AKT indicates a family of serine/threoninekinases with at least three isoforms capable of acting on avery large number of substrates. Ultimately,phosphorylation reactions lead to increased activation ofK+ATP, resulting in hyperpolarization and therefore asuppressed sweet response. This seems relevant givenleptin’s involvement in appetite control and hungerresponses (Wang et al., 2024; Yoshida and Ninomiya, 2024;Fig. 11.4).



Fig. 11.4 Sweet taste. There are two mechanisms forsweet taste. (1) A sweet tasting binds to a specific receptorinducing the formation of a G protein that activatesadenylyl cyclase (AC), thus causing the formation of cAMP.The cAMP activates protein kinase A (PKA) which thencloses membrane‐bound K+‐channels, thus causingdepolarization of the taste cell. This allows voltage‐gatedCa++ channels to open, and Ca++ enters the cell, causingthe release of the neurotransmitter that excites thegustatory sensory neurons. (2) G proteins activatephospholipase C (PLC), which catalyzes the formation of1,4,5‐triphosphate (IP3). IP3 causes the release of calciumfrom endogenous stores in the endoplasmic reticulum.Ca++ then causes the release of the neurotransmitter.



Bitter TasteA bitter taste, often associated with toxic compounds, iselicited by divalent cations, some amino acids, andalkaloids. Some bitter‐tasting compounds (such as quinine)are membrane permeable, while others (such asdenatorium) are not, suggesting multiple mechanisms fortransduction. The mechanisms for bitter taste appear likethose for sweet tastes (Fig. 11.5). Denatorium causes theincrease in intracellular calcium through an IP3‐dependentmechanism. Other bitter compounds activate gustducinthat stimulates taste cell phosphodiesterase reducingintracellular cAMP and cyclic guanosine monophosphate(cGMP) levels. Knockout mice, in which the gustducin genehas been deleted, are insensitive to selected bitter tastes.Some bitter compounds are also thought to bind directly toK+‐selective ion channels blocking them. This prevents themovement of K+ out of the cell, thus causing depolarizationrelease of neurotransmitters and signaling for the sensationof bitterness.
Salty TasteA salty taste is mostly caused by the cation Na+. Taste cellsresponding to salt have a Na+‐selective ion channel thatcan be blocked with amiloride (Fig. 11.5). This amiloride‐sensitive channel is different from the voltage‐gated sodiumchannels responsible for the upstroke in regular actionpotentials. In these cells, the sodium channel is not voltage‐sensitive and remains open all the time. When an animalconsumes feedstuffs high in sodium, this increases the Na+concentration outside the salt‐sensitive taste cell. The extraNa+ moves down its concentration gradient into the cell toelicit depolarization.



Sour TasteThe sour taste in food or feed depends on the acidity of thefeedstuff. The higher the H+ ion concentration, the greaterthe sour sensation. The H+ ions can affect the sour tastereceptors in two ways. First, H+ can permeate amiloride‐sensitive Na+ channels, which leads to depolarization of thecell because the cell cannot distinguish between Na+ andH+. Second, H+ can bind to and block K+‐selectivechannels, preventing the movement of K+ out of the cell(Fig 11.5).
UmamiBecause amino acids are a major part of dietary intake, itshould come as no surprise that animals have a taste foramino acids. Studies with glutamate and aspartate show atleast two pathways for this taste. Glutamate can activate anion channel, allowing Na+ and Ca++ to enter the cell (Fig.11.6). This inward current causes voltage‐gated Ca++channels to open, causing depolarization that triggersneurotransmitter release. The second mechanism entailsglutamate binding to a G protein‐coupled receptor,probably resulting in a decrease in intracellular cAMPlevels.
Taste PathwayInformation from taste buds in the anterior two‐thirds ofthe tongue and on the palate travels in the chorda tympani,a branch of the facial nerve (cranial nerve VII). Signalsfrom the taste buds in the posterior third of the tongue arecarried via the glossopharyngeal nerve (IX). Taste buds onthe epiglottis and esophagus are innervated by the vagus(cranial nerve X). Fibers carrying this information enter thesolitary tract in the medulla and enter the gustatory area ofthe nucleus of the solitary tract. Second‐order fibers then



ascend to the thalamus, synapsing in the parvocellularregion of the ventral posterior medial nucleus. This areathen projects to the area along the border between theanterior insula and frontal operculum in the ipsilateralcerebral cortex. Note that this pathway does not cross tothe contralateral side (Box 11.2).





Fig. 11.5 Salty, sour, and bitter taste. (1) Salty taste iselicited by cations, primarily Na+, which enter through aNa+‐selective ion channel that can be blocked by amiloride.The entry of Na+ causes depolarization of the taste cell andrelease of the neurotransmitter, which causes excitation inthe gustatory neurons. (2) Sour taste is caused by the entryof H+ ions that permeate amiloride‐sensitive Na+ channels;this leads to depolarization of the cell because the cellcannot distinguish between Na+ and H+. A sour taste canalso be elicited by H+ binding to and blocking K+‐selectivechannels, preventing the movement of K+ out of the cell.(3) Bitter taste is caused by either increasing intracellularcalcium through an IP3‐dependent mechanism or byactivating the G‐protein gustducin that stimulates taste cellphosphodiesterase (PDE), thus reducing intracellular cAMPand cGMP concentrations.



Fig. 11.6 Umami taste. There are two proposed umamipathways: (1) the first involves a glutamate binding to areceptor which activates a G protein (i.e., a metabotropicreceptor). The activated G protein causes a decrease incAMP levels, resulting in a decrease in the activation ofphosphokinase A (PKA), and thus a decrease in themetabolic pathway downstream. (2) The second pathwayinvolves an ionotropic receptor in which glutamateinteracts with a receptor on the taste bud surface causingthe influx of Na+ and Ca++. The resulting depolarizationresults in neurotransmitter release.
Box 11.2 Smell me now?



The history of using trained tracking dogs to seek lostchildren or criminals on the run is the stuff of myriadcrime procedurals on television and of course real life.What are elements that determine how long humanscents can be detected, and which scented items holdscents for the longest time in diverse conditions? Theanswers to these questions have importantconsequences. Zahid et al. (2024) report the results oftesting using well‐trained German Shepard police dogsin harsh desert conditions. Table 11.1provides asummary of the capacity to detect a “human scentsignature” on a variety of items for items held at 30, 40,or 50 °C. Temperatures of 50 °C had a major negativeimpact on scent survival; however, scent on plastic ordenim was detected for 32 and 39 days, respectively. Atthe two lower temperatures scents were still detectedfor as much as 3 months later, especially for leather,plastic, and denim.These results demonstrate the marked ability of dogs todetect scents under a variety of conditions.In addition, to tracking abilities, one of the mostinteresting and potentially life‐altering aspects ofolfaction in dogs is the increasing evidence that traineddogs can indeed detect cancer and other diseases inhumans and indeed other dogs. Gouzerh et al. (2023)reviewed studies and reports on the ability of animals todetect cancer odors between 1989 and 2022. Mostinvolve dogs but other animals including ants, bees, fruitflies, nematodes, mice, and rats have been evaluated forthis ability. Apparently, the first reports of this abilitycame from case studies. In 1989, a 44‐year‐old womanpresented lesions that were diagnosed as malignantmelanoma. She sought care because her two pet dogs (aBorder Collie and a Doberman) kept sniffing the lesion.A second, similar case in 2001 involved a man and his



pet Labrador retriever who was also incessant aboutsniffing a lesion that was also a melanoma. To dateapproximately 50 studies have evaluated the capacity ofdogs (and other animals) to detect odors linked tocancer in urine samples, exhaled breath, skin lesions,tissue samples, and blood samples. Cancers tested fordetection include bladder, breast, cervical, GI tract,lung, lymphoma, leukemia, prostate, etc.From an analytical and scientific viewpoint use of highlyinbred mice, some of which are highly susceptible tosome cancers might provide controlled and highlyrepeatable circumstances for future testing. In a bit of atwist, Malone et al. (2023) report that trained dogscould accurately distinguish between scents from salivasamples of dogs with cancer from saliva samples fromhealthy dogs. The cancers included lymphoma, mast celltumors, melanoma, bladder, sarcoma, andosteosarcoma. Other researchers are working on theevaluation of components in samples from cancerpatients versus healthy patients to identify uniqueprofiles of volatile molecules released by cancer patientsusing gas chromatography and mass spectrometryMaidodou et al. (2023).



Table 11.1 Human scent survival on different materials atthree temperatures.Modified from Zahid et al. (2024).
Scent Material Temperature

30 °C 40 °C 50 °CLeather 93 days 65 days 19 daysPlastic 88 days 53 days 32 daysDenim 66 days 47 days 39 daysBank notes 59 days 41 days 17 daysSilk Cloth 28 days 18 days 11 days
VisionVision is a major sensation in many animals. This isreflected in the large number of receptors within the eyeand the large percentage of the cortex that is devoted tovision. Vision is particularly important in birds. Althoughthe eyes make up only about 1% of the weight of the headin humans, they make up approximately 15% in a starling.
Accessory Structures of the EyeThe accessory structures of the eye include the eyelids,eyelashes, eyebrows, lacrimal (tearing) apparatus (Fig.11.7), and extrinsic muscles of the eye.The upper and lower eyelids, or palpebrae, cover the eyeduring sleep, protect the eye from excessive light andforeign objects, and assist with lubricating the eye (Fig.11.8). The layers of the eyelid consist of the superficialepidermis, dermis, subcutaneous tissue, fibers of theorbicularis oculi muscle, a tarsal plate, tarsal glands, andconjunctiva. The tarsal plate is a fold of connective tissuegiving support to the eyelid. Embedded in the tarsal plate is



a row of sebaceous glands called the tarsal, or Meibomian,glands. They secrete fluid that helps prevent the eyelidsfrom adhering to one another. The conjunctiva is a thin,protective mucous membrane consisting of stratifiedcolumnar epithelium with goblet cells and areolarconnective tissue. It lines the inside of the palpebrae andthe anterior surface of the eyeball, excluding the cornea.



Fig. 11.7 External structures of the eye in the goat. (A)Frontal aspect of the eye and lacrimal apparatus. (B)Eyelids and eye of the goat.Reprinted from Constantinescu (2001). Used by permission of the publisher.



Fig. 11.8 Front view of the eye of the dog.Reprinted from Constanstinescu (2002). Used by permission of thepublisher.The gap between the two eyelids is the palpebral fissure. Ateither corner of the eyelid is the lateral and medialcommissure, respectively. A small, reddish elevated areafound in the medial commissure is the lacrimal caruncle. Itcontains both sebaceous (oil) and sudoriferous (sweat)glands.Domestic species have a nictitating membrane or thirdeyelid (Fig. 11.9). This fold of mucous membrane arisesfrom the ventromedial border of the eye. A serous gland,the gland of the third eyelid is at its base. The margins ofthe eyelids display cilia or eyelashes. The eyebrows arepositioned just above each eyelid. Eyelashes and theeyebrow both help keep foreign objects, perspiration, and



direct sunlight out of the eye. Located at the base of thehair follicles of the eyelashes, sebaceous ciliary glandsrelease a lubricating fluid. Infection of these glands canproduce a sty.
Lacrimal ApparatusThe lacrimal apparatus (Fig. 11.9) is a group of structuresthat produce and drain tears (lacrimal fluid). Lacrimalglands, located in the dorsolateral portion of the orbit,secrete lacrimal fluid through excretory lacrimal ducts thatempty onto the surface of the conjunctiva of the uppereyelid. The fluid moves over the anterior surface of the eyeand enters two small openings on the upper and lowerpalpebrae near the medial corner called the lacrimalpuncta. From there, the fluid enters the lacrimal canals,two ducts leading into the lacrimal sac. The nasolacrimalduct carries fluid from the lacrimal sac into the nasal cavityjust below the inferior nasal concha. The lacrimal fluidcontains water, salts, mucus, antibodies, and lysozyme.This fluid protects, lubricates, and moistens the eyeball.The moisture seen on the noses of domestic animals ismostly lacrimal fluid.
Extrinsic Eye MusclesMovement of the eyeball is controlled by six striatedmuscles called extraocular muscles, in contrast tointraocular muscles located within the eyeball (Fig. 11.10).The lateral and medial rectus muscles move the eyelaterally and medially, respectively. The superior rectusand inferior rectus muscles elevate and depress the eye,respectively. The inferior oblique muscle elevates and turnsthe eye laterally, while the superior oblique depresses andturns the eye laterally.



Fig. 11.9 Eye and accessory structures of the dog.Reprinted from Constanstinescu (2002). Used by permission of thepublisher.



Fig. 11.10 Muscles of the eye of the dog. The left drawingshows the lateral aspect of the eye while the right drawingshows the posterior aspect of the eye.Reprinted from Constanstinescu (2002). Used by permission of thepublisher.
Anatomy of the EyeballVision receptors are positioned within the eyeball at therear. The eyeball has three layers: (1) fibrous tunic, (2)vascular tunic, and (3) retina (Fig. 11.11).
Fibrous TunicThe fibrous tunic, or external layer of the eyeball, isavascular and consists of the anterior cornea and posterioropaque sclera. The transparent cornea covers the iris, thecolored portion of the front of the eye. The curved corneahelps bend light toward the retina. The cornea has threelayers. The outer layer consists of nonkeratinized stratifiedsquamous epithelium, the middle layer includes collagenfibers and fibroblasts, and the inner layer is a simplesquamous epithelium. The sclera covers the entire outsidesurface of the eye except for the cornea. It contains denseconnective tissue and provides rigidity and strength to helpmaintain the shape of the eyeball. The scleral venous sinus(canal of Schlemm) is located at the junction of the scleraand cornea. Aqueous humor drains into this sinus. Figures4.20, 4.21, and 4.22 (Chapter 4) give examples of thehistological structure of the cornea from our discussion ofepithelial cell types.



Fig. 11.11 Median section of the eye of a dog. M, muscle;N, nerve.Reprinted from Constanstinescu (2002). Used by permission of thepublisher.
Vascular TunicThe vascular tunic, or uvea, is the middle layer of theeyeball. It includes three parts: choroid, ciliary body, andiris. The choroid is the highly vascularized, dark brown,posterior portion of the vascular tunic, it lines most of theinside of the sclera. Its brown pigment is produced bymelanocytes which help absorb light and limit light scatter.The choroid is incomplete where the optic nerve exits therear of the eyeball.



Many species of domestic animals, including cats, dogs,horses, and ruminants, have an additional layer in thechoroids called the tapetum lucidum. This causes theanimal’s eyes to appear to glow when shined with a light.The tapetum lucidum reflects light back toward the retinaso that the animal can see in low light.In the anterior, the choroid becomes the ciliary body thatextends from the ora serrata, the serrated front margin ofthe retina. It is just posterior to the junction of the scleraand cornea. It includes the ciliary processes and ciliarymuscles. The ciliary processes are folds of tissue containingcapillaries that secrete aqueous humor. Extending from theciliary processes to the lens are zonular fibers (suspensoryligaments). The ciliary muscles are bundles of smoothmuscles that alter the shape of the lens to allow for near orfar vision.The iris is the colored portion at the front of the eyeballthat is shaped like a disc with a hole, the pupil, in thecenter. The color of the iris depends on the number ofpigmented cells. Lots of pigmented cells produce a browncolor; a low number results in a blue color. Other colorsreflect the variation in number of cells. The shape of thepupil varies. It can be round, elliptical, or slit like. Catshave an elliptical pupil that opens and closes faster thanround pupils. The iris lies between the cornea in front andthe lens to the rear and is attached to the ciliary processes.Consisting of circular and radial smooth muscle fibers, theciliary process regulates the amount of light entering theeye. Parasympathetic signals stimulate the circular musclesto contract during bright light and close vision, causing thepupil to constrict. During dim light or distant vision,sympathetic signals stimulate the radial muscles tocontract, causing the pupil to dilate. Most of us haveexperienced the uncomfortable response of walking out ofan ophthalmic examination into sunlight when these



normally occurring parasympathetic signals weretemporarily blocked to allow examination of the retina.
Retina (the Sensory Tunic)The innermost layer of the eye, the retina, lines theposterior portion of the eyeball. The retina contains twolayers: an outer pigmented layer and an inner neural layer.The pigmented layer is a one cell‐thick layer of melanin‐containing epithelial cells, like the choroid. These cells alsoact as phagocytes and store vitamin A.The neural portion of the retina is multilayered anddevelops directly from the brain during embryonicdevelopment. Its three major layers are (1) thephotoreceptor layer, (2) the bipolar cell layer, and (3) theganglion cell layer (Fig. 11.12). The outer and innersynaptic layers separate these layers from each other.Before reaching the photoreceptor layer, light must firstpass through the ganglion and bipolar cell layers. The lightactivates the photoreceptors positioned close to thepigmented layer. This generates signals that travel throughthe outer synaptic layer to the bipolar cells, and throughthe inner synaptic layer to the ganglion cells. Interspersedamong these cells are two other types of neurons:horizontal cells and amacrine cells. These latter neuronsform lateral connections that modify signals along thephotoreceptive pathway.Axons from the ganglion cells collectively form the opticnerve, which exits the eye at the optic disc. Because theoptic disc lacks photoreceptors, it is also called the blindspot. The blind spot normally is not apparent because thebrain “fills in” information from this area. However, youcan demonstrate its presence to yourself by covering yourright eye and gazing at the plus sign below. As you move



the position of the book closer or farther from your eye, youwill see the large dot disappear:There are two types of photoreceptors: rods and cones. Inmost animals, rods outnumber cones 20 : 1. Birds are anexception where there are more cones than rods. Rodshave a low light threshold, and are more effective in dimlight, allowing for the perception of varying shades of gray.Cones require brighter light but provide color and highacuity vision. The macula lutea is an oval region found inthe exact center of the posterior of the retina. It containsmostly cones. At its center is a small pit, the central fovea,which contains only cones and where the bipolar andganglion cells are displaced to the sides. This allows lightto pass unimpeded to this population of cones. The densityof cones in the retina decreases moving from the maculatoward the periphery. Because the central fovea has a highconcentration of cones, this is the region of the eye withthe greatest visual acuity (sharpness of vision). So, ananimal will focus an object on the fovea to generate greaterdetail. The avian retina is avascular and contains a uniquestructure called the pecten. This is a black‐pigmentedstructure extending from the ventral retina to near the areawhere the optic nerve exits. It contains blood vessels andpigmented stromal cells and is thought to serve a nutritivefunction for the retina.



Fig. 11.12 Microscopic anatomy of the retina.Copyright © 2004 Pearson Education. Inc. publishing as BenjaminCummings.
LensThe lens is a biconvex, transparent, and avascular structurethat can change its shape to focus light on the retina.Located behind the iris, the lens is held in place by thesuspensory ligament attaching it to the choroid process.The lens, enclosed in a thin, elastic capsule, consists of tworegions: lens epithelium and lens fibers. The lensepithelium consists of cuboidal cells located on the anteriorsurface of the lens. These cells differentiate into the lensfibers that form the bulk of the lens. Arranged like layers ofan onion, lens fibers are non‐nuclear and contain feworganelles. Lens fibers are made of folded proteins calledcrystallins.



Chambers of the EyeThe lens divides the eye into the anterior and posteriorsegments. The iris subdivides the anterior segment into theanterior chamber, located between the cornea and iris, andthe posterior chamber, located between the iris and lens.The anterior segment is filled with aqueous humor. It is aclear, watery fluid similar in composition to plasma tonourish the lens and cornea. Aqueous humor is continuallyderived as a filtrate from the capillaries of the ciliaryprocesses entering the posterior chamber. It flows forwardthrough the pupil of the iris into the anterior chamber.From there, it drains into the venous blood via the scleralvenous sinus (canal of Schlemm). Normally produced andremoved at the same rate, aqueous humor, along with thevitreous humor discussed below, maintains the intraocularpressure. However, if the drainage of aqueous humor isblocked, intraocular pressure increases, causingcompression of the retina and optic nerve. This can lead toglaucoma and blindness. The posterior segment of the eyeis the larger of the two segments. It contains vitreoushumor, a clear gel‐like substance. The vitreous humorpushes the retina against the pigmented layer of thechoroid, allowing the retina to receive a clear image.Unlike aqueous humor, vitreous humor forms duringembryonic development and lasts a lifetime. Runningthrough the center of the vitreous humor from the lens tothe optic disc is the hyaloid canal, a narrow channel that isoccupied by the hyaloid artery during fetal development.Occasionally, debris called vitreous floaters are visiblewithin the vitreous humor. Derived from minute clumps ofcollagen and hyaluronic acid (a structural carbohydrate)these clumps can cast shadows on the retina that appear asamorphous strings or dots in your field of vision. Thesefloaters typically increase with age, nearsightedness, eyeinjury, or disease.



Physiology of VisionThe eye can be likened to a camera. The image of an objectis focused on the retina by the lens with the amount of lightentering the eye dependent on the pupil. This is analogousto adjusting the F stop on your camera. The retina, lens,and pupil correspond to the film, lens, and aperture of thecamera, respectively. Three processes are important in theformation of a clear image: refraction, accommodation, andpupil diameter.
RefractionWhen light rays pass from one medium to another of adifferent density, the speed of light changes. As a result,the light rays are bent, or refracted (Fig. 11.13). Forexample, when light rays move from air into water, lightrays are bent at the interface of the two mediums. This iseasily illustrated by placing a pencil in a glass of water andnoting its appearance at the interface between the air andwater. With respect to the eye, light rays are refracted, orbent, at the anterior and posterior surfaces of both thecornea and lens. Approximately 75% of the refractionoccurs at the interphase with the cornea. Note that imagesare inverted and backward, as they are focused on theretina. The brain reinterprets this image so that objects arenot perceived as inverted.
AccommodationIn the eye, the angle at which the light rays are bentdepends on the shape of the lens. The more convex thelens, the greater the degree to which light rays are bent. Asan object is moved closer to the lens, the light rays must bebent at a greater angle to allow the image to focus on theretina. The process of increasing the refractive power ofthe lens is called accommodation. Therefore, as an object



moves closer to the eye, the lens must become morerounded, that is, made more convex, to maintain focus onthe image on the retina. Accommodation is accomplishedby the actions of the ciliary muscle. When the ciliarymuscle is relaxed, the zonular fibers surrounding the lenspull on the lens, thus making it fatter or less convex. Whenthe ciliary muscle contracts, it pulls the ciliary body andchoroid forward, thus decreasing the tension of the zonularfibers on the lens. As a result, because of elastic fibers inthe lens, it becomes more convex, that is, more rounded,which increases focusing power, causing greater bendingof the light rays. In addition to the accommodatingmechanisms described above, some species of birdspossess a static mechanism, allowing them to keep objectsin focus regardless of their distance. This is accomplishedby asymmetries in the eye, allowing it to be emmetropic(i.e., light rays focus directly on the retina) in its upperportions, while becoming increasingly myopic (i.e.,nearsighted) toward its lower portions. This allows a bird tokeep objects on the horizon in focus in the upper portion ofthe eye while simultaneously keeping nearer objects infocus in the lower portion of the eye. Horses appear to havea limited accommodating ability due to weak ciliarymuscles. To compensate, horses have a ramp retina inwhich the distance between the lens and the retina variesfrom dorsal to ventral positions. This allows horses to use aform of static accommodation in which they move theirhead to focus an object at different locations on the retina,depending on the distance of the object from the eye. Thefar point of vision is that distance beyond which noaccommodation (no change in lens shape) is needed forfocusing. The near point of vision is the closest point atwhich the animal can focus clearly. It is the point ofmaximum accommodation of the lens. This point graduallygets farther away with older animals.



Fig. 11.13 Refraction of light rays. (A) Refraction of lightrays at the interphase between air and water. (B) Therefraction of light to focus a far object on the retina. (C)Note the more spherical shape of the lens necessary tofocus a near object on the retina.



Refraction ProblemsA normal eye is said to be emmetropic. As animals age, thelens loses its elasticity, and therefore its ability toaccommodate, a condition called presbyopia. When ananimal can see close objects, but distant objects areblurred, it is called myopia or nearsightedness. It occursbecause the eyeball is too long relative to the focusingpower. Consequently, distant objects are focused in front ofthe retina (Fig. 11.14). In hyperopia or farsightedness, theanimal can see distant objects but is unable to focus nearobjects because the eyeball is too short. Therefore, there isnot enough accommodating power to focus the light rays ofa near object, and the animal instead true focus is at apoint behind the retina. An irregular curvature in either thelens or cornea results in astigmatism.
Pupil DiameterThe amount of light that can enter the eye is controlled bythe diameter of the pupil. Circular muscle fibers regulatethe pupil diameter. During the accommodation papillaryreflex, parasympathetic signals from the oculomotor nervescause the pupil to constrict, to prevent the most divergentlight rays from entering the eye. These light rays would fallon the periphery of the retina where they would not befocused properly.





Fig. 11.14 Refraction problems. (A) A normal(emmotropic) eye that can focus light rays on the retina.(B) A nearsighted (myopic) eye is too long; thus, the lightrays from distant objects are focused in front of the retina.(C) In a farsighted (hypermyopic) eye, the eyeball is tooshort so that near objects are focused behind the retina,and the lens does not have enough accommodating powerto focus the light rays on the retina.
Field of VisionThe field of vision is the spatial area that can be seen by asingle eye, providing monocular vision. The location of theeyes within the head has an impact on the field of vision.The field of vision of the two eyes generally overlaps,providing an area of binocular vision. The eye locationvaries between species and within breeds of species. Thewider set the eyes, the greater the panoramic field ofvision. Although herbivores tend to have their eyes setwide, which provides them with a panoramic field of vision(Fig. 11.15), they cannot see directly in front of the nose orbehind their hindquarters (Box 11.3).
PhotoreceptionAs mentioned earlier, photoreception involves the lightenergy focused on the retina being converted to anelectrical signal carried by the optic nerve. Photoreceptorsconsist of rods and cones, named for the shape of the outersegment (Fig. 11.16). The outer segment of rods iscylindrical whereas that of the cones is tapered, or coneshaped. The tips of the rods and cones lie next to thepigmented layer. In birds, oil droplets are also found incones, which may help filter out UV radiation. Rods andcones consist of an outer segment involved inphotoreception and an inner segment containing the cellnucleus, Golgi complex, and mitochondria. The proximal



end of each photoreceptor consists of bulb‐shaped synapticendings containing synaptic vesicles. Within the outersegments are stacks of membranous discs in which thevisual pigments, or photopigments, are embedded. In rods,the discs are discontinuous and stacked like pancakes, oneon top of the other. In cones, the disc membranes arecontinuous with the plasma membrane, and the interior ofthe discs is continuous with the extracellular space. Inrods, one to three new discs are added to the base of theouter segment every hour, thus pushing old discs towardthe distal end where they are sloughed off andphagocytized by the pigmented epithelial cells. Cones alsorenew their discs, but it apparently occurs in a circadianrhythm and is not as well understood. There is one type ofrod and three (four in birds) types of cones, distinguishedby different visual pigments. Although rods are moresensitive to light and are stimulated by all visiblewavelengths, they perceive only gray tones, whereas conesallow for the differentiation of color.
Chemistry of Visual PigmentsThe light‐absorbing photopigment in rods is rhodopsin. Itconsists of a glycoprotein called opsin and a vitamin Aderivative called retinal. Vitamin A is found in carotenoid‐rich vegetables, including carrots, spinach, broccoli, andyellow squash, as well as vitamin A‐containing tissues suchas the liver. Although the retinal is the light‐absorbing partof all photopigments, the opsins found in each of the threetypes of cones differ, permitting them to absorb primarilyblue, green, or yellow‐orange wavelengths of light. Thephotopigments respond to light in the following sequence(Fig. 11.17):





Fig. 11.15 Field of vision. (A) There is a blind areaimmediately between the eyes of a horse and behind thehorse’s body. (B) The cat has a larger binocular area thanthe horse, but also has a greater blind area behind its body.
Box 11.3 Special senses in working dogs and
human bias

It is evident that dogs enrich our lives and in manysituations working dogs are lifesaving. Consider searchand rescue dogs, bomb‐sniffing dogs, or guide dogshelping disabled people. Or consider the amazingattributes of herding dogs. Combined with thecompanionship that dogs (and cats for that matter)provide, a better understanding and appreciation ofspecial senses in these animals is important. In addition,it is also important that those who study dogs betterappreciate how easy it is to inadvertently includeanthropocentric biases in the design of behavioralstudies with dogs and in animal studies generally(Brebner et al., 2024).Essentially our view of the world relies much more onvisual cues so consequently we tend to incorrectlyassume that the same is true for most other animals.Unless our animal companions are other great apes, thisis not true at all. A classic example is the belief thatfighting bulls was induced by the red capes of thematador’s taunts. This simply cannot be true becausebulls do not perceive red color. As another example, thecrouching tiger on short green grass is stronglycontrasted to our human eye but to an antelope withonly dichromatic color vision the tiger blends and ishard to distinguish. The point is without reallyunderstating the sensory modalities of the animal



understudy it is very easy to misunderstand behavioralresponses that we wrongly assume reflect what wewould see with our visual system. Moreover, add thedifferences in olfaction and hearing compared with ourrelatively poor (generally speaking) abilities comparedwith many other animals. Even within visual senses, howwould we compare with species who are adept at theperception of ultraviolet light? Who would be considereda poor responder in that situation?While vision and visual cues remain central to the studyof canine behavior and training, domesticationgenerally, selection pressure in breeding and time haveproduced a great variety among dog breeds regardingsensory abilities. For example, sight‐hunting houndswere selected for hunting by sight and chasing prey withgreat speed. Terriers were selected to pursue mostlyground‐dwelling animals using olfaction to track andpowerful legs, paws, and claws to unearth prey. Withrespect to vision, dogs are generalists with visual acuityfor day and night but likely better vision in dim lightbecause of a greater proportion of rods compared withhumans. One aspect of this capacity in dim light is thereflective ability of the tapetum lucidum, which providesmore opportunity to gather light in dim conditions.However, the tapetal area varies substantially betweenbreeds. In general, smaller breeds have a relativelysmaller area compared with larger breeds. Additionally,it takes dogs longer to recover from photobleaching,that is moving from an area of dim light to bright light.Visual acuity is better in humans than in dogs (Byosiereet al., 2018). This suggests that other sensory modalitiessuch as hearing, and olfaction play correspondinglymore important roles in their behavior than in humansso our biases in favor of vision need to be considered intraining as well as interactions with our pets. The



importance of each of the major senses in the health andtreatment of dogs is reviewed by Singletary andLazarowski (2021).

Fig. 11.16 Structure of rods and cones. Rods have acylindrical outer segment; cones have a conical‐shapedouter segment. Note the direction of light and that the tipsof the photoreceptors lie near the pigmented layer.
1. In the dark, the retinal is found in a bent configurationcalled 11‐cis‐retinal, which binds strongly with opsin. Inrods, this forms rhodopsin.2. When exposed to light, cis‐retinal is isomerized to all

trans‐retinal, which is no longer able to bind retinal.Therefore, trans‐retinal and opsin dissociate, creating acolorless photopigment. This process is calledbleaching.



3. The enzyme retinal isomerase converts trans‐retinalback to cis‐retinal.



Fig. 11.17 Retinal isomers involved in photoreception. Inthe dark, 11‐cis‐retinal remains bound to opsin to formrhodopsin. When light strikes the retina, 11‐cis‐retinal isconverted to all‐trans‐retinal in a process called bleaching.All‐trans‐retinal dissociates from opsin and can beisomerized back to 11‐cis‐retinal in the pigmentedepithelium by the enzyme retinal isomerase, which requiresATP.



Fig. 11.18 Chemical transduction of light signal. In thedark, cGMP migrates to the plasma membrane and keepscGMP‐gated sodium channels open. When light interactswith rhodopsin found on the disc membrane, it causes 11‐
cis‐retinal to be isomerized too all‐trans‐retinal. Opsin thendissociates from rhodopsin and activates a G protein. Thetransducin subunit of the G protein activatesphosphodiesterase, which breaks down cGMP to GMP. Inthe light, because cGMP levels are reduced, the sodiumchannels close, and the cell becomes hyperpolarized,causing a decrease in release of the neurotransmitterglutamate. Because glutamate inhibits bipolar cells,decreased release of glutamate disinhibits the bipolar cells,so they develop action potential.



Light Transduction by PhotoreceptorsIn the dark, cGMP binds to sodium channels located on theplasma membrane of the outer segment of thephotoreceptor and keeps them open (Fig. 11.18). The influxof sodium, called the “dark current,” into thephotoreceptors depolarizes the membrane. This keeps theCa2+ channels on the synaptic endings open, thus allowingthe continuous release of the neurotransmitter, thought tobe glutamate, which then interacts with the bipolar cells.Glutamate induces the production of inhibitorypostsynaptic potentials in bipolar cells, thus inhibitingthem.On the disc membrane, the presence of light converts 11‐
cis‐retinal to all‐trans‐retinal, causing opsin to dissociatefrom the photopigment. Opsin then interacts with a G‐protein subunit called transducin. Transducin activatesphosphodiesterase, an enzyme that breaks down cGMP toGMP. The breakdown of cGMP causes the sodium channelson the plasma membrane to close. Because sodium entryinto the cell decreases while potassium leakage from thecell continues, the cell hyperpolarizes as the membranepotential approaches −70 mV, thus decreasing the releaseof the neurotransmitter. Because the photoreceptorsrelease an inhibitory neurotransmitter, a decreased releaseof glutamate results in the stimulation of bipolar cells.Bipolar cells then stimulate ganglion cells whose axonsmake up the optic nerve.
Retinal Processing of Visual InformationOnly the ganglion cells produce action potentials while theamacrine, horizontal, and bipolar cells produce gradedpotentials. Ganglion cells have circular receptive fieldsconsisting of a circle within a circle (Fig. 11.19). Thecircular zone at the center is called the on‐center area;



which on the periphery is called the off‐center, or surround,area. The on‐center ganglion cells are excited by lightreaching the rods or cones in the central area while the off‐center area is inhibited. Conversely, light illuminating theoff‐center area will inhibit the on‐center ganglion cellswhile exciting the off‐center ganglion cells. Each rod orcone in the on‐center area synapses in an on‐center and off‐center bipolar cell (Fig. 11.20). In the dark, rods and conesare depolarized, and glutamate is released. In light, therods and cones are hyperpolarized, which closes thevoltage‐gated Ca2+ channels and reduces the release ofglutamate. Glutamate affects the on‐center and off‐centerbipolar cells differently. The decreased release ofglutamate disinhibits the on‐center bipolar cells, allowingthem to become depolarized. Conversely, decreasedglutamate release causes the off‐center bipolar cells tobecome hyperpolarized. The differential effects ofglutamate on bipolar cells are due to its effects on differentcation channels. On off‐center bipolar cells, glutamateopens a Na+‐channel allowing Na+ to enter the cell; in on‐center bipolar cells, glutamate either opens a K+‐channel orcloses a cGMP‐gated Na+‐channel.Amacrine and horizontal cells function as interneuronsproviding lateral inputs within the retina. Horizontal cellsreceive input from the photoreceptors and project tosurrounding bipolar cells and photoreceptors, whereasamacrine cells receive input from bipolar cells and projectlaterally to surrounding ganglion cells, bipolar cells, andother amacrine cells. When the off‐center area isilluminated, horizontal cells hyperpolarize the on‐centerbipolar cells. Similarly, information from surroundingbipolar cells is conveyed to on‐center ganglion cells byamacrine cells.



Fig. 11.19 Receptive fields of retinal ganglion cells.Ganglion cells have circular receptive fields with thecentral area being the on‐center area and the surroundingarea being the off‐center area. On‐center ganglion cellsincrease their firing rate when illuminated; off‐center cellshave an opposite response, and vice versa when the off‐center cells are illuminated.



Fig. 11.20 Off‐center bipolar cells. The on‐center and off‐center bipolar cells are differentially affected by glutamate.Glutamate opens Na+‐channels on off‐center bipolar cellsallowing the inward movement of Na+, and thus causingdepolarization. Acting on on‐center cells, glutamate eitheropens K+‐channels or closes cGMP‐gated Na+‐channels,resulting in hyperpolarization.Modified from Kandel et al. (2000).
Light or Dark AdaptationThe eye adapts to a sudden increase in light intensity bydecreasing its sensitivity, a process called light adaptation.While light adaptation involves contraction of the pupil torestrict the amount of light reaching the retina andbleaching of photopigments, the two most important



changes occur in the cone photoreceptors. Bright lightcauses the cGMP‐gated channels to close, thushyperpolarizing the cells to approximately −70 mV. Ifbright light continues, the cells slowly depolarize tobetween −70 and −40 mV so that they are again responsiveto light. In addition, cones become desensitized so that thesmallest change in light intensity that can be detected bythe cell increases with prolonged exposure to light. Darkadaptation is essentially the reverse of light adaptation.When an animal moves to a relatively dark area,photosensitivity is slowly restored as the rodphotopigments regenerate. Cones essentially stopfunctioning in low‐intensity light, so animals can perceiveonly black, white, and shades of gray. Cats have more rodsthan cones, making their night vision and motion detectionsuperior to that of humans.
Visual PathwayThere are many more rods and cones than bipolar cells, sothese photoreceptors converge on bipolar cells, which sendsignals to the ganglion cells. The axons of the ganglion cellsproject to the back of the eyeball converging to form theoptic nerve. At the optic chiasma, fibers from the medialportion of the eye cross to the opposite side and continuevia the optic tracts (Fig. 11.21). Therefore, each optic tractcontains fibers from the temporal (lateral) aspect of the eyeon the ipsilateral side and fibers from the nasal (medial)aspect of the contralateral eye. Each eye carriesinformation from the same half of the visual field from eacheye. Because the lens reverses all images, the medial halfof each retina receives light rays from the lateral portion ofthe visual field, while the lateral half of each retina receiveslight rays from the medial portion of the visual field.Therefore, the right optic tract carries signals representingthe left half of the visual field, and the left optic tract



carries signals from the right visual field. The axons ofganglion cells make up the optic nerve, which crosses atthe optic chiasma. Most of these axons then travel to thelateral geniculate body of the thalamus, where theysynapse on second‐order neurons that travel through theinternal capsule, forming the optic radiation. These fibersproject to the primary visual cortex in the occipital lobes.Some fibers in the optic tract project to the superiorcolliculi, which is involved in visual reflexes controlling theextrinsic muscle of the eye. Other fibers project to thepretectal nucleus, which is involved in pupil light reflexes,and to the suprachiasmatic nucleus of the hypothalamus,which is involved in circadian rhythms.



Fig. 11.21 Visual fields of the eyes. The visual fields of thetwo eyes overlap in the middle, indicated in green. Thepathway of signals generated in the retina of the right andleft eye are indicated by red and blue lines, respectively.
Hearing and Balance
Anatomy of the EarThe ear consists of three regions: the outer, middle, andinner ear. The outer ear, also called the external ear,collects sound waves and directs them to the middle ear.The middle ear carries these sound waves to the inner ear,and the inner ear contains receptors for hearing andequilibrium.



Outer (External) EarThe outer ear consists of the pinna, or auricle, and theexternal acoustic meatus (Fig. 11.22). The pinna is a fleshyappendage attached to the lateral surfaces of the skull bymuscles and ligaments. It is mobile and funnels soundwaves toward the external auditory meatus. Hairs andspecialized sebaceous (oil) glands called ceruminous glandsthat secrete earwax are found near the entrance of theexternal auditory meatus. The hair and earwax function torestrict the entrance of foreign materials such as dust.

Fig. 11.22 Outer ear of the dog.Reprinted from Constanstinescu (2002). Used by permission of thepublisher.



Middle EarSeparated from the outer ear by the tympanic membrane, athin, semitransparent membrane, the middle ear is an air‐filled cavity within the temporal bone (Fig. 11.23). It isseparated from the inner ear by two openings, the superioroval window and the round window. Extending from thetympanic membrane to the oval window are three auditoryossicles called the malleus, incus, and stapes, commonlycalled the hammer, anvil, and stirrup, respectively. Thesebones are connected by synovial joints. The handle of themalleus is attached to the inner surface of the tympanicmembrane, and its head is attached to the body of theincus. The incus articulates with the head of the stapes,whose footplate then fits into the oval windows. Two smallmuscles also attach to the auditory ossicles. The tensortympani muscle restricts movement and increases tensionon the tympanic membrane to minimize damage to theinner ear from loud noises. The stapedius muscle, thesmallest skeletal muscle, attenuates large vibrations of thestapes in response to loud noises.
Inner EarThe inner ear is sometimes called the labyrinth because ofits extensive series of canals (Fig. 11.23). It consists of twomain sections, an outer bony labyrinth enclosing an innermembranous labyrinth. The bony labyrinth lies in thetemporal bone and consists of three areas: (1) thesemicircular canals, (2) the vestibule, and (3) the cochlea.The first two contain receptors for equilibrium, and thecochlea contains receptors for hearing. The bony labyrinthis lined with periosteum and is filled with perilymph.Perilymph is like cerebrospinal fluid. The membranouslabyrinth is lined with epithelium and contains endolymph,which contains a relatively high level of K+ ions.



The vestibule is the central region of the bony labyrinth.The parts of the membranous labyrinth within the vestibuleare the utricle (little bag) and saccule (little sac), which areconnected by a short duct. Projecting from the vestibuleare three semicircular canals, the anterior, posterior, andlateral semicircular canals. They lie at a right angle to eachother. There is a swollen enlargement at one end of eachsemicircular canal called the ampulla (saclike duct). Themembranous labyrinth within each semicircular canalmakes the semicircular ducts and is continuous with theutricle and saccule.The cochlea (snail‐shaped), a bony spiral canal resemblinga snail shell, lies anterior to the vestibule. The cochleamakes nearly three spirals around a bony core called themodiolus. If uncoiled and cut in cross section the cochleaconsists of three channels. Beginning at the oval window,the upper channel is the scala vestibuli. The lower channelis the scala tympani, which ends at the round window.These two channels contain perilymph and are continuouswith one another, connecting at the apex of the cochlea,the helicotrema. The third channel, lying between the othertwo, is the cochlear duct, or scala media. The cochlear ductis separated from the scala vestibuli by the vestibularmembrane and from the scala tympani by the basilarmembrane.



Fig. 11.23 Anatomy of the left ear.Reprinted from Getty (1964). Used by permission of the publisher.The spiral organ, or organ of Corti, sits on the basilarmembrane. It consists of epithelial cells, supporting cells,and hair cells, the receptors for hearing (Fig. 11.24). Thereare two groups of hair cells. There is a single row of innerhair cells and three rows of outer hair cells. On the apical



(top) surface of each hair cell is a hair bundle consisting ofmany stereocilia and one long kinocilium, which are incontact with a flexible, gelatinous membrane called thetectorial membrane. At their basal (bottom) end, each haircell synapses with first‐order sensory neurons and withmotor neurons from the cochlear branch of thevestibulocochlear nerve (cranial nerve VIII). The cell bodiesof these sensory neurons reside in the spiral ganglion. Theinner hair cells synapse with approximately 90% of thefirst‐order sensory neurons; 90% of the motor neuronssynapse with outer hair cells.
Physiology of HearingThe hearing cycle is as follows:

1. The auricle collects the sound waves into the externalmeatus.2. These sound waves strike the tympanic membrane,causing it to vibrate.



Fig. 11.24 Section through the cochlea. A transversesection through the cochlea reveals its three channels,including the scala vestibule, which is continuous withthe scala tympani, and the cochlear duct, which lies inbetween. The spiral organ (organ of Corti) rests on thebasilar membrane. It consists of a single row of innerhair cells and three rows of outer hair cells, whichproject into the tectorial membrane.3. The central region of the tympanic membrane contactsthe malleus, causing it to vibrate. This causes the incusand stapes to vibrate in succession.4. The stapes contact the oval window, causing it tovibrate. The sound wave is thus transferred to theperilymph in the scala vestibuli located in the cochlea.



5. This sound wave moves through the scala vestibuli,around the helicotrema, and into the scala tympani,which finally causes the round window to vibrate. Thissound wave causes the basilar membrane to move upand down.6. Because the cilia and kinocilia of the hair cells areembedded in the stationary tectorial membrane, as thebasilar membrane oscillates, it causes the cilia andkinocilia on the hair cells to shear.7. If the hair cells shear toward the kinocilia, the hair cellis depolarized, whereas shearing away from thekinocilia causes hyperpolarization.
The basilar membrane passes along the length of thecochlea and vibrates in response to sound. However, thewide range of frequencies in a generic sound is linked ormapped to a specific location along the length of themembrane. Frequency refers to the number of vibrationsper second that a sound wave produces. It is measured inHertz (Hz). Pitch, by contrast, while related to frequency ismore subjective and reflects subjective perception of asound at a given frequency high or low. Back to theidentification of frequency. Each position along the lengthof the basilar membrane responds the most to a specificfrequency. This is called the best, or characteristicfrequency (CF) for that physical position along the basilarmembrane. This creates what amounts to a frequency mapalong the membrane from low to high frequencies from theapex to the base of the cochlea. In this way, the cochlea canbe thought of as being tuned for a species‐specific set offrequencies. Humans, for example, are sensitive tofrequencies between 20 and 20,000 Hz. But the sensitivityof other animals is very different. For example, cats candetect from about 50 to 77,000 Hz, dogs are generallysimilar 64 to 44,000 Hz. Blue whales exhibit their best



hearing in the range of 7 to 35,000 Hz and cancommunicate over long distances with infrasonic sounds(below 20 Hz) as can elephants. Mice have a range from100 to 70,000 Hz. They communicate with high frequencysounds that are inaudible to humans and use squeaks thatare out of the range of many predators. However,unfortunately for mice, cats have evolved to be better ableto detect the squeaks of mice. Reaffirming their reputationsas rodent control specialists.
Physiology of EquilibriumIn addition to hearing, the ear is involved in the sense ofbalance. Receptors in the semicircular canals and vestibulecollectively make up the vestibular apparatus, the part ofthe ear associated with equilibrium. There are two types ofequilibrium: static and dynamic. Static equilibrium refers tothe maintenance of the position of the body while notmoving, whereas dynamic equilibrium is the maintenanceof body position in response to sudden movements such asacceleration, deceleration, and rotation.
Otolithic Organs Within the Utricle and SacculeOn the walls of both the utricle and saccule is a thickenedarea called the macula. These are perpendicular to oneanother and are mostly involved in static equilibrium, butthey also have a role in dynamic equilibrium because theyrespond to linear acceleration, but not to rotation. Theyprovide sensory information about the position of the headin space and thereby function in posture and equilibrium.The twitches that some gymnasts experience certainlyreflect variations in signals between the utricle and sacculeand processing in the central nervous system(CNS).Each macula consists of a bed of supporting cellssurrounding scattered hair cells. The hair cells have



multiple stereocilia and a single kinocilium projecting fromtheir apex. The hair cells are embedded in an overlyingotolithic membrane (Fig. 11.25). The otolithic membrane isa jellylike mass on which crystals of calcium carbonatecalled otoliths (ear stones) rest. You could envision this likea square of Jello with coins resting on top. The otolithsprovide inertia to the otolithic membrane, which resists anychange in motion. As the head starts or stops moving in alinear direction, the otoliths cause the otolithic membraneto shear in the opposite direction, much like the head fallsbackward when one suddenly accelerates forward in a car.This shearing of the otolithic membrane causes the haircells projecting into the gelatinous membrane to bend inthe opposite direction of movement. When the hair cellsbend toward the single kinocilium, they depolarize; bendingin the opposite direction causes hyperpolarization. Whilethe hair cells continuously release neurotransmitters, achange in membrane potential alters the rate of release ofneurotransmitters and thus a change in signaling. Thischanges the rate of impulse in the vestibular nerve, asubdivision of cranial nerve VIII. Remember, the macularesponds only to changes in the linear acceleration of thehead. The hair cells adapt quickly, so they do not respondonce the head becomes stationary.
The Crista Ampularis and Dynamic EquilibriumThe crista ampularis, located in the ampulla of eachsemicircular canal, is the receptor for dynamic equilibrium.Like the macula, the crista ampularis consists of supportingcells and hair cells. The hair cells have stereocilia and onekinocilium that project into a gelatinous mass called thecapula.The crista ampularis responds to changes in the velocity ofrotation of the head. The inertia exerted by the endolymphin the semicircular canals causes the hair cells to bend in



the opposite direction of movement. As in the macula, thiscauses either depolarization or hyperpolarization of thehair cells, thus changing the release of theneurotransmitter.Signals from the semicircular canals are important investibular nystagmus, a reflex movement of the eyes. Asthe head rotates, the eyes drift in the opposite direction asif fixed on an object. After a time, the eyes rapidly jumptoward the direction of rotation and establish a newfixation point. This type of eye movement continues untilthe endolymph comes to rest.

Fig. 11.25 The macula. The macula is a sensory apparatusfound in the utricle and saccule. The sensory neurons havehair cells called stereocilia that project into the gelatinousotolithic membrane. The longest stereocilia is called thekinocilium. Embedded in the otolithic membrane are grainsof calcium carbonate called otoliths.



Chapter SummaryThe special senses include smell, taste, vision, hearing, andequilibrium.
Olfaction: The Sense of SmellBoth smell and taste are chemical senses involvingchemoreceptors. Olfaction involves the detection of volatilechemicals present in a solution.
Anatomy of Olfactory Receptors

1. The olfactory epithelium is in the roof of the nasalcavity along the inferior surface of the cribriform plateof the ethmoid bone and extending along the superiornasal concha and upper part of the middle nasalconcha.2. Olfactory receptors are bipolar neurons. At their apicalend, the dendrite forms a knob from which several longcilia project. Axons from the olfactory receptors projectinto the olfactory bulb.3. The supporting cells are columnar epithelial cellssurrounding the olfactory receptors.4. Basal stem cells are found between the supportingcells. They continually undergo cell division, producingnew olfactory receptors.5. Olfactory (Bowman’s) glands found in the connectivetissue that supports the olfactory epithelium producemucus that is carried to the surface of the olfactoryepithelium and dissolve odorants.



6. The facial nerve (cranial nerve VII) innervatessupporting cells and olfactory glands.
Physiology of OlfactoryOdorants dissolve in the mucus membrane stimulating Gproteins, thus activating adenylate cyclase and producingcAMP, which causes Na+‐channels to open. The influx ofNa+ results in depolarization of the olfactory receptor.
Olfactory PathwayThe axons of the olfactory receptors form the olfactorynerve (cranial nerve I), which terminates on neurons in theolfactory bulbs. Neurons from the olfactory bulb project tothe lateral olfactory area in the temporal lobe. Theolfactory neurons also project to the hypothalamus andother limbic areas, thus explaining how smell can evokevarious memories and emotions.
Gustation: The Sense of Taste
Tongue

1. The tongue is involved in gripping, repositioning food,mixing food with saliva, and forming the compact massof food called a bolus.2. The surface of the tongue is covered with small bumpscalled papillae. Filiform papillae are thorn‐shaped,giving the tongue roughness, thus aiding in licking andmanipulating food. Fungi form papillae are mushroom‐shaped, have taste buds, and are thus mechanical andgustatory. Foliate papillae have leaf‐shaped ridges, arelocated on the lateral borders of the tongue, and have agustatory function. Vallate, or circumvallate, papillaeare the largest and least numerous and resemble the



fungiform papillae but are circled by a cleft containingtaste buds.
Taste

1. Animals have innate preferences for flavors such asthose that are sweet, while tending to reject unpleasantflavors such as bitter flavors. Each papilla has one tohundreds of taste buds.2. Taste cells are electrically excitable and have voltage‐gated Na+, K+, and Ca++ channels on their surface.3. While it was formerly generally believed that animalshad four primary tastes, including salty, sour, sweet,and bitter, recently, a fifth category was added, calledumami, meaning “delicious” in Japanese. It isstimulated by monosodium glutamate.4. The binding of taste stimuli, called tastants, toextracellular receptors located on taste cells, leads todepolarization of the taste cell, leading to the release ofan unknown neurotransmitter, causing excitation in thesensory neuron.
Vision
Accessory Structures of the EyeThe accessory structures of the eye include the eyelids,eyelashes, eyebrows, lacrimal (tearing) apparatus, andextrinsic muscles of the eye.
Eyelids, Eyelashes, and Eyebrow

1. The upper and lower eyelids, or palpebrae, cover theeye during sleep, protect the eye from excessive lightand foreign objects, and assist with lubricating the eye.



2. The gap between the two eyelids is the palpebralfissure. At either corner of the eyelid is the lateral andmedial commissure, respectively. A small, reddishelevated area found in the medial commissure is thelacrimal caruncle. It contains both sebaceous (oil) andsudoriferous (sweat) glands.3. Domestic species have a nictitating membrane or thirdeyelid.4. Located at the margin of the eyelids are the cilia(eyelashes). Located above each eyelid are theeyebrows. Sebaceous ciliary glands located at the baseof the hair follicles of the eyelashes release alubricating fluid. Infection of these glands creates a sty.
Lacrimal ApparatusThe lacrimal apparatus consists of structures that produceand drain tears (lacrimal fluid). Lacrimal glands secretelacrimal fluid through excretory lacrimal ducts. The fluidmoves over the eye and enters two small openings calledthe lacrimal puncta. From there, the fluid enters thelacrimal canals, two ducts leading into the lacrimal sac. Thenasolacrimal duct carries fluid from the lacrimal sac intothe nasal cavity.
Extrinsic Eye MusclesThe movement of the eyeball is controlled by extraocularmuscles. The lateral and medial rectus muscles move theeye laterally and medially, respectively. The superior rectusand inferior rectus muscles elevate and depress the eye,respectively. The inferior oblique muscle elevates and turnsthe eye laterally while the superior oblique depresses andturns the eye laterally.



Anatomy of the EyeballThe eyeball consists of three layers: (1) fibrous tunic, (2)vascular tunic, and (3) retina.
Fibrous TunicThe fibrous tunic, or external layer of the eyeball, isavascular and consists of the anterior cornea and posterioropaque sclera. The cornea is a transparent layer coveringthe iris, the colored portion at the front of the eye.
Vascular Tunic

1. The vascular tunic, or uvea, is the middle layer of theeyeball. It consists of three parts: choroid, ciliary body,and iris. The choroid is the highly vascularized, darkbrown, posterior portion of the vascular tunic, liningmost of the inside of the sclera.2. Many species of domestic animals, including cats, dogs,horses, and ruminants, have an additional layer in thechoroid called the tapetum lucidum. The tapetumlucidum reflects light back toward the retina so that theanimal can see in low light.3. In the anterior, the choroid becomes the ciliary body. Itconsists of the ciliary processes and ciliary muscles.The ciliary muscles are a bundle of smooth musclesthat alter the shape of the lens to allow for near or farvision.4. The iris is the colored portion at the front of the eyeballthat is shaped like a disc with a hole, the pupil, in thecenter.



Retina (the Sensory Tunic)

1. The innermost layer of the eye is the retina, which linesthe posterior portion of the eyeball. The retina consistsof two layers: an outer pigmented layer and an innerneural layer.2. The neural layer of the retina has three major parts (1)The photoreceptor layer, (2) the bipolar cell layer, and(3) the ganglion cell layer. The outer and inner synapticlayers separate these layers from each other. Beforereaching the photoreceptor layer, light must first passthrough the ganglion and bipolar cell layers.Interspersed among these cells are two other types ofneurons, horizontal cells and amacrine cells.3. Axons from the ganglion cells collectively form theoptic nerve, which exits the eye at the optic disc.Because the optic disc lacks photoreceptors, it is alsocalled the blind spot.4. There are two types of photoreceptors, rods and cones.Rods outnumber cones 20 : 1, except for birds, whichhave more cones than rods. Rods are effective in dimlight. Cones provide color and high acuity vision.5. The macula lutea is found in the exact center of theposterior of the retina. It contains mostly cones. At itscenter is a small pit, the central fovea, which containsonly cones and where the bipolar and ganglion cells aredisplaced to the sides.6. The avian retina is avascular and contains a uniquestructure called the pecten. This is a black‐pigmentedstructure extending from the ventral retina up to justabove the area where the optic nerve exits.



LensThe lens is a biconvex, transparent, and avascular structurethat can change its shape to focus light on the retina. Thelens is held in place by the suspensory ligament attached tothe choroid process.
Chambers of the Eye

1. The lens divides the eye into the anterior and posteriorsegments. The iris subdivides the anterior segment intothe anterior chamber located between the cornea andiris, and the posterior chamber between the iris andlens.2. The anterior segment is filled with aqueous humor. Ifthe drainage of aqueous humor is blocked, intraocularpressure increases, causing compression of the retinaand optic nerve, leading to glaucoma and blindness.3. The posterior segment of the eye contains vitreoushumor, a clear gel‐like substance that pushes the retinaagainst the pigmented layer of the choroid.
Physiology of VisionThe eye can be likened to a camera. An image is focused onthe retina by the lens, and the amount of light entering theeye is controlled by the pupil. The retina, lens, and pupilare analogous to the film, lens, and aperture of the camera,respectively.
RefractionWhen light rays pass from one medium to another of adifferent density, the speed of light changes. As a result,the light rays are bent or refracted. Images are inverted,and backward, as they are focused on the retina. The brain



reinterprets this image so that objects are not perceived asinverted.
Accommodation

1. Increasing the refractive power of the lens is calledaccommodation. Therefore, as an object moves closerto the eye, the lens must become more convex, to focusthe image on the retina.2. Accommodation is accomplished by the actions of theciliary muscle. When the ciliary muscle is relaxed, thefibers surrounding the lens pull on the lens, thusmaking it fatter or less convex. When the ciliary musclecontracts, it pulls the ciliary body and choroid forward,thus decreasing the tension of the zonular fibers on thelens.3. Some species of birds possess a static mechanism,allowing them to keep objects in focus regardless oftheir distance. This is accomplished by asymmetries inthe eye allowing it to be emmetropic (i.e., light raysfocus directly on the retina) in its upper portions whilebecoming increasingly myopic (i.e., nearsighted)toward its lower portions.4. Horses have a limited accommodating ability due toweak ciliary muscles. To compensate, horses have aramp retina that allows them to use a form of staticaccommodation in which they move their heads tofocus an object at different locations on the retina.5. The far point of vision is that distance beyond which noaccommodation (no change in lens shape) is necessaryfor focusing. The near point of vision is the closestpoint at which the animal can focus clearly.



Refraction Problems

1. A normal eye is said to be emmetropic. As animals age,the lens loses its elasticity and its ability toaccommodate, a condition called presbyopia.2. Myopia, or nearsightedness, is when an animal can seeclose objects, but distant objects are blurred. Inhyperopia, also called hyperopia or farsightedness, theanimal can see distant objects but is unable to focusnear objects because the eyeball is too short. Anirregular curvature in either the lens or cornea resultsin astigmatism.
Pupil DiameterThe amount of light that can enter the eye is controlled bythe diameter of the pupil. Circular muscle fibers control thepupil diameter.
Field of Vision

1. The field of vision is the spatial area that can be seenby a single eye. The location of the eyes within the headhas an impact on the field of vision. The field of visionof the two eyes generally overlaps, providing an area ofbinocular vision.2. The eye location varies between species and withinbreeds of species. The wider the set of the eyes, thegreater the panoramic field of vision. Herbivores tendto have their eyes set wide, thus providing them with apanoramic field of vision.
Photoreception

1. Photoreception involves the conversion of light energyto an electrical signal carried by the optic nerve.



2. Rods and cones consist of an outer segment involved inphotoreception and an inner segment containing thecell nucleus, Golgi complex, and mitochondria.3. Within the outer segments are stacks of membranousdiscs in which the visual pigments, or photopigments,are embedded.4. There is one type of rod and three (four in birds) typesof cones, distinguished by different visual pigments.
Chemistry of Visual Pigments

1. The light‐absorbing photopigment in rods is rhodopsin.It consists of opsin and a vitamin A derivative calledretinal. The opsins found in each of the three types ofcones permit them to absorb primarily blue, green, oryellow‐orange wavelengths of light.2. In the dark, retinal is found as 11‐cis‐retinal, whichbinds strongly with opsin. In rods, this forms rhodopsin.When exposed to light, cis‐retinal is isomerized to all‐
trans‐retinal, which no longer binds to retinal.Therefore, trans‐retinal and opsin dissociate, therebyforming a colorless photopigment.

Light Transduction by Photoreceptor

1. In the dark, cGMP binds to sodium channels located onthe plasma membrane and keeps them open. The influxof sodium depolarizes the membrane, allowingcontinuous release of the neurotransmitter glutamate,which induces inhibitory postsynaptic potentials inbipolar cells.2. The presence of light converts 11‐cis‐retinal to all‐
trans‐retinal, causing opsin to dissociate from thephotopigment. Opsin then interacts with a G‐protein



subunit called transducin, an enzyme that breaks downcGMP to GMP. The breakdown of cGMP causes thesodium channels on the plasma membrane to close,thus hyperpolarizing the membrane potential. Thisdecreases the release of glutamate.
Retinal Processing of Visual InformationGanglion cells produce action potentials while theamacrine, horizontal, and bipolar cells produce gradedpotentials. Ganglion cells have circular receptive fieldsconsisting of a circle within a circle. The circular zone atthe center is called the on‐center area, while that on theperiphery is called the off‐center, or surround, area. Theon‐center ganglion cells are excited when light illuminatesrods or cones in the central area, while the off‐center areais inhibited.
Light or Dark Adaptation

1. The eye adapts to a sudden increase in light intensityby decreasing its sensitivity, a process called lightadaptation. Light adaptation involves contraction of thepupil and bleaching of photopigments. In addition,bright light causes the cGMP‐gated channels to close.2. Dark adaptation is essentially the reverse of lightadaptation.
Visual Pathway

1. The axons of the ganglion cells converge to form theoptic nerve. At the optic chiasma, fibers from themedial portion of the eye cross to the opposite side andcontinue via the optic tracts. Each optic tract containsfibers from the temporal (lateral) aspect of the eye onthe ipsilateral side and fibers from the nasal (medial)aspect of the contralateral eye.



2. Most of these axons then travel to the lateral geniculatebody of the thalamus, where they synapse on neuronsthat travel through the internal capsule forming theoptic radiation. These fibers project to the primaryvisual cortex in the occipital lobes.
Hearing and Balance
Anatomy of the EarThe ear consists of three regions: the outer, middle, andinner ear.
Outer (External) EarThe outer ear consists of the pinna, or auricle, and theexternal acoustic meatus.
Middle Ear

1. Separated from the outer ear by the tympanicmembrane, the middle ear is an air‐filled cavity withinthe temporal bone. It is separated from the inner ear bytwo openings: the superiorly located oval window andthe round window.2. Extending from the tympanic membrane to the ovalwindow are three auditory ossicles called the malleus,incus, and stapes, commonly called the hammer, anvil,and stirrup, respectively.
Inner Ear

1. The inner ear consists of two main sections: an outerbony labyrinth enclosing an inner membranouslabyrinth. The bony labyrinth lies in the temporal boneand consists of (1) the semicircular canals, (2) thevestibule, and (3) the cochlea. The first two contain



receptors for equilibrium and the cochlea containsreceptors for hearing.2. The vestibule is the central region of the bonylabyrinth. Within the vestibule are the utricle andsaccule. Projecting from the vestibule are threesemicircular canals called the anterior, posterior, andlateral semicircular canals.3. The cochlea, a bony spiral canal resembling a snailshell, lies anterior to the vestibule. The cochlea consistsof three channels. The upper channel is the scalavestibule, and the lower channel is the scala tympani.The third channel, lying between the other two, is thecochlear duct or scala media. The cochlear duct isseparated from the scala vestibuli by the vestibularmembrane and from the scala tympani by the basilarmembrane.4. The spiral organ, or organ of Corti, sits on the basilarmembrane. It consists of epithelial cells, supportingcells, hair cells, and the receptors for hearing. On theapical (top) surface of each hair cell is a hair bundleconsisting of many stereocilia and one long kinocilium,which are imbedded. in the tectorial membrane.
SoundThe pitch is related to the frequency of the sound wavewhile the intensity is related to the amplitude of the soundwave.
Physiology of Hearing

1. The stapes contact the oval window so that the soundwave is, thus, transferred to the perilymph in the scalavestibuli. This sound wave moves through the scalavestibuli, and into the scala tympani, which finally



causes the round window to vibrate. This sound wavecauses the basilar membrane to move up and down.2. As the basilar membrane oscillates, it causes the ciliaand kinocilia on the hair cells to shear.3. If the hair cells shear toward the kinocilia, then the haircell is depolarized.
Physiology of EquilibriumThe ear is involved in the sense of balance. Receptors inthe semicircular canals and vestibule collectively make upthe vestibular apparatus, the part of the ear associatedwith equilibrium.
Otolithic Organs Within the Utricle and Saccule

1. On the walls of both the utricle and saccule is themacula. They are perpendicular to one another, and aremostly involved in static equilibrium, but also have arole in dynamic equilibrium.2. Each macula consists of hair cells embedded in anotolithic membrane. The otolithic membrane is ajellylike mass on which sit crystals of calcium carbonatecalled otoliths.3. As the head moves in a linear direction, the otolithscause the otolithic membrane to shear in the oppositedirection. When the hair cells bend toward the singlekinocilium, they depolarize while bending in theopposite direction causes hyperpolarization. Thiscauses a change in the impulse rate in the vestibularnerve.



The Crista Ampularis and Dynamic Equilibrium

1. The crista ampularis, located in the ampulla of eachsemicircular canal, is the receptor for dynamicequilibrium. It consists of supporting cells and haircells. The hair cells have stereocilia and one kinociliumthat project into a gelatinous mass called the capula.2. The crista ampularis responds to changes in thevelocity of rotation of the head. The inertia exerted bythe endolymph in the semicircular canals causes thehair cells to bend in the opposite direction ofmovement, causing depolarization or hyperpolarizationof the hair cells.
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12
Endocrine System

Introduction and OverviewThe nervous system, with its sensors and capacity for rapidresponse, combined with often longer‐term impacts of theendocrine system is critical for the maintenance ofhomeostasis. Actions mediated by the nervous system aretypically acute and short‐lived, whereas endocrine effectsare often slow to develop but frequently generateresponses that continue for hours or even weeks. Somesimple examples illustrate these points. Consider whathappens with overheating. As the core body temperaturerises, warmer blood flowing to the hypothalamus initiatesefferent nerve impulses relayed by spinal nerve tracts tothe smooth muscle sphincters of the arterioles controllingblood flow to the dermis. Resulting relaxation increasesblood flow so that heat can be lost. Neural signals alsostimulate the secretion of dermal sweat glands. Theincreased flow of warm blood near the body surface, alongwith the release and evaporation of sweat, serve to lowertemperature and thereby return body temperature to itsusual limits. These reactions occur very quickly.Let us now consider how changes in the two hormonescalcitonin (CT) and parathyroid hormone (PTH) act toregulate circulating concentrations of calcium. Decreasesin calcium stimulate the release of PTH. PTH directlyimpacts bone and kidney and indirectly impacts thegastrointestinal (GI) tract. In the bone, PTH stimulates thesecretion of calcium into extracellular fluids and ultimatelyblood by promoting the resorption of inorganic bone matrixby activated osteocytes and osteoblasts. In the kidney, PTH



acts on the cells of the distal convoluted tubules of thenephrons to increase the reabsorption of calcium at theexpense of phosphate secretion. PTH also promotes theabsorption of calcium from the GI tract because it promotesthe activation of vitamin D, necessary for maximal activityof calcium transport proteins by gut enterocytes. CT issecreted in situations when circulating calciumconcentrations are too high. Cellular targets of CT areprimarily in osseous tissue to promote calcium deposition.The capacity to maintain calcium concentrations within arelatively narrow range is increased by having regulatorsthat act specifically when concentrations are either too lowor too high. As you might predict, responses that requirethe synthesis of enzymes, that is, bone resorption orstimulation of transporter proteins (GI tract), are likely tooccur over more prolonged periods compared with neuraleffects.However, it is not accurate to carry this generalization toofar. For example, when dairy animals are prepared formilking, auditory cues (clanging of the milking equipment)and/or tactile stimulation to clean the udder and teats forattachment of the milking machine stimulate the secretionof oxytocin from the posterior pituitary. In the mammarytissue, oxytocin binds to the receptors on myoepithelialcells that surround the mammary alveoli. These activatedreceptors induce the contraction of the myoepithelial cells.Since they are arranged in a network around the alveoli,this reduces volume, increases internal pressure, andforces milk into larger ducts and to the teat or nipple endfor harvesting. This is a neuroendocrine reflex; that is,neural input to the hypothalamus stimulates the secretionof oxytocin that promotes milk ejection. Thus, a closerelationship between the nervous system and the endocrinesystem is necessary for this event to occur. Moreover, thisendocrine‐mediated effect is very rapid. The moral is



simple: homeostasis is possible only because of thefunctional coordination between the nervous and endocrinesystems.
Cell SignalingThe complex interface between the nervous and endocrinesystems continues at the cellular level. You have alreadylearned that many neurotransmitters act by binding toreceptors on the surface of postsynaptic cells. Thesebinding reactions ultimately induce biochemical reactionsin the target cells that, if sufficient, cause the generation ofan action potential in that cell. As noted in prior chapters,many of these reactions depend on G protein‐linkedreceptors. A pattern of response that is true for the effectsof many hormones as well. This only serves to solidify theclose connection between the nervous system and theendocrine system.A substance that binds to a receptor is called a ligand, forexample, when insulin binds to its specific receptor on thesurface of the liver or fat cell. However, this can quicklybecome complicated. Within the insulin family, there areother closely related hormones, insulin‐like growth factorone (IGF‐I) and insulin‐like growth factor two (IGF‐II).Based on the names, it is evident that these growth factorsmust have properties like insulin. Indeed, these moleculeshave similar but not identical structures. This means thatinsulin can also bind to specific IGF‐I receptors on targetcells. However, this is usually not physiologically importantbecause the affinity (a measure of how easily the bindingoccurs) of the binding is much less than for IGF‐I. You canenvision the relevance of affinity this way: a ligand with ahigh affinity for a receptor occupies a greater proportion ofthe receptors at a much lower concentration than if the



ligand for the receptor has a low‐affinity for the receptor.Does this have practical significance? The answer is yes.For example, at normal circulating concentrations, insulinmolecules would rarely interact with an IGF‐I receptor.However, with diabetes or other situations when insulinconcentrations are chronically increased, the greaterabundance of insulin molecules can “overcome” the factthat insulin has a low‐affinity for the IGF‐I receptor.Biotechnology has also created modified IGF‐I moleculeswhich have enhanced abilities to bind to the nativereceptors or dampen interactions with IGF‐bindingproteins, which can alter the biological availability ofcirculating IGFs. As another example, many syntheticsteroids have been engineered so that they have a greateraffinity for receptors than the native molecule, that is,testosterone versus synthetic anabolic steroids.The classic definition of a hormone is the secretion of asignaling molecule by a ductless (endocrine) gland into thebloodstream, where it travels to a site some distance awayto act on a target cell. Except for the transport period inthe bloodstream, this pattern is not different from that ofregulators that are secreted into the extracellular fluid toact on target cells only a few millimeters or micrometersaway from the site of production. At the mechanistic level,there are many parallels between the effects ofneurotransmitters, classic hormones, and growth factors.Indeed, as understanding has evolved, it is now recognizedthat many growth factors, hormones, or neurotransmitterscan impact target cells at multiple levels.For example, a paracrine action refers to a moleculereleased from a signaling cell that acts to impactneighboring cells. An example of this is the production ofIGF‐I by stromal cells of the mammary gland. This growthfactor subsequently stimulates the epithelial cells of the



adjacent mammary ducts or alveoli. Autocrine stimulationindicates that the signaling molecule impacts the samecells that produced the molecule. Juxtacrine refers to thestimulation of immediately adjacent cells. The actions ofinterleukins, the powerful regulators in the immunesystem, described in Chapter 15, follow similar patterns toimpact immune cells.Both neurotransmitter and peptide hormones interactprimarily with receptors located in the plasma membraneof the target cells. For these regulators, this means thatthis binding event triggers biochemical changes inside thetarget cells to produce the observed hormone effects. Sincethe hormone or ligand does not enter the target cell, thispattern of action is known as a second messengermechanism. In other words, the hormone binding to thereceptor is the “first” messenger, and the biochemicalmediator(s) released inside the target cell is the “second”messenger. It is worth pointing out that advances in toolsof molecular biology have exploded the understanding aswell as the complexity, variation, interactions, and overlapbetween signaling mechanisms to explain how hormones,growth factors, and neurotransmitters solicit their effects.Our goal is not to overwhelm you with details, but we thinkit is important to have some appreciation of the variousbiochemical pathways that are involved in explaining howsurface‐acting hormones function. We begin by illustratingsome of the types of surface receptors.As shown in Table 12.1, based primarily on structure, thesereceptors (remember they are all proteins) can be groupedinto multiple classes. G protein‐coupled receptors (GPCRs)make up a very large group. Indeed, about 830 of theseevolutionarily related cell surface receptors have beendiscovered. They are also referred to as seven‐transmembrane‐domain receptors, serpentine receptors, orG protein‐linked receptors. These receptors all contain an



amino terminal piece or domain followed by sevenhydrophobic segments that form loops that span the plasmamembrane. The last seven loops of the hydrophilic domainof the protein protrudes into the cytoplasm of the cell. Youcan imagine a bit of the receptor protein at the outersurface of the cell and a bit protruding into the cytoplasmof the cell. The internal signaling response often dependson cyclic adenosine monophosphate (cAMP) and thephosphatidylinositol pathways. Most of these receptors relyon the activation of G proteins to elicit their effects.This is illustrated in Figure 12.1A. In the absence of ligandbinding to the external receptor (section 1), the G‐proteincomplex (α, β, and γ subunits are tightly bound andinactive because of guanosine diphosphate (GDP) bindingto the α subunit). Section 2 illustrates the effect ofhormone binding (HH) on the external receptor. Thisinduces a change in conformation which allows guanosine‐5′‐triphosphate (GTP) to replace GDP, thus freeing theinternal cytoplasmic receptor tail and G‐protein complex toinitiate the pathway(s) necessary for the production of thesecond messenger associated with the specific G‐protein‐linked receptor. Examples of these receptors include thosefor PTH, luteinizing hormone (LH), and melanocyte‐stimulating hormone (MSH). In addition to hormones, thesereceptors include those that respond to odors, pheromones,odorants, tastants, and light.



Table 12.1 Selected classes and examples of surface‐acting receptors.G‐protein‐linked receptorsAdrenocorticotropic hormone (ACTH)β AdrenergicGlucagonGrowth hormone‐releasing hormone (GHRH)Luteinizing hormone (LH)Melanocyte‐stimulating hormone (MSH)Parathyroid hormone (PTH)Thyroid‐stimulating hormone (TSH)Thyroid‐releasing hormone (TRH)Enzyme‐linked cell surface receptors (receptor tyrosinekinases)Epidermal growth factor receptor familyFibroblast growth factor receptor familyHepatocyte growth factor familyInsulin receptor familyPlatelet‐derived growth factor familyVascular endothelial growth factor familyEnzyme‐linked cell surface receptors (cytokine receptors)ErythropoietinGrowth hormone (GH)InterleukinsInterferonsLeptinProlactin (Prl)Tumor necrosis factor family



Enzyme‐linked cell surface receptors (guanylyl cyclasereceptors)Atrial natriuretic peptide (ANP)A second class of receptors is the single‐transmembranedomain receptors. These receptors span the plasmamembrane and have intrinsic tyrosine kinase activity; inother words, the binding of the ligand to the receptoractivates enzyme action. Or the receptor may be composedof two receptor halves, which can dimerize to form thecompleted receptor, which is then activated. When boundwith a ligand, phosphorylation (phosphate from ATP) oftyrosine residues on the cytoplasmic tail of the receptoroccurs. In this phosphorylated state, activators from thecytoplasm, which are either kinases themselves ormolecules that solicit kinases, react. The subsequent actionof these kinases phosphorylates cytoplasmic proteins thatare ultimately responsible for the biochemical responsesassociated with the effects of the hormone or growth factor(see Fig. 12.1B). It is worth remembering that thephosphorylation state is often the key to either theactivation or inhibition of many important enzymes orregulatory proteins.There are 58 or more of these receptors. This groupincludes multiple hormones (prolactin [Prl], growthhormone [GH], etc.), growth factors (IGF‐I), epidermalgrowth factor (EGF), vascular endothelial growth factor(VEGF), nerve growth factor (NGF), and cytokines. EGFreceptor has been studied extensively because aberrantexpression of the receptor occurs in multiple diseases suchas cancer and diabetes. Given that, signaling of multiplereceptors is involved in the initiation and progression ofvarious cancers, it should come as no surprise that thereare major efforts to identify pharmacological agents toinhibit actions of receptor tyrosine kinases and other



receptors active in tumors (Dev et al., 2021; Abbas et al.,2024).







Fig. 12.1 A schematic view of the structural variationsbetween types of cell surface receptors. In the upper item(1) illustrates an inactive G protein‐coupled receptor in theabsence of ligand binding. The G protein complexed with αβ and γ subunits and GDP is bound to the cytoplasmic tailof the receptor. After ligand binding (HH), cytoplasmic GTPelicits dissolution of the bound complex (item 2). This thenallows for intracellular signaling to produce the responseassociated with hormone action The middle panelillustrates a common response among growth factor andhormone receptors exhibiting membrane spanningstructures. Section 1 shows a subunit of an unresponsivetyrosine kinase receptor. In this example, there is noinherent kinase activity without ligand binding. With thebinding of ligands (attachment of the GF), a dimerization ofreceptor subunits occurs (Section 2). Subsequently, ATP isconverted into ADP and the tyrosine residues on thecytoplasmic tail of each receptor subunit arephosphorylated. These phosphorylated sites solicit theassociation of adaptor proteins and/or cytoplasmic kinaseswhich initial a variety of signaling cascades. Mitogen‐activated protein kinase (MAPK/ERK), PI3/Akt/mTOR(phosphoinositide 3 kinase/Akt/mammalian target ofrapamycin) and protein kinase C are primary examples.The lower section illustrates the response of an agonistbinding to a stimulatory G‐protein‐linked receptor. In thisexample, the released G‐protein subunit (α) activatesphospholipase C (PLC). It subsequently hydrolysesphosphatidylinositol 4,5‐bisphosphate to create two potentsecond messenger molecules inositol 1,4,5‐trisphosphate(IP3) and diacylglycerol (DAG). The IP3 binds receptors onthe endoplasmic reticulum to release calcium into thecytoplasm. DAG stays in the membrane and activates otherprotein kinases. Both actions lead to altered cell responses.The cytokine class of surface receptors is diverse, but



ligand binding and subsequently activation of thecytoplasmic tyrosine kinases often elicit the activation of afamily of cytoplasmic transcription factors called STATs(signal transducer and activator of transcription). Thereare at least six varieties of these molecules. Based on thestudy of Prl and/or GH receptors, segments of thecytoplasmic tails of the receptors have domains positionednear the internal surface of the plasma membrane that arebinding sites for a family of protein tyrosine kinases calledJAKs (another “cute” name that persisted for a time, i.e.,“just another kinase”). Regardless, the JAK kinases haveone binding site that functions when the hormone receptoris inactive (no ligand binding). It also keeps the JAK kinaseinactive but in a close position to the cytoplasmic tail of thereceptor. Hormone binding to the receptor and subsequentdimerization of the receptor produces a conformationalchange which allows the two JAK kinases linked to thecytoplasmic tail to become active kinases andphosphorylate each JAK by transphosphorylation. Onceactivated, the two kinases phosphorylate the tyrosineresidues of the cytoplasmic tail of the receptor as well asthe STATs. The phosphorylated STAT molecules migrate tothe nucleus and bind to the available transcription startsites to elicit the gene transcription and subsequentlyeffects associated with hormone action in the target cell.This is known as the JAK‐STAT signaling pathway. The JAKkinases are now described as the Janus kinases and includefour family members (JAK 1, 2, 3 and tyrosine kinase 2[TYK2]). The name comes from the Roman god Janus, thatis, beginning, ending, and duality. The name reflects thetwo binding domains (active vs. inactive) that can “changeface” as well as the paired receptor subunits.A third group acts via guanylyl cyclase or adenylyl cyclaseand synthesis of cGMP or cAMP, respectively. Hormonesthat depend on this signaling pathway include nitric oxide



(NO), also called endothelium‐derived relaxing factor(EDRF), and atrial natriuretic peptide. The receptor hasintrinsic activity leading to conversion of GTP to cGMPwhich in turn stimulates protein kinase G.Interestingly, some signaling molecules do not need anexternal receptor, that is, steroids, for example (covered ina subsequent section). The same is true for NO, which issynthesized by the enzyme nitric oxide synthase (NOS).NOS catalyzes the conversion of arginine to citrulline andNO. It is frequently generated in the endothelial cells,where it readily diffuses into neighboring vascular smoothmuscle cells, where it can activate a soluble form ofguanylyl cyclase to increase concentrations of cGMP. ThecGMP stimulates protein kinase G (PKG), which ultimatelydecreases Ca++ in several ways, (1) inhibition of voltage‐controlled Ca++ channels, to reduce calcium inflow (2)activation of plasma membrane calcium ATPases topromote outflow of Ca++, (3) inhibition of inositoltriphosphate receptors, which reduce calcium release fromthe sarcoplasmic reticulum, and (4) stimulation of calciumATPases to move cytoplasmic Ca++ into storage. DecreasedCa++ reduces smooth muscle tone and thus blood flow.Recall that free calcium is essential for muscle contraction.This story was difficult to unravel because of the rapidproduction and dispersion of NO.As another example, epinephrine binds to its surfacereceptor, and in conjunction with a stimulatory G protein,activates adenylyl cyclase, which causes the conversion ofATP to cAMP. This pathway was the first exampledemonstrating the second messenger mechanism ofhormone action and specifically the impact of cAMP. Thiswork resulted in Dr. Earl Sutherland being awarded theNobel Prize in Physiology or Medicine in 1971.



Mechanisms for Signaling by Cell Surface
ReceptorsIn addition to classification based on structure, receptorproteins for hormones, growth factors, andneurotransmitters are also classified based on the signaltransduction pathway they employ. Ion‐channel‐linkedreceptors are common in the nervous system, likelyevolving because of the need for very rapid responsesoccurring between electrically excitable cells. G‐protein‐linked receptors function by modifying the activity of aseparate plasma membrane‐anchored protein, which maybe an enzyme or may act as an ion channel. Briefly, theinteraction between the receptor and the anchoredmembrane protein is mediated by the action of a thirdprotein, a trimeric GTP‐binding protein (G protein). If thistarget protein is the enzyme type, activation alters theconcentration of an intracellular mediator (e.g., cyclicGMP, cyclic AMP, diacylglycerol (DAG), or inositoltriphosphate). Moreover, G protein hormone orneurotransmitter‐mediated effects can be inhibitory orstimulatory. The illustration in Figure 12.1C depicts aresponse if a stimulatory G protein variant (Gs) is activatedin response to ligand binding. In this case, the responseillustrates the effect of angiotensin II binding to a G‐protein‐mediated receptor in the adrenal gland to inducesynthesis of aldosterone (Spaulding and Bollag, 2022). Inthis case, the released G‐protein subunit (α) activatesphospholipase C (PLC). It subsequently hydrolyzesphosphatidylinositol 4,5‐bisphosphate to create two potentsecond messenger molecules, inositol 1,4,5‐trisphosphate(IP3) and DAG. The IP3 binds receptors on the endoplasmicreticulum to release calcium into the cytoplasm. DAG staysin the membrane and activates other protein kinases. Bothactions promote the secretion of aldosterone.



Figure 12.2 illustrates these G‐protein‐mediated effects in asimplified, stylized manner. In Panel A, the receptor isinactive because the hormone (1st messenger) has notinteracted with the receptor on the cell surface. However,the inactive G‐protein complex is positioned at the internalface of the plasma membrane, but with GDP attached to theα subunit of the complex, it is inactive. The elementsneeded for a response are in place. The G protein‐linkedsignal pathway (the G protein response complex) isnecessary to produce second messenger(s) and the enzymeor ion channel protein necessary for the hormone‐inducedeffect. In Panel B, hormone binding has occurred, and theinhibitory complex is freed because of the displacement ofGDP with GTP. This allows the response complex pathwayto initiate the production of second messengers. Panel Cillustrates the successful stimulation (via a secondmessenger molecule) and a hormone‐related response.Let us suppose, however, that the illustrated target cellalso has receptors for another hormone whose effect ismediated by an inhibitory G protein variant (Gi) and thatthe second messenger molecule is the same. In this case,the hormone binding to the receptor would activate Gi,resulting in inhibition of the production of the secondmessenger. This suggests that the overall response of thecell to these two hormones would depend on the relativeconcentration of the two receptors on the cell surface andthe ratio of circulating concentrations of the two hormonesin the blood available to interact. This possibility isillustrated in Figure 12.3A.As Panel A suggests, complex interactions control theconcentrations of even a single‐second messenger moleculein target cells. Just imagine the possible control points.Using this illustration as an example, what regulates therate of synthesis of G proteins or the rate at which cAMP



molecules are degraded? What about the rate of synthesisof the adenylyl cyclase enzyme or expression of thereceptor subtypes? On the other side of the coin, how manymolecules of the hormones are available in the blood tobind to the receptors on the cell surface? Overlap insignaling pathways, changes in the secretion of hormones,and alterations in the expression of cell receptors providemany opportunities for regulation of cell response tohormones or growth factors.Specific to the relevance of kinases in these signalingcascades, Panel B shows a stylized view of how a secondmessenger, cAMP in this illustration, might act by bindingto a regulatory protein (or subunit) to free the catalytic siteof an inactive kinase to become an active kinase. Note thatin this example, the cAMP is released so it can interact withregulatory units of other inactive kinases. This is somewhatlike the cofactors we discussed in relation to enzymeactivity generally in Chapter 3. This supports the likelihoodthat the impact of even small changes in potent secondmessengers could have effects that are amplified. Changesin the activity state of adenylyl cyclase depend on Gs or Giproteins to influence the capacity of the enzyme to convertATP to cAMP. Cyclic AMP binds to a cytosolic protein,cyclic AMP‐dependent protein kinase A. This allowsregulatory proteins (subunits) to detach from inactive A‐kinase (Fig. 12.3). These active enzymes cause thephosphorylation of proteins unique to target cells. Thesephosphorylated proteins have potent biochemical effects,including activation of other enzymes or gene activation.





Fig. 12.2 Example of a G‐protein‐linked hormonemechanism of action. Activation of the receptor is inducedby the binding of hormone (first messenger) Panel (A)illustrates the situation before the hormone binds to itsreceptor. The complex bound to the cytoplasmic tail of thereceptor is inactive because of the GDP bound to the αsubunit of the α β and γ complex. Thus, the responsecomplex linked to the usual response to the ligand is alsoinactive. Panel (B) illustrates the effect of the ligandbinding to the receptor. Ligand binding elicits aconformational change causing GTP to replace GDP boundto the α subunit. This induces the dissolution of thecomplex and frees the GTP enriched α subunit to interactwith cytoplasmic target proteins to produce a signalingcascade. This activated complex links to a secondmembrane‐bound protein (enzyme or ion channel) toincrease the intracellular concentration of an intracellularmediator (second messenger), which is responsible for theeffect associated with hormone action (Panel C). Thepossible effectors impacted are very large and many showoverlaps with signal transduction pathways noted for thesingle‐span membrane receptors.





Fig. 12.3 Stimulatory versus inhibitory G proteins. In thisexample, the target cell (the upper panel) expressesreceptors for two hormones, both of which impact thesynthesis of the second messenger cyclic AMP. However,one induces the activation of a stimulatory G protein (Gs)and the other an inhibitory G protein (Gi). This suggeststhat the balance between the actions of these twoantagonistic pathways controls actions affected by cAMPabundance. What would you predict if the expression ofreceptors for one of the hormones suddenly tripled? Thelower portion of figure (B) illustrates a possible model foractivation of a kinase enzyme with increased free cAMPconcentrations. The cAMP binds to a regulatory subunitallowing the catalytic subunit to phosphorylate its substrateprotein. Changes in the phosphorylation state can eitherstimulate or inhibit the actions of the target protein(depending on the protein).Figure 12.4 outlines some of the various second messengerpathways that can be mediated by the G‐protein receptorsdepending on which specific kinases (G‐kinase, kinase‐C, orCa kinases) are impacted. This is probably not surprising,given more than 800 of these G‐protein receptors havebeen identified.To finish our discussion of G proteins, if the target proteinacts as an ion channel, activation acts to change thepermeability of the membrane for that ion. It should beapparent that receptors activating or inhibiting ionchannels is a mainstay of signaling neurotransmitters. TheG protein‐linked receptors make a very large family ofsurface receptors, including the oxytocin receptor wediscussed related to the milk ejection reflex.



Fig. 12.4 Phospholipase C signaling pathways areillustrated. A variety of second messengers DAG, IP3, andCa can be produced by factors that stimulate phospholipaseC in the plasma membrane.Some agriculturally relevant signaling molecules includethe mammary and muscle active regulators IGF‐I, insulin,EGF, and VEGF; these are all examples of the tyrosine‐specific protein kinases (Butler et al., 1998; Adams et al.,2000).To illustrate a bit of the interrelationships in thesesignaling cascades for these receptor types, we focus onthe interaction of IGF‐I and its receptor. This is because theIGF‐I receptor is an excellent example of a receptor



tyrosine kinase. Second, IGF‐I is important in animalagriculture and medicine. IGFs are intimately tied tonormal development (muscle growth, mammary growth,and reproduction), diabetes, and some cancers. In animalagriculture, growth is critical, and the use of GH as a toolto increase milk production and development is also linkedto IGFs (Akers, 2006). Figure 12.5 illustrates an example ofone of these receptor types, specifically the insulin andinsulin‐like growth factor receptors. The point is that thereare interactions between the family of receptors as well asoverlapping actions to impact multiple cellular processes.IGF‐I and IGF‐II regulate cell growth, cell differentiation,maintenance of cell function, and prevention of apoptosis.Research with IGF‐I and IGF‐II was initially centered on thesomatomedin hypothesis, which proposed that these twogrowth factors mediated the effects of GH or somatotropinon postnatal growth. This explains the early name for thesepeptides, that is, somatomedins. Since those earlyexperiments, the view has evolved that the IGFs are alsoimportant local actors. These peptides can interact withseveral related cell surface receptors. The primarysignaling receptor for IGF‐I (IGF‐IR) is a tyrosine kinasereceptor structurally like the insulin receptor. Members ofthis family of proteins share a heterotetrameric structure.IGF‐IR binds with IGF‐I with high affinity (Kd ∼ 1 nM), butaffinity for insulin binding is about 500 times lower.IGF‐II binds with high affinity to a receptor that is identicalto a receptor for mannose‐6‐phosphate, but the receptorhas no known intracellular signaling function. The affinityof this receptor for IGF‐I is about 100‐fold lower than forIGF‐II, and it does not recognize insulin.For IGF‐I binding to its receptor to be effective, twocellular processes must come together. First, the bindingreaction must transmit a signal through the plasma



membrane to regulatory molecules located on thecytoplasmic face of the membrane. Second, a signal isneeded to cause localization and interaction of the internalreceptor domain with downstream effector molecules of thesignal transduction cascade. Activation of IGF‐IR producesintracellular molecules that mediate at least four distinct,but overlapping, signaling pathways. This likely explainsmultiple effects linked to IGF‐I activation reported invarious cell types or in the same cell type under differingphysiological conditions.In addition to receptors and the intracellular signalingcascade, there are also six IGF‐I binding proteins (IGFBPs)and nine related proteins (IGFBP‐rP) that affect the actionsof IGF‐I (Clemmons, 1998).Mechanisms of action for Prl and GH, two proteinhormones with long‐recognized importance in growth anddevelopment and mammary function, have similarmechanisms of action. Prolactin receptor (PrlR) and growthhormone receptor (GHR) are simple proteins with a singletransmembrane domain. The hormone has two sitescapable of binding to its receptor protein. Initially, thehormone binds (site 1) to create an inactive complex. Thishormone–receptor complex then diffuses within themembrane to bind with a second receptor (site 2). Thiscauses receptor homodimerization and the formation of anactive complex (Fig. 12.6). Although it had been knownthat stimulation with Prl or GH caused tyrosinephosphorylation of several cellular proteins, thecytoplasmic domains of the receptors have no inherentenzymatic activity. Unlike the tyrosine kinase receptorillustrated in Figure 12.1, in which tyrosine residues arephosphorylated directly. This means that hormone bindingand dimer formation must activate other kinases. Abreakthrough came with the discovery of Janus tyrosinekinase 2 (JAK2) appearing after receptor dimerization. For



PrlR and GHR, JAK2 is especially important. With PrlR,JAK2 is constitutively associated with the receptor, but withGHR, the enzyme associates with the receptor only afterhormone binding and dimer formation (Goffin and Kelly,1997; Hynes et al., 1997).





Fig. 12.5 Diagram of components of the insulin and IGFfamily of ligands and receptors. The upper portion (A)illustrates binding of IGF‐I, IGF‐II, and insulin to relatedreceptors. Most binding reactions involve the binding ofIGF‐I, IGF‐II, and insulin to their primary or nativereceptors. But several aspects are apparent, (1) there arevariations in the insulin receptor (IR‐A and IR‐B), (2) hybridreceptors with elements of the insulin and IGF‐I receptorcan occur, and (3) there is cross‐talk between IGF‐I, IGF‐II,and insulin regarding binding to each receptor. Bindingaffinities are best with the primary receptor for eachligand, but some interactions can occur. The signalingpathway for the native IGF‐II receptor is independent ofthose for insulin or IGF‐I. The arrows between ligands andreceptors suggest possible interactions. The lower portionof (A) illustrates some of the biochemical cascadesimpacted by signaling of these ligand/receptorcombinations and cellular processes influenced. (B)illustrates some of the signal transduction pathways forIGF‐I. The process is initiated by binding of IGF‐I to itsreceptor (1), which leads to autophosphorylation of thetyrosine residues of the β subunits of the receptor (blackedcircles). This phosphorylation cascade allows for thebinding of IRS proteins (3) and their phosphorylation. Thischange makes available binding sites for the recruitment ofother intracellular signaling molecules (i.e., the p85 andp110 subunits of PI3 kinase), resulting in the enzymaticactivity that converts membrane‐bound lipids like 3,4inositol phosphate into active second messenger molecules(inositol triphosphate). These molecules combine withphosphoinositide‐dependent kinase‐1 to activate AKT. AKTsignaling is linked with IGF‐I stimulation of proteinsynthesis. PI3K‐linked signaling is associated with theinhibition of apoptosis (as described in the text) as well asIGF‐I stimulation of glucose transport. In addition to this



pathway, IRS‐1 with SHC bind to the receptor and is alsophosphorylated (4). Activation of MAPK (mitogen‐activatedprotein kinase) signaling proceeds through the recruitmentof a complex composed of Grb2 and son of sevenless (SOS),which is recruited from the cytoplasm to the cellmembrane. This allows SOS to come in close position toRAS (a GTP‐binding protein named for the RAS gene firstidentified in viruses that cause sarcoma in rats). Thiscatalyzes a RAS GTP/GDP exchange. This then activatesRAF kinase, which in turn activates MAPK or MEK1.Targets of this cascade include members of the Ets andforkhead transcription factor families. Regulationultimately of these transcription factors explains how IGF‐Ibinding to its receptor can produce alterations in geneexpression that modify proliferation, differentiation, andapoptosis in target cells.Figures are adapted from Hadsell and Bonnette (2000), Hadsell et al.(2002), Clemmons and Maile (2003), and LeRoith and Roberts (2003).The signaling pathway depends on the JAK2‐inducedphosphorylation of a STAT transcription factor. STAT5 isespecially critical in the stimulation of the casein geneexpression in mammary tissue with Prl signaling.It is sometimes easy to dismiss these detailed biochemicalstudies as esoteric. However, basic information derivedfrom studies of our domestic species will yield techniquesto improve the control of growth and performance of ouranimals in unexpected ways. This is a very complex andimportant area of research. Our goal is not to overwhelmyou with details of cell signaling but to give you anappreciation of the intricate, even elegant, myriad ofcontrols that are possible in the regulation of hormone andgrowth factor action after they bind to their respectivereceptors.





Fig. 12.6 Ligand‐induced receptor homodimerization. Thehormone first binds with the receptor to create an inactivecomplex (A). Binding with a second receptor produces adimer (B). This produces an activated complex (C). Theactive complex stimulates JAK2 kinase, whichphosphorylates Stat proteins. As a dairy example, Stat5aand Stat5b are closely involved in Prl stimulation of milkprotein gene transcription. Receptor activation can alsostimulate other signaling pathways, including mitogen‐activated protein (MAP) kinase and protein C kinase (PKC).
Mechanisms of Internal Hormone Cell SignalingHormone receptors (steroid hormones, thyroid hormones,retinoic acid, and vitamin D), adapted orphan receptors(peroxisome‐proliferator‐activated receptors PPAR [α, β/δ,and γ], liver X receptors [α and β], and retinoid X receptors[α, β, and γ]), orphan receptors, and other nuclearreceptors serve to activate functions linked to a plethora ofstructurally diverse, small, hydrophobic molecules thatpass across the plasma membrane of target cells to actinternally. Activated receptors for these agents, that is,those bound by ligands, act essentially as transcriptionfactors.These receptors constitute a complex of at least 48members that are involved in a myriad of functions,including hormone signaling, cell differentiation, and cellmetabolism (Kurakula et al., 2013). The receptor proteinsfor these hormones and agents have a hydrophobic regionnear the C‐terminal end of the protein that binds directly tothe hormone. A more hydrophilic domain of the receptorbinds to DNA when the hormone–receptor complexestranslocate to the nucleus. These segments of the receptorproteins are homologous between the various receptors.Specifically, there are nine highly conserved Cys residuesthat occur in Cys‐X‐X‐Cys sequences, the so‐called zinc‐



finger arrangement. Binding releases associated proteinscalled chaperones so the newly formed hormone–receptorcomplex can attach to a specific region of the DNA. Thisassociation allows transcription of the gene(s) adjacent tothis binding site. Thereafter, transcription of the specificgene(s) occurs, and the new mRNA is processed andtransported to the ribosome for translation. These newlyminted proteins are responsible for the hormone effectsobserved (Fig. 12.7). A reasonable view is that steroidhormone family receptors are essentially ligand‐activatedtranscription factors. A general rule is that responses tothese hormones are slower than for the surface‐actingpeptides (Fig. 12.8).While steroid interaction with intracellular receptors andtranslocation to the nucleus explain most steroid hormoneeffects, there have long been reports and data indicatingvery rapid responses to hormone treatment that are toofast to depend on gene activation, transcription,translation, and new protein synthesis. In addition, whilelong controversial, there are reports supporting thepresence of membrane‐bound steroid receptors.Evidence for extracellular or surface actions for steroidhormones includes reports of specific binding ofradiolabeled steroid hormones to cell membranes and veryrapid responses that can occur following the addition ofsteroid hormones to target cells. For example, testosteronerapidly stimulates the transport of glucose, calcium, andamino acids into kidney cells. There is also evidence for thebinding of steroid hormones to gamma amino butyric acid(GABA) receptors in nerve cells and associated rapidchanges in ion flow into the cells.A so‐called orphan G protein‐linked receptor (GPR30) wasshown to bind estrogen. Orphan because its normal ligandwas unknown at the time. Indeed, it appears to explain a



part of the resistance to the antiestrogen tamoxifen thatoccurs in some breast cancer patients (Ignatov et al.,2011). Thus, some effects linked with steroid hormoneaction certainly do depend on surface actions (Levin, 2011;Abbas et al., 2024).It is now known that there are two forms of the nuclearreceptor (α and β), which function as ligand‐activatedtranscription factors, and a 7‐transmembrane G protein‐coupled receptor, GPER, which can elicit multiple pathways(Arterburn and Prossnitz, 2023). These G‐protein receptor‐linked responses are non‐genomic signaling. This providesa logical explanation for the rapid responses noted forestrogens. At least four G protein‐linked receptors can bindsteroids.
Table 12.2illustrates the intensity of receptor staining inERα‐ and PR‐positive mammary epithelial cell nuclei inprepubertal Holstein heifers treated with the antiestrogentamoxifen. Tamoxifen treatment markedly reduced (84%)estrogen receptor expression in mammary epithelial cells.Mammary development was impaired in tamoxifen‐treatedheifers (Tucker et al., 2016). Figure 12.9 providesexamples of estrogen receptor expression using thedetection of antiestrogen receptor antibodies withfluorescent tags and multispectral imaging as well asdetection with antibodies against the receptor withchromogenic molecules linked to the antibody.Interestingly, many of the mammary epithelial cells expressthe estrogen receptor, but not all. Also, myoepithelial cellsrarely express the receptor.The point here is to remind you that endocrine research israpidly expanding, so it is foolish to make dogmaticconclusions about hormone mechanisms of action. Newfindings and discoveries are continually being incorporatedinto our understanding.



Estrogen, progesterone, cortisol, triiodothyronine (T3),retinoids, and others are potent stimulators of target cellsin domestic animals. Effects of a variety of steroid familyhormones will be discussed in subsequent sections as wellas in other chapters. The essential feature of this section isto emphasize the primary differences in the mechanism ofaction for surface‐acting versus other hormones (Box 12.1).





Fig. 12.7 Generalized steroid hormone mechanism ofaction. The hormone receptors reside in the cytoplasm,represented by the box surrounding the panel B and/ornucleus (upper panel). Steroids pass into the cell wherethey can bind to the receptor in association with thecomplex of chaperone proteins. This leads to aconformational change which promotes translocation to thenucleus and binding of the receptor/hormone complex tospecific sites on the DNA which trigger transcription ofcertain genes and production of new mRNA. The newmRNA is translated, and new proteins are made. These newproteins are responsible for the biological effects of thehormone. Many of the chaperone proteins are part of thelarge family of heat shock proteins (HSP) that are known tomaintain structural stability of multiple cellular proteins,especially during periods of cellular stress. The lower panelillustrates responses associated with androgen action inprostate target cells. A complex of chaperones, includingHSP90 associates with the androgen receptor (AR) to helpmaintain its high affinity binding site to allow interactionwith testosterone (T) and other similar androgens. Bindingof T promotes the association of AR coregulators along withthe release of HSP40 and HSP70. Subsequently AR dimerscomplexed with HSP27 translocate to the nucleus wherebinding to androgen response elements (ARE) in the targetgenes. This leads to the transcription of these selectedgenes.Figure adapted from Ratajczak et al. (2022).





Fig. 12.8 Several examples of steroid hormone binding toreceptors in the nuclei of mammary epithelial cells intissues collected from prepubertal bovine heifers areshown. Panel (A) and (B) demonstrate the markedreduction in expression of estrogen receptor α (ER1) inheifers treated with the anti‐estrogen drug tamoxifen asmeasured by expression of fluorescent tagged antibodiesagainst the ER1.Tucker et al. (2016) / with permission of Elsevier.Panel (C) shows a section of mammary tissue from aprepubertal Holstein heifer stained to show expression ofER1 receptors using immunocytochemical detection. Notemany of the epithelial cell nuclei express the receptor butthere this practically no expression of the receptor instromal cells. Panel (D) provides another example of ER1expression using fluorescent‐tagged antibodies (the pinkstaining nuclei), nuclei generally have been stained withDAPI (a general nuclear stain).Velayudhan et al. (2015) / with permission of Elsevier.
Table 12.2 Estrogen receptor α and progesterone receptorexpression intensity in nuclei of mammary epithelial cellsfrom heifers treated with tamoxifen.Adapted from Tucker et al. (2016).

Treatment ER Intensity PR IntensityControl 1259 ± 146 4950 ± 712Tamoxifen 202 ± 42 7044 ± 496



Fig. 12.9 Receptor assay. In this example, increasing theconcentration of non‐radiolabeled prolactin (competinghormone) displaces the binding of radiolabeled prolactin toreceptors on cell membranes prepared from the mammaryglands of lactating sheep.
Box 12.1 Water, water everywhere, and not a
drop to drink (apologies to the ancient
mariner)

As you have considered the dizzying array of hormones,growth factors, their receptors, the second messengermolecules, activators, and regulators, without a doubt



you likely feel overwhelmed. However, it is important toremember that it is key to consider the big picture. Forexample, kinases are so important because theseenzymes phosphorylate regulatory proteins. Thisprocess can either activate or suppress the function ofthe protein. The details about specifics can be gatheredwhen needed. This is analogous to appreciating whyKrebs cycle reactions are so important to physiology butnot so much all the detailed information about thechemistry of all the intermediates. Of course, if you area professional biochemist, that might be different. As forthe myriad receptors, it is possible to classify thembased on structural similarities or functional attributes.Our hope is that you can appreciate both the complexity(if you need it) as well as the big picture. Thisnonetheless leads to another aspect of physiology forwhich we are at the beginning of what will mostcertainly be a new frontier.The sciences of “omics” are expanding knowledge aswell as wonder, confusion, and awe in our efforts tounderstand the details of cellular, organ, andphysiological functions. Briefly, the term omics refers tothe study of all the biomolecules within an organism.These systems biology or bioinformatic approaches areefforts to understand physiology wholistically. Branchesof omics include genomics (the entirety of gene or DNAstructure), proteomics (the complete array of proteinspresent), metabolomics (the array of metabolites), andtranscriptomics (all the available RNA variants). Theseefforts can be applied on a cell, tissue, organ, or wholeorganism basis. As you might imagine, the enormity ofdata generated from these efforts is staggering andcorrespondingly difficult to interpret, condense, andunderstand in a practical way. Nonetheless, the long‐term promise and benefit from these efforts are likely to



be very beneficial. It seems likely that the paralleladvances in AI will provide the keys for theinterpretation and use of these enormous data sets.
Receptors and RegulationAs you have surmised from your reading to this point,controlling the actions of hormones and growth factors iscritical in homeostasis. Alterations in internal cell signalingare important, but it is also important to appreciate generalfactors that affect functionality of hormones and growthfactors. As we have seen, these agents elicit their biologicaleffects by binding with high affinity receptors. Ligandbinding to its receptor is governed by the law of massaction (illustrated in the following).

In this expression, [H] is the hormone concentration, [R] isthe receptor concentration, and [HR] is the concentrationof the hormone–receptor complex; k + 1 and k − 1 are rateconstants for the creation and dissolution of the [HR]complex, respectively. At equilibrium conditions, theseterms can be written as shown here:
KD is the equilibrium dissociation constant that describesthe affinity of the ligand–receptor interaction; that is, thelower the value of the KD, the higher the affinity. Inpractical terms, high affinity means that low concentrationsof the ligand (hormone or growth factor) are sufficient tobind to the receptor. On average, when the concentration



of the hormone is equal to the value for the affinity of thereceptor, 50% of the receptor will be bound. Typical affinityestimates for common receptors are in the range of 10−9 to10−10 M/L. For example, the affinity of PrlR for membranesof mammary cells is about 2 × 10−9 M/L. A concentration of50 ng/mL is approximately equal to the affinity value. Thisis relevant because normal blood (basal) concentrationsrange from 5 to 75 ng/mL. So, the affinity of the receptorensures that normal circulating concentrations of prolactincan effectively impact target cells.You might ask how it is possible to measure the affinity ofvarious receptors or their hormone ligands or to measurevery low‐circulating concentrations of hormones. As isoften the case, technological advances were critical. Soonafter techniques were developed for the radiolabeling ofhormones, it became clear to some researchers thatmeasuring the amount of isotope bound to a target tissue,cells, or cell fraction could be used to estimate the numberof receptors. Radiolabeling refers to the incorporation of aradioactive isotope into the structure of the hormone. Forproteins, iodine is the most common isotope used for thispurpose. Analogous to thyroid hormones that have dietaryiodine incorporated into the ring structure of their tyrosineamino acids, test‐tube reactions are used to chemicallyincorporate radiolabeled iodine. If this is done using eitherI125 or I131 isotopes of iodine, the protein is effectivelylabeled or tagged. Assuming the protein is still biologicallyactive, that is, that the site where the iodine moleculeincorporated does not impair the binding reaction, thenewly labeled protein can be used to measure the numberof receptors in a tissue or cell preparation. This is typicallydone by allowing the iodinated hormone (called hot ortracer) to bind and then in parallel tubes adding an excessof non‐radiolabeled or (cold) hormone. The difference inbinding of isotope between samples with and without the



competing cold hormone is a relative indicator of receptornumber. Figure 12.9 is an example illustrating PrlR bindingin the cell membranes from the ovine mammary gland.In this example, a series of tubes, all containing equalamounts of cell membrane suspended in buffer, wereincubated with the same quantity of radiolabeled hormone(64,500 cpm [counts per minute] per tube equal to 1 ng).Notice in the absence of competition that the membranesbound about half of the total added, ∼38,000 cpm. Sets oftubes then received increasing quantities of cold hormone(noniodinated) ranging from 0 (total binding tubes) to 512 ng per tube. The data presented are the average of threesamples at each concentration. After a period of incubation,the tubes were centrifuged. The membrane formed a pelletin the bottom of the tube and the liquid was removed. Theamount of radioactivity remaining in the pellets was thenmeasured by placing the samples in a gamma counter. Thismachine measures the amount of radioactivity and isexpressed in cpm. As you can see, the addition ofincreasing amounts of cold hormone displaced about 90%of the bound radioactivity once the hormone concentrationreached about a 100‐fold excess (∼100 ng) compared withthe quantity of radioactively labeled material added. Noticethat adding greater quantities of cold hormone has verylittle further effect. The radioactivity that cannot beremoved even in the presence of excess cold is callednonspecific binding. The radioactivity that is displaced(specific binding) reflects the number of receptormolecules in the sample. In addition, if displacement isstudied using either a graded concentration of colddisplacement or saturation of binding using known gradedincreasing concentrations of tracer, it is possible tocalculate the affinity of the binding reaction as well asestimate the number of receptors.



Specifically, if it is assumed that total receptorconcentration R0 = [HR] + [R], the equation given earliercan be rearranged to give the following expression:

This is the Scatchard equation, which provides that whenthe ratio of bound over free ligand ([HR]/[H]) is plottedagainst bound ligand concentration ([HR]), the slope of theline is defined by −1/KD, the y‐intercept by R0/KD, and the
x‐intercept by R0. These computational methods, based onknowledge of bound and free concentrations of hormonesdetermined experimentally, give information about theapparent affinity of the receptor and the total concentrationof receptors in the preparation. Examples of a saturationcurve and Scatchard plot are illustrated in Figure 12.10.



Fig. 12.10 Saturation binding and Scatchard plot. Ahypothetical ligand saturation curve (A) and Scatchardanalysis of receptor binding (B) are shown. The KDrepresents the dissociation constant, R0 the total receptorconcentration, and [HR] and [H] concentrations of thebound and free ligand, respectively.In practice, the affinity of a given receptor for its ligand isgenerally stable; however, the number of receptors canvary dramatically in response to treatments orphysiological status. Thus, a major mechanism forregulating the effects of a hormone or growth factor is toalter the number of target cell receptors that aresynthesized. This is fundamental when you consider theinitial equation describing the law of mass action givenearlier in the chapter. If the number of available receptorsis reduced, and the hormone concentration stays the same,the number of hormone–receptor complexes that can beformed is correspondingly reduced. This also suggests thatchanges in the other element of the equation, hormoneconcentration or [H], are also important in determiningresponsiveness. Indeed, circulating concentrations of manyhormones are dramatically altered with time or in responseto physiological stimuli. For example, in monogastric



species, consumption of a meal high in carbohydratesstimulates the secretion of the hormone insulin. This meansthat the capacity of insulin to drive glucose into storage isimproved because of the increased blood concentration.Even if the concentration of insulin receptors is notchanged, the effect of insulin is enhanced; this is theessence of the law of mass action. With more insulin, theodds of generating the [HR] complexes are improved. Astime passes, the peak in insulin concentrations decreases,so its effect is diminished because of reduced receptorbinding.It is worth noting that radioimmunoassays (RIAs) are usedless in modern laboratories, in that enzyme‐linkedimmunosorbent assays, or ELISAs, have replaced the use ofradioisotopes. However, the basic principles of creating astandard curve and displacement changes in binding arestill at the core of the measurements.To summarize, not only are there complex changes insignal transduction pathways that modify hormoneresponses, but changes in hormone receptor number orhormone concentration also modify effectiveness. A changein the number of receptors can result from the synthesis ofmore hormone receptors, that is, more mRNA,transcription, and translation, or in some cases by simplymaking available receptors that were previouslyunavailable. Such receptors might be bound to otherproteins that mask the hormone‐binding site. If thisinhibitor is removed, the number of available hormonereceptors is increased, and, everything else being equal,response to the hormone is enhanced. As we discussspecific endocrine organs, we will provide some examplesof changes in receptor number that correspond withalterations in function.



One common response to prolonged increases incirculating concentrations of a particular hormone isreceptor downregulation. This is essentially a homeostaticresponse to prevent overstimulation. These mechanismsare vital but not foolproof. For example, hypersecretion ofGH prior to puberty can lead to gigantism, but afterpuberty, acromegaly can occur. In some breeds of beefcattle, large size and muscle development are at leastpartially attributed to an alteration in the GH–insulin‐likegrowth factor axis. This suggests that there has essentiallybeen genetic selection for what was initially a mutation ingrowth control.In other cases, increased secretion of a hormone stimulatesthe synthesis of other hormone receptors. For example, latein gestation, as parturition approaches, circulatingconcentrations of estrogen increase. This produces anincreased synthesis of oxytocin receptors in the uterus.This adjustment promotes the birth process at theappropriate time; increased uterine oxytocin receptorsearly in gestation would not be desirable.Molecules that bind to receptors with high affinity areclassified as either agonists or antagonists. Agonists areligands that trigger the usual response associated withhormone action. However, if you use the pharmaceuticalindustry as an example, many drugs act to either mimic orblock naturally occurring ligand‐binding reactions. Thesame general idea applies to hormone receptorinteractions. Some synthetic versions of steroid hormonesare much more potent than the corresponding naturallyoccurring versions. This may reflect an increased affinity ofthe receptor for the analog compound so that more [HR]complexes are maintained, therefore enhancing response.Other possibilities are that the analog is longer lived, thatis, not subject to normal degradation pathways or someother mechanism. Antagonists bind to the receptor but fail



to activate the usual effector mechanisms. Since theyoccupy the receptor, normal agonists are prevented fromaction, so hormone response declines.In a few cases, receptors are available in several‐foldsurplus relative to those required for a maximumphysiological response. Having these spare receptorsseems a waste, but it is suggested that this allows aseeming mismatch between low‐circulating concentrationsof the hormone and relatively low‐affinity receptors to stillbe effective. Going back to the law of mass action,increasing the number of available receptors guaranteesthat an adequate number of receptors will be bound forappropriate action despite the presence of less‐than‐saturating concentrations of hormone in circulation.
Measuring Circulating Hormone ConcentrationsThe development of RIA techniques in the late 1960s andearly 1970s ushered in a golden age for the study ofendocrine regulation of lactation, reproduction, and growthin domestic animals. Although bioassays had served toestablish general themes (changes in pituitary Prl, GH,follicle‐stimulating hormone (FSH), or LH incorrespondence with major reproductive events, e.g.,puberty, pregnancy, and lactation), widespread availabilityof RIA methods for Prl, GH, oxytocin, progesterone,estrogen, and other hormones allowed the study ofhormone secretion on a scale previously unimagined. Thesetechniques replaced the bioassays and allowed theaccurate measurement of circulating blood or tissueconcentrations of many hormones. Hormones and growthfactors are typically present in only picogram (pg) ornanogram (ng) quantities per millimeter of plasma. For thefirst time, it became possible to determine thecorrespondence between the secretion rate and pattern ofsecretion. As an offshoot of methods for radiolabeling



purified hormones for use in biochemistry and receptor‐binding studies, RIA methods were subsequentlydeveloped.A brief history explains the idea behind the RIA. Dr.Rosalyn Yalow, who was working at the VeteransAdministration Hospital, Bronx, NY, was considering thepossibility that some of her diabetic patients wereproducing antibodies against insulin. To test this idea, shereasoned that if this were true, it could be tested byincubating blood serum from suspect patients withradioactively tagged or labeled insulin. This was about thetime when techniques for radiolabeling proteins forreceptor studies were also developed. The idea was that ifantibodies against insulin were present, they would bind tothe insulin and thereby prevent insulin from having itsnormal physiological effects. After an incubation periodwith added radiolabeled insulin, the samples were passedover a gel filtration column. The key point is that antibodiesare very large proteins compared to insulin. Radiolabeledinsulin that is not bound to an antibody would pass throughthe column more slowly than insulin in the bound state.Specifically, small molecules are retarded in the column(they can migrate into all small spaces that make up the gelmatrix), but large complexes of antibody plus insulin wouldquickly be eluted from the column. Second, she couldestimate rates of passage by measuring the amount ofradioactivity in fractions that eluted from the column. If thesample contained antibodies, the rate of passage would bemuch faster with a control sample. She did find that somediabetic patients made antibodies against insulin.However, our focus is on what happened later. She and hercollaborators started to work on the question of whetherantibodies might not be used to somehow measurehormone concentrations. This is like the example shown inFigure 12.9, which illustrates the competition of



radiolabeled Prl on receptor protein sites by addingincreasing amounts of non‐radiolabeled Prl. Essentially,could antibodies be used to first bind radiolabeled hormoneand the rate of competition be used to estimate the amountof hormone in an unknown sample? The answer turned outto be yes. This was a major accomplishment. In fact, Dr.Yalow shared the Nobel Prize for medicine in 1977 for herpioneering efforts to develop RIA for protein hormones. Theother winners that year were Drs. Andrew Schally andRoger Guillemin for their competing efforts to discoverhypothalamic hormones that control the secretion ofanterior pituitary hormones.Several things are required to develop an RIA formeasuring hormone concentration. First, a source ofpurified hormones is needed. This was fortuitous in Dr.Yalow's research since insulin has been purified fromporcine or bovine pancreatic tissue since the 1930s for usein diabetic patients. Because of recombinant DNAtechnology, much of the insulin currently in clinical useutilizes the human insulin gene spliced into Escherichia
coli. This biotechnology revolution has altered much morethan possibly the esoteric study of endocrinology; anincreasing number of agricultural products that areproduced in this manner—bovine GH or bST to increasemilk production or the rennet used in cheese making—readily come to mind.The purified hormone is needed to make the radiolabeledtracer and is used to generate a standard curve in theassay procedure. A source of purified hormone is alsonecessary to produce antibodies that recognize thehormone under study. The antibody (often simply a dilutionof serum from an immunized host animal) that specificallybinds to the hormone is called the primary or first antibody.A common RIA technique is called the double antibody RIA.This procedure requires the use of another antibody



solution. For example, if guinea pigs were immunizedagainst bovine insulin, the animals would have antibodiesthat recognize or bind bovine insulin in their bloodstream.Blood or serum samples from these animals could be usedto provide the first antibody source needed in an RIA. Aspart of the procedure, there is also a need for more generalantibodies that recognize any guinea pig antibody; in otherwords, anti‐guinea pig gamma globulin antiserum (gammaglobulin is the class of proteins to which antibodiesbelong). Most often a large animal (sheep or goat) is usedfor this purpose. Briefly, the sheep or goat is immunizedwith a mixture of purified guinea pig gamma globulins. It isimportant to realize that these antibodies recognizeantibodies from the guinea pig. They do not recognize thehormone (bovine insulin in our example). The purpose ofthese second antibodies is to create a complex that can beprecipitated by simple centrifugation. They are added inexcess so that all the available primary antibody moleculesare captured. Since the tracer is competed from bindingsites on the first antibody, much of the tracer can be lostwhen the tubes are decanted following centrifugation.
Table 12.3summarizes these required reagents. Let usnow consider the procedure of how the double antibodyRIA assay is performed.A normal procedure requires the creation of a standardcurve and dilution of unknown samples followed by theaddition of the reagents in a prescribed sequence. A typicalpattern is illustrated in the following:

Day 1—label tubes and add dilutions of standards andunknowns in assay buffer to appropriate tubes (usually500 μL total volume).Day 2—add tracer (a dilution of radiolabeled hormone∼30 000 cpm per tube; usually 100 μL).



Day 2—add diluted first antibody to all tubes excepttotal count and background tubes (usually 100 μL).Day 3—add diluted second antibody to all tubes exceptthe total count tubes (usually 100 μL).Day 3–6—incubate the assay tubes at 4C.Day 7—add cold assay buffer (usually 1 mL) andimmediately centrifuge all tubes except the total counttubes. Decant the liquid and measure the radioactivityremaining in each tube.
There are now variations on this basic procedure; forexample, many commercial RIA kits use tubes that have thefirst antibody bound to the surface of the tube. Thiseliminates the need for the second antibody andcentrifugation, but basic principles remain the same. Thefundamental idea is that competition for tracer bound tothe primary antibody by hormone in unknowns to beevaluated is compared with the competition that occurswhen known amounts of purified, non‐radiolabeledhormone are added to assay tubes. In other words, theamount of radioactivity remaining in tubes containingunknown samples is compared against a standard curve.While most procedures now rely on computer programs tocrunch the numbers and calculate concentrations ratherthan the interpolation of results from a graphical plot of thestandard curve, the ideas can be readily illustrated thisway. Let us consider a set of results (Table 12.4) from anRIA standard curve for bovine insulin and someradioactivity values for some unknown samples.



Table 12.3 Materials needed for RIA procedure.
Reagent PurposePurifiedhormone Preparation of a standard curveMaking of radiolabeled hormone (tracer)Use in immunization procedureTracer This is the radiolabeled hormoneFirst orprimaryantibody

This is often diluted blood serum from animmunized animal; rabbits or guinea pigsare frequently usedSecondantibody This is usually diluted blood serum from animmunized sheep or goat (e.g., sheep anti‐rabbit gamma globulin)Assay buffer Usually, a phosphate buffer solution is tomaintain pH and conditions appropriate forthe binding reactions to take place



Table 12.4 Example bovine insulin RIA data.
Tube
no.

Description Radioactivity
Remaining (cpm)a

%
Bound1,2 Total count 32,6503–5 Background 5556–9 Total binding 12,950 10010–12 Std 0.1 ng/tube 11,551 88.7

13–15 Std 0.2 ng/tube 9981 76.0
16–18 Std 0.4 ng/tube 8800 66.5
19–21 Std 0.8 ng/tube 7311 54.5
22–24 Std 1.6 ng/tube 5564 40.4
25–27 Std 3.2 ng/tube 4026 28.0
28–30 Std 6.4 ng/tube 2507 15.7
31–33 Std 12.8 ng/tube 1856 10.5
34–36 Unknown 1 10,369 79.237–39 Unknown 2 7256 54.1
a Data given as average counts per minute (cpm).The values listed are averages for replicates of 3–4 tubes orduplicates for the total count of tubes. Total count tubesare simply the average of two tubes that contain 100 μL ofthe tracer solution but nothing else. These tubes are setaside and counted along with the other assay tubes to



provide a measure of how much of the tracer was added toeach of the assay tubes. Remember that all the tubes had100 μL of the same diluted solution of tracer at the start ofthe assay, or ∼33,000 counts per minute (cpm) each in thisexample. Radioactivity is more accurately described interms of disintegrations per minute (dpm) because thisconsiders the efficiency of the counting device. However,the use of cpm is acceptable to describe relativedifferences in radioactivity, especially if there are no issueswith variation in counting between samples. This is nottypically an issue with higher energy isotopes such as I125.Tubes 3–4 received all the same solutions as the otherassay tubes, except buffer instead of 100 μL of the firstantibody solution. Because the tracer is an iodinatedprotein it can stick nonspecifically to surfaces. Theradioactivity, or cpm, remaining in these tubes provides ameasurement of background or nonspecific binding. Thevalues for percent binding have the background cpmsubtracted prior to calculation. Tubes 6–9 are called totalbinding tubes because they contain a tracer and all thenecessary antibodies but no competing hormone, that is,neither added standard nor unknown. Notice that in theabsence of any competition, about 39% of the total traceradded is bound to the antibody TB/TC × 100 [12 950/32650 × 100 = 39.7%]. For creating the standard curve, this totalbinding or zero‐competing value provides a reference pointfor comparison to create the standard curve and is calledthe 100% binding value.Now consider the radioactivity values for tubes 10–12 and31–33. For those that had 0.1 ng of non‐radiolabeled insulinadded, the radioactivity is slightly less than for the totalbinding tubes (12,950 vs. 11,551); expressed as a percentof the total binding sample, this is 88.7%. As you scan downthe listing with increasing amounts of non‐radiolabeled(cold) insulin added, the remaining radioactivity becomes



progressively smaller and smaller. For example, with theaddition of 6.4 ng of cold insulin, bound radioactivity equals2507 cpm or 15.7% of total binding. Clearly, there is anegative relationship between the concentration ofcompeting cold insulin and the amount of tracer bound tothe antibody. Data for tubes 34–36 are the average forreplicated samples (100 μL of serum) taken from a cowprior to the infusion of glucose. Bound radioactivityaverages 10 639 cpm or 79.2% of total binding. Data fortubes 37–39 is the average for replicate samples (100 μL ofserum) from the same cow 10 minutes following an IVinfusion of glucose. Bound radioactivity averages 7256 cpmor 54.1% of total binding. Could you now extrapolate fromthe standard curve to estimate the ng of insulin in each ofthese samples?



Fig. 12.11 RIA standard curve standard plot. The insetshows the relationship between percent binding and theamount of added insulin on a simple arithmetic plot.Conversion to Logit‐Log transformation of the same dataproduces a straight‐line relationship that simplifiesextrapolation for calculating unknown values (S1 and S2).Figure 12.11 shows a plot (insert) of the percentage ofradioactivity bound versus nanogram of cold insulin added.While this simple plot clearly shows this negativerelationship, it is mathematically more complex toextrapolate from this curve. However, a simpletransformation serves to linearize the shape of the curve sothat extrapolation is simpler. Specifically, concentrations of



the cold hormone are expressed on a log scale (x‐axis) andthe percent binding (y‐axis) as a logit transformation. Inpractice, these calculations are usually done via computerprogram, but comparing the two plots (Fig. 12.11)illustrates the utility of the transformation. For example,consider the data for unknown 1 (tubes 34–36; 10 669 cpm;79.2% binding) and the corresponding dashed line (S1) inFigure 10.10. The intersection with the x‐axis suggests thiscorresponds to ∼0.22 ng of insulin in 100 μL of serum or2.2 ng/mL, that is, each mL (0.22 ng × 10 = 2.2 ng/mL). Thesecond unknown (S2) suggests an interaction at about 0.85 ng, so this corresponds with 0.85 ng/100 μL or 8.5 ng/mL.This indicates a nearly fourfold increase in serum insulinwithin 10 minutes after administration of glucose.The RIA methodology is a powerful technology to measurenot only hormones but also other proteins and molecules.For isotope labeling, some steroids are labeled with tritium(3H) or carbon 14C. In addition, to produce antiserum todetect steroids and other small poor antigens, themolecules are often linked with larger proteins or peptides.Although traditionally hormones were tagged withradioactivity, a number of other immunoassay techniqueshave evolved to avoid the use of isotopes and costs as wellas possible safety issues or waste disposal. In these assays,the antigen is linked to an enzyme, fluorescent tag, orchemiluminescent label to produce the tracer solution. Forexample, many ELISAs that depend on antibody‐coatedmicrotiter plates and enzyme‐labeled reporter antibodiescan be as sensitive as traditional RIA procedures.Despite the advancements allowed by the use of the RIA, itis nonetheless important to remember that the methoddepends on antibody–antigen binding so that it is possiblewith highly specific antibodies (e.g., monoclonal antibodies)that fragments of hormones might be detected in addition



to intact molecules. Since the method does not distinguishbiologically active hormones, some caution in theinterpretation of results is also warranted.
Endocrine and Growth Factor SignalingBy this point, you might be wondering, “How can I build aframework to add some sense to this seemingly bewilderingarray of first and second messengers, receptor types, andsignaling cascades to really understand relationships withphysiology?” Traditionally, hormones were classified basedon their effects. One such classification scheme isillustrated in Table 12.5. For example, glucocorticoids(cortisol and relatives) were named for their capacity toaffect carbohydrate metabolism, hence the metabolicclassification. The pituitary hormones were named becauseof their trophic effects, that is, their capacity to inducesecretions of hormones in other endocrine glands.However, GH, for example, has impacts on metabolism,growth, cardiac function, and secretion of IGF‐I from theliver. Prl is associated with more than 100 specificphysiological activities. Other hormones were named basedon their gland of origin, that is, thyroid hormones. Whilesuch classifications have logic, there can be confusion andproblems. For example, the actions of glucocorticoids canbe much more diverse than just those that impactcarbohydrate metabolism. These effects are only a subset.Second, it is possible that structurally similar hormonescan signal target cells by a common receptor. For example,as illustrated in Figure 12.5, insulin and IGF‐I have distinctreceptors. The affinity of insulin for the IGF‐I receptor islower than the affinity of IGF‐I, but, for example, whatwould happen in a diabetic state with elevatedconcentrations of circulating insulin? Despite the loweraffinity, it is likely that under these disease conditions,insulin could signal via its native receptor as well as IGF‐I.



In addition, as illustrated in Figure 12.5, it is also possibleto generate hybrid receptors. That is, one‐half from theinsulin receptor and the other from the IGF‐I receptor.What does this do to binding affinity or signaling?
Table 12.5 Functional classification of hormones.
Class Examples ActionsKinetic Oxytocin,epinephrine Uterine contractions, milkejectionPigment secretionMetabolic Cortisol CarbohydratemobilizationInsulinTriiodothyronine Glucose uptakeMetabolic rateMorphogenic EstrogenGHTestosterone

Gamete production, tissuedevelopment, and sexcharacteristicsGeneral body growthGamete production,secondary sexcharacteristicsBehavior EstrogenTestosteronePrl
EstrusAggressionNest building and othermaternal actionsThese complications and the burgeoning data coming frommolecular and cell biology studies suggest that hormonesand growth factors would be more logically classified basedon the receptor through which these molecules signaltarget cells. This has certainly revolutionized ourunderstanding of cell signaling in that we now understandthat there are broad families of hormones and growthfactors that share similar mechanisms of action. For



example, until the structural details of the receptorsbecame available, who would have combined leptin, Prl,and erythropoietin into the same class of receptors? Thisdoes not mean that we plan to abandon a traditionaldiscussion of the major endocrine glands and theirproducts. It is, however, important to appreciate thatunderstanding of the endocrine system and its physiology israpidly evolving.
The Hypophyseal‐Pituitary AxisFor many years, the pituitary gland was called the masterendocrine gland. This was because of the large number ofhormones that it produces and their widespreadphysiological effects throughout the body. However, sincenegative feedback loops and the secretion of hypothalamichormones ultimately regulate the secretion of the pituitaryhormones, the question of master and servant is murky.Regardless, the pituitary hormones are essential andcritically important in the control of animal functionsdirectly related to animal agriculture productivity, that is,rate of growth, muscle development, reproduction, andlactation. This is where we will begin our survey of majorendocrine glands, their products, and their actions.Secretion of the hormones of the anterior pituitary istightly linked to the secretion of other hormones that areproduced by cells located in nuclei of the hypothalamus.Although these releasing hormones (or releasing inhibitinghormones, in some cases) are produced only in very smallamounts, they can impact the activity of cells of the parsdistalis because of a unique arrangement of blood vesselsbetween the hypothalamus and the anterior pituitary. Thisis called the hypothalamic‐hypophyseal portal bloodsystem. Simply stated, venous blood that drains from thehypothalamus mixes with arterial blood and passes to the



anterior pituitary before it goes into the general venouscirculation. The importance of this special anatomicalrelationship was confirmed by elegant experiments in the1960s and 1970s that showed that placing a foil barrierbetween the hypothalamus and pituitary markedly inhibitedthe secretion of all the anterior pituitary hormones exceptPrl. Although the secretion of the hypothalamic‐releasinghormones was not prevented by this procedure, thediversion of these secretions into the general circulationdiluted the concentrations so much that the capacity toregulate the secretion of anterior pituitary hormones waslost. Of course, the pituitary gland must also receiveoxygenated arterial blood. Arterial branches of the circle ofWillis supply most of this blood.
Pituitary OverviewThe pituitary gland, or hypophysis, is located at the verybase of the brain in a depression of the sphenoid bone ofthe lower skull called the sella turcia. This obviouslyprovides a great deal of protection for this importantendocrine gland. It is divided into three divisions or lobes.The largest is the adenohypophysis, or anterior pituitary.Much of the anterior lobe contains cords of closelycompacted epithelial cells, which secrete many of the morefamiliar pituitary hormones, that is, GH, Prl, FSH, and soon. This hormone‐synthesizing region, called the parsdistalis, accounts for most of the tissue mass. However, asmaller tongue of tissue extends up and around thepituitary stalk to form a part of the anterior lobe called thepars tuberalis. A smaller region of tissue, the parsintermedia, or intermediate lobe, is sandwiched betweenthe anterior pituitary, and the second largest division, theposterior pituitary or pars nervosa. As you might haveguessed from its name, this region of the pituitary glandhas a very different cellular structure than the anterior



lobe. The cells of the region are in fact neurosecretory cellnerve endings and associated supporting cells. Theposterior pituitary hormones are synthesized by cell bodiesof the hypothalamus but released from the neural cells thatpopulate the posterior pituitary. Figure 12.12 illustratesthe basics of the pituitary gland.Many of the pituitary hormones are called trophichormones. This refers to the fact that these hormonesgenerally stimulate the secretion of hormones by otherendocrine glands in addition to other biological effects. Forexample, FSH stimulates the ovarian follicles, whichsynthesize and secrete estrogen and/or progesterone(following ovulation). In males, FSH and LH are involved inspermatogenesis, but they also promote testosteroneproduction. There are often many overlapping biologicalactions between hormones. The secretion of one hormonecan enhance the action of another, a synergistic effect. Inother situations, the secretion of one hormone is necessaryfor another to be effective; this can be described as apermissive effect. In fewer situations, two hormones canhave antagonistic effects. It is important that the secretionof the anterior pituitary hormones be adequatelycontrolled. We will discuss the importance of thehypothalamus shortly, but the secretion of these hormonesis also controlled by negative feedback loops. This type ofregulation can involve the anterior pituitary hormonesdirectly; that is, continued secretion of high amounts of thehormone negatively impacts the pituitary to reduce furthersynthesis and/or secretion of the hormone. In other cases,the negative feedback involves the target stimulated by thetrophic hormone. Negative feedback can also occur byaltering the rate of secretion of the hypothalamic hormonesthat stimulate the secretion of the anterior pituitaryhormones. We will provide examples of these feedbackloops as we discuss individual hormones.



Fig. 12.12 Pituitary gland anatomy.The epithelial cells of the anterior pituitary, specifically thepars distalis, were first described based on theirmorphology and staining characteristics. For example,some populations of the cells were stained with basic dyesand were identified as basophils. Other populations werestained with acidic dyes and were dubbed acidophils. Cellsthat stained poorly with either class of dyes were identifiedas chromophobes. Various physiological experiments orpathological events that tracked changes in reproduction,growth, or other factors slowly led to an appreciation of thecell types that corresponded with the secretion of specifichormones. For example, lactating animals were shown to



have pituitaries with an increased number of acidophils.This was coupled with increased Prl secretion, thus linkingPrl secretion with acidophils. Generally, acidophils includeboth somatotrophs that secrete GH and lactotrophs thatsecrete Prl. Under usual circumstances, the acidophilsaccount for 50–70% of the cells. The basophils include theFSH, and LH‐secreting gonadotrophs, corticotropes thatsecrete adrenocorticotropic hormone (ACTH), andthyrotropes that secrete thyroid‐stimulating hormone(TSH). More recent studies have utilized specificimmunocytochemical techniques to localize specifichormones to pituitary cells. Results of these studiessuggest that some cells secrete more than one hormone.For example, Prl and GH staining has been noted in thesame cells. Such cells are called mammosomatotrophs. Inhumans, they are most frequently noted within pituitarytumors. Regardless, this suggests that the cells of the parsdistalis may display much more plasticity with respect tothe secretion of hormones than was once thought. Table
12.6provides a listing of the anterior pituitary hormonesand their major trophic targets.Secretion of these pituitary hormones is closely coupledwith the hypothalamus. Figure 12.13 illustrates therelationships between the hypothalamus and the pituitarygland. The key idea is that groups of nerve cells (nuclei) inthe hypothalamus secrete hormones that act on theadjacent anterior pituitary. For example, growth hormone‐releasing hormone (GHRH) is a 44‐amino acid peptideproduced in the arcuate nucleus from a larger precursormolecule of 107 or 108 amino acids. Most of the activity ofthe GHRH resides in the first 29 amino acids of themolecule since experiments have shown that infusions ofthe truncated version are as effective as the full‐lengthversion of the molecule. Many of the hypothalamic peptidesappear in other places in the body. For example, D cells of



the pancreatic islet cells also secrete the tetradecapeptidesomatostatin (GHIH). These hormones and theircorresponding pituitary target hormones are listed in Table12.7.
Table 12.6 Hormones of the anterior pituitary gland.
Hormone Abbreviation Tropic

TargetGrowth hormone GH or STH LiverProlactin Prl NoneAdrenocorticotropin ACTH AdrenalcortexThyroid‐stimulatinghormone TSH Thyroid
Follicle‐stimulating hormone FSH Ovary—testesLuteinizing hormone LH Ovary—testes



Fig. 12.13 Relationship between the hypothalamus and theanterior pituitary.
Table 12.7 Hormones of the hypothalamus.
Hormone Abbreviation Pituitary TargetThyrotropin‐releasinghormone TRH TSH‐secreting cells(Prl—lactotrophs?)Gonadotropin‐releasing hormone GnRH Gonadotrophs (FSH‐LH)GH‐inhibitinghormone(somatostatin)

GHIH Somatotrophs (GH)



Hormone Abbreviation Pituitary TargetGH‐releasinghormone GHRH Somatotrophs (GH)
Corticotropin‐releasing hormone CRH Corticotrophs(ACTH)Prolactin‐inhibitinghormone (dopamine) PIH Lactotrophs (Prl)
Prolactin‐releasinghormone PIH ? (TRH)
It seems that other agents are frequently being identifiedthat have impacts on the secretion of pituitary hormones.For example, ghrelin is a potent secretagogue for GH thatis found in both the GI tract and central nervous system,with the highest concentrations in the stomach. On aweight basis, it is even more potent than GHRH instimulating the secretion of GH. It also stimulates hungerand, in many respects, may act as a counter to leptin,which induces satiety (Kirsz and Zieba, 2011). There is aninterplay between ghrelin, leptin, and other peptides; thatis, kisspeptin is a potent stimulator of GnRH but likely alsoimpacts GH secretion because of impacts in thehypothalamus. For example, during short‐term fasting,which leads to the inhibition of somatostatin neurons, thatis, less release, so removal of a brake on GH secretion, asshown in sheep (Foradori et al., 2017). The work toregulate the secretion of GH via changes in GHRH or directpituitary effects is an area of intense research interestbecause of the practical concerns of obesity and weightcontrol in humans as well as understanding feedingbehavior in farm animals.Kisspeptins are a group of related peptides that areproduced from a 145‐amino acid precursor that leads tocleavage products 10–14 amino acids in length. Kisspeptin‐



secreting neurons are present in the hypothalamus,including the periventricular nucleus, preoptic nucleus, andarcuate nucleus. The neurons send projections to themedial preoptic nucleus, which is rich in cells producinggonadotropin‐releasing hormone. Thus, kisspeptin isbelieved to act on GnRH neurons to stimulate GnRHsecretion. Kisspeptin neurons also are apparently sensitiveto changes in steroid hormones which are involved in thecontrol of GnRH and thereby secretion of FSH and LH.Kisspeptins appear to be especially important in theregulation of the onset of puberty (Amstalden et al., 2011;Pinilla et al., 2012).Leptin is a large protein produced by white adipose tissuewhose blood concentration is related to the amount ofadipose tissue. It interacts via surface receptors found inneural, hepatic, GI tract, and other tissues. Its best‐characterized role is the regulation of appetite, but thewide distribution of its receptors likely means it hasmultiple physiological roles. Moreover, there are also atleast six isoforms of the receptor, further suggesting variedeffects. For the long form of the receptor, binding inducesdimerization and activation of the Jak‐STAT pathway withSTAT3 serving as a primary transcription factor. Leptinimpacts multiple regions of the hypothalamus, includingthe ventromedial, dorsomedial, and arcuate nuclei. Giventhat these areas are also sites for the production of thevarious hypothalamic hormones which control the secretionof the anterior pituitary hormones, it is easy to visualizehow leptin and other hypothalamic‐acting hormones andpeptides could influence the secretion of the hypothalamichormones and thereby the pituitary hormones. Figure12.14 illustrates the positions of the various hypothalamicnuclei relative to the pituitary and other CNS landmarks.The hypothalamic hormones were first described becauseof their effects on the anterior pituitary hormones. It is now



known that many of these substances also function asneurotransmitters. The reverse is also true. Severalmolecules first described as neurotransmitters alsofunction as classic hormones; that is, the same substancemight act as neurotransmitters, neural hormones, or classichormones. For a student, this adds confusion but alsoindicates how difficult it is to make hard and fast rules tocategorize whether a messenger is a hormone or aneurotransmitter.Table 12.8 provides some further detail about the structureof hypothalamic hormones and posterior pituitaryhormones. Many of these peptides are very small moleculescompared with many other protein hormones. Acomparison of the nonapeptides oxytocin and vasopressinshows the similarity of the structure of these molecules,that is, only two amino acids differ, and they haveessentially identical cyclic structures, yet their biologicalresponses are distinct. GHRH and corticotropin‐releasinghormone (CRH) are larger but relatively simple peptidechains. Prolactin‐inhibiting hormone (PIH) is now known tobe dopamine, which is similar in structure to epinephrineand norepinephrine. Somatostatin, like several of thehypothalamic hormones and neurotransmitters, is foundnot only in the hypothalamus but also in the D cells ofpancreatic islets, enterocytes of the GI tract, and C cells(parafollicular cells) of the thyroid gland. There are alsoseveral structural variants of somatostatin. Somatostatin 14is predominant in the hypothalamus, but somatostatin 28 isfound in the cells of the intestinal tract. In addition to itsrole in regulating GH secretion, somatostatin inhibits thesecretion of insulin, glucagon, gastrin, and secretin.Somatostatin also regulates the secretion of TSH becauseof its capacity to enhance the negative feedback of thyroidhormone on the thyrotrophs of the anterior pituitary.Similarly, TRH acts to increase the secretion of Prl. Table



12.9 provides a listing of neuroendocrine messengers withoverlapping and diverse activities.



Fig. 12.14 Locations of hypothalamic nuclei, relative to thepituitary gland and selected brain landmarks are shown.From Tran et al., 2021 (with permission).
Table 12.8 Hypothalamic and neurohypophysis hormonestructures.
Hormone StructureTRH (tripeptide) (pyro)Glu–His–Pro–NH2GNRH (decapeptide) (pyro)Glu–His–Trp–Ser–Try–Gly–Leu–Arg–Pro–Gyl–NH2



Hormone StructureGHIH(tetradecapeptide)
GHRH 44 amino acids—derived from 107AA precursorCRH 41 amino acids—derived from 196AA precursorPIH (dopamine)

Oxytocin(nonapeptide)
Vasopressin(nonapeptide)



Table 12.9 Neuroendocrine messengers as hormones andneurotransmitters.
Hormone
Secreted
by
Endocrine
Gland

Hormone
Secreted
by
Neurons

Neurotransmitter

Dopamine Yes Yes YesNorepinephrine Yes Yes YesEpinephrine Yes YesSomatostatin Yes YesGNRH Yes Yes YesTRH Yes YesOxytocin Yes Yes YesVasopressin Yes Yes YesGlucagon Yes YesCholecystokinin Yes Yes
Negative Feedback LoopsSecretion of most of the anterior pituitary hormones iscontrolled at multiple levels. As Table 12.6 shows, controlbegins in the hypothalamus with the synthesis andsecretion of the hypothalamic hormones into thehypophyseal portal blood supply. Because these agentsreach their target cells in the pars distalis with minimaldilution, they are very effective. One means of regulation isto alter the rate at which these hypothalamic hormones aremade. Changes in higher brain function that impact thehypothalamus also alter the production of many of theseagents and thereby activity of the pituitary.



An interesting example of this is the Bruce Effect. As firstdescribed in rodents, this is an example of a pheromone (ahormone‐like agent that acts between individuals) thatblocks implantation of a newly fertilized ovum in theuterus. If a new mature male is introduced into a rodentpopulation soon after mating by the previous dominantmale, newly fertilized females fail to maintain theirpregnancies. How does this occur? First, a littlebackground is needed to understand how failure occurs.Development of follicles, then a dominant follicle, andfinally ovulation depends on the secretion of pituitary FSHand LH. Estrogen and then progesterone from the ovaryare essential to prepare the uterus to accept the newlyfertilized ovum for implantation. Secretion of FSH and LHis controlled by GHRH from the hypothalamus. When thenew male is introduced to the newly mated female, sheresponds to a pheromone secreted in his urine. This agentacts on her brain to block the production of hypothalamicGHRH. This lowers FSH and LH secretion, which minimizessteroid hormone production and thereby preventsimplantation. It is known that the agent acts through theolfactory system because females that have their olfactorynerves blocked do not display this response. Second, thenew male does not have to be physically present. Simplyexposing the animals to urine from the male can elicit theeffect.Let us now consider some less exotic examples of theregulation of anterior pituitary hormones. Since there aremultiple interacting steps for these trophic anteriorpituitary hormones, that is, hypothalamus → pituitary →endocrine organ target → target hormone secretion, thereare many opportunities for negative feedback. In thesimplest case, the secretion of a hormone by an endocrinegland builds up in the bloodstream. As the concentrationincreases, the hormone affects the secreting cells to reduce



the amount that is being made and/or secreted. This can becalled simple or primary‐level negative feedback. Since theeffects of hormones are generally proportional to theirconcentrations in blood, it follows that physiologicalsystems would have evolved to ensure normal functioningcould be maintained by carefully monitoring and regulatingcirculating concentrations of hormones. Since the primaryfactor that affects the circulating concentration is the rateof secretion, negative feedback loops have evolved tomonitor concentrations of hormones at their point of origin.This is complicated by these interactions between thehypothalamus, pituitary, and target endocrine gland.Figure 12.15 illustrates feedback loops that act to regulatethe secretion of pituitary hormones.
Hormones and Cells of the Posterior PituitaryThe neurohypophysis, or posterior pituitary, is chieflycomposed of neurosecretory cells and supporting cells. Theaxons have their origins primarily with the paraventricular(PVN) and supraoptic nuclei (SON) of the hypothalamus.Fundamentally, the posterior pituitary is an extension ofthe hypothalamus with nerve endings within the posteriorlobe. However, these neurons differ from other neurons inseveral ways. Like other neurons, they are innervated byother nerve cells located in higher brain regions. Unlikeother neurons, these cells release their neurotransmitter‐like molecules into the bloodstream. This means that thetargets for these agents can literally be positionedanywhere in the body. In this way, secretions from thesecells are acting as classic hormones (Fig. 12.16).



Fig. 12.15 Negative feedback loops and pituitaryhormones.



Fig. 12.16 Posterior pituitary pathways. Neurosecretorycells from the paraventricular nucleus (PVN) andsupraoptic nucleus (SON) of the hypothalamus send axonsto the neurohypophysis for secretion of vasopressin andoxytocin, respectively.One of the first experiments to indicate the importance ofthese hormones was work from the late 1800s that showedthat the injection of an extract from the pituitary glandincreased blood pressure. This effect was traced to theposterior lobe of the gland and is one of the primary effects



of the hormone now known as vasopressin. Evidence forthe presence of a second hormone of the posterior lobe,oxytocin (OXT), was deduced from experiments by Gaines,described in 1915. He showed that injection of posteriorpituitary extracts caused milk ejection in lactating animals.Structures of oxytocin and vasopressin were reported in1954 when du Vigneaud's Nobel Prize‐winning workelucidated the amino acid sequences of these peptides. Infact, this was the first example of research providing theamino acid sequence and structure of any peptide (Table12.7).In cows and other mammals, sensory receptors areabundant in the skin of the mammary gland, especially inthe teat or nipple. In response to the preparation of theudder for milking or nuzzling of the offspring, nerveimpulses travel via afferent nerves (branches of theinguinal nerve) to the dorsal root ganglia of the spinal cordand ultimately ascend the spinal cord along the dorsalfuniculus to the midbrain. Branches project to the PVN andSON of the hypothalamus. Ultimately, associated nervecells, which synapse with the neurosecretory cells of thePVN or SON, act to either inhibit or facilitate this pathway.A predominance of cholinergic activity excites or facilitates,but stimulation of local adrenergic neurons impairsoxytocin secretion. It has long been recognized that stressat the time of milking interferes with the milk ejectionreflex. Failure of oxytocin to be secreted as an explanationfor impaired milk let down is called central inhibition. Sinceit is likely that stress causes stimulation of the sympatheticdivision of the autonomic nervous system, it is also possiblethat increased sympathetic nervous system‐mediatedvasoconstriction (via β adrenergic receptors) of themetarterioles in the mammary capillary beds acts to shuntOXT‐laden blood away from the alveoli. Since the OXTacutely secreted at milking has a short half‐life of ∼5 



minutes, failure of delivery to the myoepithelial cells (so‐called peripheral inhibition) may also explain failures ofmilk ejection. The often‐repeated advice for careful, gentlehandling of animals at milking or suckling is based onsound physiological principles.Regardless, measurement of OXT with RIA confirmsbioassay data showing large variations in OXT response tomilking or suckling in dairy animals. In goats and cows, asmany as 40% of the animals show no change in OXT withmilking stimulation. Moreover, milk yields of the mammaryglands of goats transplanted under the neck were normaldespite the lack of innervation or apparent milk ejectionresponse. Perhaps for animals such as sheep and goatswith large gland cisterns relative to mammary size, milkejection is not essential for some milk removal. On theother hand, it is very clear that adequate oxytocin release iscritical to obtaining milk from rodents and pigs, forexample. Figure 12.17 illustrates changes in blood OXT inresponse to 4 minutes of milking in two cows. One animalshowed an abrupt increase in blood oxytocin, and the othercow essentially had no response at all, yet milk yields werenormal. Regardless, OXT is widely used in veterinarymedicine as an aid to induce uterine contractions or milkejection. There is also evidence (Fig. 12.18) that OXTtreatments can increase long‐term milk production in dairycows.



Fig. 12.17 Serum oxytocin at milking. Serum oxytocin wasmeasured in two cows in the period just before and aftermilking. For one cow (●), there is no measurable change inoxytocin concentration, but for the other cow (▴), oxytocinis increased fourfold within 4 minutes. Milk yields werenormal for each animal.Adapted from Lefcourt and Akers (1983).



Fig. 12.18 Lactation curves of cows treated with oxytocin.Placebo or oxytocin was administered at the time ofmilking.Data adapted from Nostrand et al. (1991).While the effect of oxytocin on milk ejection and uterinecontractions has long been appreciated, it is nowrecognized that OXT has impacts throughout the body,including the central nervous system. Oxytocin is primarilysynthesized in the OXT neurons located in the PVN andSON, but detailed immunochemical studies demonstratedOXT present in multiple areas of the hypothalamus. Thesecentral OXT neurons include those that project to theposterior pituitary (magnocellular cells with cell bodydiameters of 20–35 μm vs. parvocellular cells withdiameters of 10–15 μm). The larger neurons were believedto primarily project into the posterior pituitary to explainthe release of OXT into circulation. In contrast,parvocellular cells project to the midbrain and spinal cord.



It is now accepted that OXT neurons send extensivecollateral branches to multiple central nervous systemareas. These findings support the rapidly growing numberof impacts attributed to the central OXT system, includingfibers that impact the autonomic nervous system (Tsai andKuo, 2024).Along with these anatomical findings, the number ofimpacts linked to OXT has exploded in the past decade.These include behavioral effects in both sexes and impactson insulin and glucagon secretion, the GI tract, thecardiovascular system, and others (Tarsha and Narvaez,2023; Perisic et al., 2024; Quintana et al., 2024; Box 12.2).Although vasopressin was named based on observedimpacts on blood pressure, its major physiological effect isas an antidiuretic agent. It acts on the kidney to enhancewater retention. When concentrations are elevated, moreconcentrated urine is produced and more water is retained.This increases interstitial fluid and blood volume, andconsequently, blood pressure rises. Thus, vasopressin isfrequently called antidiuretic hormone or ADH. This moreaccurately reflects its major physiological action. However,vasopressin or ADH also has some direct pressor effectsdue to its capacity to stimulate the contraction of vascularsmooth muscle cells. Most species express argininevasopressin, but closely related arginine vasotocin issynthesized in many birds.Secretion of ADH is controlled by osmoreceptors locatedprimarily in the hypothalamus, but receptors are present inthe stomach and esophagus. If the osmolarity of blood orinterstitial fluids is increased, this promotes impulses byhypothalamic neurons to increase ADH secretion. Theresult is retention of water and, consequently, reducedosmolarity. A drop in blood volume also activates volumereceptors within the atria or the carotid sinus. This reduces



the activities of neurons that normally send inhibitorysignals to the hypothalamus. Problems with ADH are mostoften the result of hyposecretion. When this becomeschronic, large quantities of very diluted urine are produced.This is called diabetes insipidus. In diabetes mellitus, urineproduction is also elevated, but this is because of excessglucose that acts to osmotically draw water into urine.Frequent drinking is a symptom of both diseases. Diabetesinsipidus can be caused by a failure to secrete ADH(hypothalamic problem) or by failure of the kidney torespond to ADH (nephrogenic defect).



Box 12.2 Oxytocin to the rescue

The exploration of physiological effects tied to oxytocinhas absolutely exploded in the last decade. Much of thepopular press has centered on effects related to humansexual behavior, social bonding, family dynamics, andeven mental health. Perhaps as a reflection of therelatively simple structure of the molecule, this has alsoprompted a flurry of activity among pharmacologyresearchers and drug companies to find long‐lastingagonists to enhance favorable properties of oxytocinaction and simple approaches for the administration ofoxytocin or derivatives, that is, nasal nebulizers (Perisicet al., 2024).Oxytocin‐focused efforts also extend to interspecificbonding, behaviors, and actions. For example, Hattori etal. (2024) reported that the administration of intranasaloxytocin increased gaze time toward humans (ownersand strangers) in male cats. Mota‐Rojas et al. (2023)review the impact of oxytocin in various domesticanimals related to maternal care, parturition, bonding,imprinting, and lactation.
Hormones of the Anterior PituitaryOur earlier discussion briefly outlined the names andhypothalamic partners for the anterior pituitary hormones.We will now consider major physiological actions and someof the structural details of each of these hormones. Giventhe importance of these hormones in the regulation ofgrowth, development, lactation, and reproduction, it isapparent that these agents are critical to understandingand improving animal agriculture. To illustrate this idea,



consider the importance of these hormones in mammarydevelopment and function and, therefore, the dairy industryspecifically and management of mammals more generally.The endocrine system, perhaps more than any otherphysiological system, is central in all aspects of mammarydevelopment (mammogenesis), onset of lactation(lactogenesis), and maintenance of milk secretion(galactopoiesis). Experiments beginning in the 1920s(Stricker and Grueter, 1928) showed that milk secretioncould be induced in virgin rabbits by injecting an anteriorpituitary extract. In 1933, Riddle et al. purified the proteinresponsible for the milk secretion response observed byStricker and Grueter, naming it Prl. Even now, the widelytouted and utilized galactopoietic effect of somatotropin, orGH, to increase milk production in lactating dairy cows hadits foundation in studies by Asimov and Krouze in the1930s. They showed that injections of pituitary extractsconsistently increased milk production in lactating cows.Scientists describing and quantifying the potent effects ofpregnancy on mammary growth and changes in themammary gland at puberty spurred others to isolate andidentify the steroid hormones estrogen and progesterone.Advances in purification techniques and understanding ofsteroid hormone chemistry allowed further studies, leadingto the production of these steroids for widespread animaltesting.Although the existence of mammogenic and lactogenicsubstances from the pituitary had long been known, theefforts of C.H. Li and colleagues in the 1940s to purifylarger quantities of Prl and GH were essential. Soonthereafter, specific roles for these hormones in theregulation of mammogenesis in rodents were delineated inclassic ablation replacement experiments (Lyons et al.,1958; Nandi, 1958). In an extensive series of studies, triplyoperated (adrenalectomized, ovariectomized, and



hypophysectomized) rats, and mice were treated withvarious combinations of purified hormones to see if normalmammary development could be restored. Injections ofestrogen and GH together caused the proliferation ofmammary ducts. However, treatment with estrogen,progesterone, Prl, and GH was needed for lobulo‐alveolardevelopment. The maximum ductular and lobulo‐alveolardevelopment, although still less than in pregnancy, wasobtained in animals also given glucocorticoids. For somestrains of mice, GH and Prl were both capable ofstimulating lobulo‐alveolar development. Interestingly, itwas not until the 1960s that it was conclusively shown thathuman Prl and human GH were distinct proteins.British researchers focused on efforts to improve andmaintain milk supplies during World War II, initiated manyendocrine studies on mammary development and functionin dairy animals (Cowie, 1980). For example, the effects ofestrogen and progesterone on mammogenesis wereextensively evaluated in attempts to induce lactation innonpregnant animals. Although difficulties with neededsurgeries and expense continue to limit the use of ablationreplacement experiments to study mammary developmentand function in cattle, Cowie et al. (1966) studiedhypophysectomized‐ovariectomized goats and showed thatmammary development comparable to that at mid‐gestationcould be obtained in animals treated with a combination ofestrogen, progesterone, Prl, GH, and ACTH. Suchexperiments served to confirm that at least the generaleffects attributed to these hormones on mammarydevelopment in rodents also applied to mammarydevelopment in dairy animals.
Somatotropin (GH)By the 1920s it was discovered that crude extractsprepared from homogenates of bovine pituitary glands



could stimulate the growth of rats. The active agent wasdubbed somatotropin after the Greek word for growth.Soon thereafter, the ability of such extracts to promote milksecretion in pseudopregnant rabbits and milk production inlactating goats was reported. Some of the more extensiveearly experiments with cows by the Russians Asimov andKrouze in the 1930s involved the treatment of more than2000 cows with crude anterior pituitary extracts. Soonafter, as part of efforts to increase food production duringWorld War II, the British scientists Folley and Young andcolleagues also studied the effects of GH on milkproduction in cows and goats. They identified GH as theprimary active galactopoietic component in bovine pituitaryextracts. Other studies established dose–response curvesand confirmed that relative responses were greater indeclining lactation, that gross milk composition wasunaffected, and the generally potent effect of GH on milkyield in dairy ruminants. They concluded that the use ofpituitary GH would be highly profitable to individualfarmers but that an inadequate supply limited the impactthat GH could have in stimulating the national milk supply.For example, approximately 25 pituitaries are needed toproduce enough GH for a typical daily treatment. Thesestudies were the prelude to subsequent studies andultimately large‐scale use of recombinant bovine GH (bGH)in dairy cows (Etherton and Bauman, 1998; Bauman,1999).GH, like Prl, is a single‐chain protein and the proteins,share about 50% structural homology. GH is alsostructurally similar between species; for example, bovineGH is 192 amino acids (23,000 MW), but biological activitywithin species is characteristically distinct. As the namesuggests, GH is closely associated with body growth. Forexample, soon after its characterization, it was hoped thatbovine GH (bGH) might supply material to treat humans



with impaired growth caused by hyposecretion of humanGH (hGH). However, it was soon discovered that bGH hadno effect on primates. Some human patients wereultimately treated with hGH derived from cadavers, butsupplies were limited, and unfortunately, some samplescontained agents (viruses and possibly prions) that madethem harmful. More widescale therapeutic use of GH inhumans had to wait until recombinant hGH becameavailable.Somatotropin, or GH, depending on the tissue, can actdirectly or indirectly to coordinate biochemical adaptationsthat chronically alter the metabolism of carbohydrates,lipids, and proteins. Although generalizations can bemisleading, under most circumstances elevations in GH actto increase available nutrients by promoting mobilization oftissue stores. For example, GH tends to increase proteinsynthesis by promoting the uptake of amino acids while atthe same time decreasing protein catabolism andpromoting lipid mobilization. This acts to make fatty acidspreferential fuel sources. Somatotropin directly orindirectly coordinates metabolic adaptations that promoteincreased milk production in the lactating dairy cow. Theseadaptations involve chronic alterations in carbohydrate,lipid, and protein metabolism in several tissues and serveto preferentially direct nutrients toward the mammarygland. This coordinated regulation to support the prioritiesof a physiological state is called homeorhetic regulation.In farm animals, this has been studied extensively in dairycows because of the capacity of GH treatments to enhancemilk production. In some of the early short‐term studies,GH markedly increased serum triglycerides. A commonbelief related to nutrient regulation at the time of thesestudies was that nutrient use largely involved competitionbetween organs for needed substrates. This means that anincrease in milk production in response to, for example,



treatment with GH would require either an increase in themetabolism of the mammary gland to better “fight” fornutrients or a reduction in nutrient use by other tissues tosupport increased nutrient demands of the mammary cellsfor milk synthesis and secretion. Mechanisms for GH'sactions were generally thought to depend on acute effectsto “push” the metabolism of peripheral tissue to reducecompetition and thus favor the lactating mammary gland.On the surface, many acute effects of GH seem to supportthis model. These GH‐stimulated responses includeglycotropic (reduced response to insulin in glucosetolerance testing), diabetogenic (hyperglycemia andglycouremia), and lipolytic (increases in blood nonesterifiedfatty acids) activity. Given these effects, some researcherswere concerned that GH induction of these responseswould promote metabolic problems in lactating cows. Therewas concern that acute mobilization of adipose tissue,particularly in postpartum animals already in a negativeenergy balance, might cause increased metabolic disorders—ketosis and fatty livers. However, these “extra” nutrientswere preferentially directed toward the mammary gland foruse in increased milk production.About this time, the concept of homeorhesis came to beapplied to the high milk production of genetically superiordairy cows. The overriding idea was that homeorhesis doesnot act to defeat homeostasis but rather that chronicchanges in physiological controls allow the coordination ofphysiological processes to support major physiologicalevents (the definition of homeorhesis). Examples includephysiological support for fetal development andreproductive performance, or, in this case, a sustained highlevel of milk production while at the same time preservinghomeostasis. The preponderance of evidence suggests thatGH enhances milk production largely by partitioningnutrients to support milk production by both direct and



indirect actions, but GH does not alter the digestibility ofnutrients. In dairy cows given exogenous GH, metabolism isaltered in an organ‐specific fashion to establish nutrientflux toward the mammary gland. Increased appetite anddietary intake interact to moderate some of the demand fornutrients some days after the start of treatments (Box12.3).



Box 12.3 Hormones in my milk—Yes please!

As a lactation biologist (RMA), I am intrigued by thepopular press and general discussion about hormonesand milk. As physiology students, you must be coming tothe realization that milk (like other secretions) is abiological fluid. So, there should be no surprise thatmilk, like other secretions and fluids is likely to containa variety of hormones, growth factors, and otherpotentially biologically active agents. As described in thelactation chapter, the relative amount of these materialsis much higher in the colostrum than in “mature” milk,but nonetheless, small amounts of a variety of hormonesand growth factors are present in milk. It is alsorelevant that there is no difference in the nutritionalvalue or presence of these agents in milk from organicversus conventional dairies.It is likely that some of these agents have impacts on theneonate, but gut closure and activation of digestivefunction are also likely to limit effects in older offspringor adults. However, it is also true that several peptideswhich are biologically active can be produced by thedigestion of several milk proteins, especially the caseins.A key question is whether these substances have effectswithin the gut or induce signaling or other responsesthat impact the body of the suckling young or consumer.Just because peptides with biological activity aregenerated does not mean they elicit responses normally(after consumption of milk). Nagpal et al. (2011) reviewaspects of this topic from the point of view of functionalfoods.In a bit of a twist, Santos et al. (2024) summarizestudies that have explored the use of bovine colostrum



as a source of bioactive agents for human tissueregeneration. Most of the studies addressed the effectsof colostrum extracts on the proliferation of human cellsinvolved in wound healing, that is, fibroblasts andkeratinocytes, but some added colostrum fractions toactual wound dressings. The point is that there is agreat deal of interest in possible bioactive agents in lotsof biological fluids.
The Somatomedin HypothesisThe primary function of GH is the promotion of lineargrowth, but many of its growth‐promoting effects areindirect because of its ability to stimulate the liver toproduce IGFs. This is called the somatomedin hypothesis.However, once structures of the molecules weredelineated, it became clear that the molecules were likeinsulin, hence the new names. Regardless, it is now certainthat many actions originally attributed to GH are mediatedby IGF‐I. But it should not be forgotten that many tissuesalso express GH receptors. The liver is the primary sourcefor circulating IGF‐I, but IGF‐I is also produced locally inmany tissues. It may be that locally produced IGF‐I is asimportant as circulating IGF‐I. The importance of non‐liversources became clear from knockout mouse studies. Inthese experiments, genetic engineering techniques wereused to block or knock out normal liver IGF‐I synthesis.Despite this, these animals exhibited essentially normalgrowth and development. This suggests that for manysituations, local production of IGF‐I can replace and/orsupplement circulating IGF‐I supplied by the liver. Othercomplications include the discovery of a family of IGF‐Ibinding proteins (IGFBPs). These molecules also appear incirculation and are produced locally in many tissues.Depending on conditions, these proteins can either inhibit



or enhance biological effects associated with IGF‐I. Some ofthese relationships are illustrated in Figure 12.19. Theblack arrows illustrate the pathways associated with the“classic” somatomedin hypothesis, and the red dashedarrows, findings related to the local production of IGF‐I andIGFBPs.Figure 12.20 demonstrates the synthesis of IGF‐I by stromacells in the bovine mammary gland. In this instance,stromal tissue and isolated mammary epithelial cells weretested for the presence of mRNA for IGF‐I. These resultssuggest that IGF‐I mRNA detected in samples of mammaryparenchymal tissue is synthesized by stromal tissue cellsthat surround the developing mammary ducts (Akers et al.,2000; Akers et al., 2005).The physiological relevance of GH becomes apparent insituations with either hyper‐ or hyposecretion.Hypersecretion of GH prior to puberty produces gigantismbecause of the rapid, prolonged proliferation of growthplate chondrocytes. If excess secretion is initiated after theclosure of the epiphyseal plates of the long bones, theresult is acromegaly. This is characterized by theenlargement of extremities and facial bones. Failure toproduce sufficient GH in young animals leads to theproduction of stunted development and a type of dwarfism.Given its importance to growth, it should be no surprisethat there is a great deal of interest in understanding theeffects of GH related to growth and development in farmanimals. For example, do strains or lines of naturallyrapidly growing animals produce more GH? Could theadministration of exogenous GH or perhaps immunizationagainst somatostatin be used to promote GH secretion andmore rapid growth? Aside from the indirect effects of GHon chondrocytes and protein accretion, changes in GHsecretion are certainly important in both short‐term andmore chronic changes in metabolism.



Fig. 12.19 The somatomedin hypothesis. Relationshipsbetween the secretion of pituitary GH and liver IGF‐I areillustrated by the solid black arrows. Dashed red arrowsindicate the direct effects of GH, the significance of localtissue production of IGF‐I, and the role of IGF‐I‐bindingproteins in control of biological actions of IGF‐I.



Fig. 12.20 Expression of IGF‐I. Shown is a northernanalysis of IGF‐I mRNA expression of mammary epithelialcells or stromal tissue prepared from heifer mammary. 1, 4:Epithelial cell; 2, 3: stroma; 5: liver control. Notice there isa signal for IGF‐I in samples of mammary stroma and liverRNA but not in mammary epithelial cell RNA.Berry et al. (2003) / Bioscientifica Ltd.
GH SecretionFigure 12.21 illustrates average concentrations of GH andinsulin in the blood of cows during the lactation cycle. Inearly lactation, the rapid increase in milk productioncauses the animals to exhibit a negative energy balance. Inother words, feed intake does not keep up with demands.After about 90 days of lactation, peak milk yields are past,feed intake continues to rise, and the animals begin to gointo a positive energy balance. In the later stages of



lactation, body condition increases, and the animals beginto deposit excess energy in the form of subcutaneous fat.Changes in average concentrations of blood insulin and GHmirror these physiological changes. Insulin is typicallyelevated to drive glucose into storage, but GH is elevated tomobilize nutrients. In early lactation, insulin concentrationsare suppressed while GH is elevated. Toward the end oflactation, this situation is reversed (Koprowski and Tucker,1973).

Fig. 12.21 Insulin and GH during lactation. Basal insulinand GH in serum of cows during lactation.Adapted from Herbein et al. (1985).The secretion of GH is not constant; instead, it is secretedin bursts or pulses so that with frequent blood sampling,



blood concentrations periodically spike. In younger animalsand in males, these events are more frequent, and theamplitude of these secretory spikes is greater. This resultsin higher average or basal GH concentrations as well. Aswith many hormones, there are also intrinsic overallpatterns of secretion that follow circadian and ultradianrhythms (Lefcourt et al., 1995). Figure 12.19 illustrateschanges in serum GH over the course of 12 hours in aHolstein heifer calf (Fig. 12.22).
ProlactinAs its name suggests, Prl has undoubtedly been the mostwidely studied hormone related to lactation and mammarygrowth. However, it is very clear that Prl exhibits a verywide variety of physiological actions. For example,increased secretion of Prl is associated with the onset ofnest building and brooding in birds. Prl is also important inkidney and immune system function. Indeed, more than 300physiological impacts are attributed to Prl aside from itswell‐known effects on the mammary gland and lactation. Inthe past 20 years, it has also been established that nativePrl is really part of a family of structurally related proteinisoforms or variants. The Prl gene is transcribed not only inthe lactotrophs of the anterior pituitary gland but also bycells in the placenta, hypothalamus, mammary gland, andlymphocytes (Meenakshi et al., 2022). Moreover, either asit is secreted or after interaction with target cells, some Prlis enzymatically modified to become cleaved,phosphorylated, or glycosylated. Thus, the pleiotropicactions of Prl may ultimately be attributed to the presenceof these different isoforms of the hormone, as suggestedmany years ago (Das and Vonderhaar, 1997).At least three distinct forms of the Prl receptor are alsoknown to exist. The three forms of the receptor also havedifferences in their cytoplasmic domains. The long form is



90 kDa and differs from the short form (40 kDa) because ofthe differential splicing of mRNA transcribed from the Prlreceptor gene. An intermediate version of the receptor is adeletion mutant of the long form that lacks 198 amino acidsin the cytoplasmic domain. The intermediate form of thereceptor is more sensitive to Prl, and a major form of thereceptor found in the liver also belongs to a superfamily ofstructurally related proteins that include GH and placentallactogen. This realization has facilitated the study ofintracellular signaling pathways since the structuralsimilarities suggest parallel similarities in mechanisms ofaction.

Fig. 12.22 Pattern of GH secretion. In this Holstein heifercalf, samples were collected every 15 minutes for RIA assayof GH, for 12 hours. Note there are several apparentsecretory episodes during this 12‐hour window. Theaverage GH concentration was 9.4 ng/mL.Akers (unpublished data).As a specific example, expression of the Prl receptor in thebovine or ovine mammary gland increases dramaticallynear the time of parturition in concert with lactogenesis,



and this level of expression is generally maintained duringlactation. However, there is no evidence for the expressionof different forms of the receptor to explain mammogenicversus lactogenic effects in ruminants (Smith et al., 1993).Some of the best evidence for the importance of increasedperiparturient secretion of Prl in stage II lactogenesis incows has come from experiments in which theadministration of a dopamine agonist has been used toinhibit Prl secretion and correspondingly impair lactation.In ruminants, where postpartum milking continues,administration of dopamine agonist α‐bromoergocryptine(CB154) reduced basal Prl concentration by about 80% andprevented the usual periparturient rise as well as milking‐induced Prl rise during the first week postpartum.Differences in Prl secretion in control and CB154‐treatedcows are shown in Figure 12.23. Milk production wasreduced by 45% during the first 10 days postpartum. Lostmilk production was associated with reduced synthesis ofα‐lactalbumin, lactose, and fatty acids, as well as impairedstructural differentiation of the mammary secretory cells.Selected effects are summarized in Table 12.10. Cowstreated with exogenous Prl in addition to the CB154 (toreplace the periparturient surge in Prl) showed no loss ofmilk production or effects on milk component biosynthesisor alveolar cell differentiation. The effect of Prl suppressionand replacement during the periparturient period on milkproduction in multiparous cows is shown in Figure 12.24.Clearly, Prl is important in mammary cell differentiationand lactogenesis (Akers et al., 1981).The role of Prl in established lactation, that is, promotion ofgalactopoiesis, is well established in many species, but thestory in the bovine has been more difficult to confirm.However, ongoing studies by Lacasse and colleagues usingmore modern antagonists and agonists of Prl secretionindicate that Prl does indeed play a part in the maintenance



of lactation in cows as in other species (Lacasse et al.,2016, 2019).



Fig. 12.23 Serum Prl in cows at calving. Changes in serumPrl in cows given ergocryptine (CB‐154) around the time ofcalving are shown. Note the usual surge in Prl secretion atcalving is blocked and that average Prl concentrationsbefore and after calving are reduced but secretion of Prl isnot completely inhibited.Adapted from Akers et al. (1981).
Table 12.10 Mammary biochemistry after prolactinsuppression.

Treatment
Prepartum Postpartum CB154 CB154 

+ PrlLactosesynthesis(μg/h/100 mg)
39 ± 63 552 ± 70 327 ±63 628 ±81



Treatment
Prepartum Postpartum CB154 CB154 

+ Prlα‐Lactalbumin(μg/mg/protein) 1.7 ± 0.04 5.4 ± 0.4 2.8 ±0.4 6.8 ±0.5RNA (g) 23.6 ± 2.1 87.2 ± 16.8 56.0 ±8.8 91.5 ±12.8DNA (g) 27.9 ± 2.9 46.0 ± 3.8 40.1 ±4.0 42.2 ±3.8

Fig. 12.24 Milk production after the suppression of Prl.Milk production per milking in control, CB154‐treated, andCB154 + Prl‐treated cows is shown. Note the markeddecrease in milk yield of cows given CB154 and that thatmilk yield is restored to normal for cows also given Prl.Data adapted from Akers et al. (1981).



Prolactin SecretionPrl secretion, like that of GH, is not only episodic, but it isalso acutely increased by a variety of stimuli. Averageconcentrations are higher with warm temperatures andlonger photoperiods. Manipulation of photoperiod has beenused to increase livestock productivity for many years.Examples include the manipulation of photoperiod toincrease egg production in chickens or to manipulatebreeding activity in seasonal breeders such as horses andsheep. Early studies noting the positive effect ofphotoperiod on Prl secretion prompted a landmarkinvestigation by Peters et al. (1978) on the effects ofincreased photoperiod on milk production in cows. Theyshowed that exposure of lactating cows to a long‐dayphotoperiod between September and April in Michigansignificantly increased milk yields (2.0 kg/day) comparedwith cows exposed to the ambient photoperiod. This effecthas been confirmed by numerous other research groups inNorth America and Europe, in latitudes ranging from 39° to62°N. In cattle, increasing the duration of the dailyphotoperiod from 8 hours light:16 dark to 16 hours light:8dark increases Prl concentrations in the blood several‐fold.It is, however, important that animals experience at least aminimal dark cycle since animals on a continuous lightingregimen appear to revert to a short‐day photoperiodicresponse pattern. However, recent work suggests thatincreases in milk production are likely mediated by changesin the IGF‐I axis rather than Prl (Dahl et al., 2000).In various species (cows, goats, sheep, humans, and rats),stimuli associated with milking or sucking promote thesecretion of Prl. However, the secretion of Prl or otherhormones in response to milking or suckling does notdirectly depend on the removal of secretions, since teatstimulation alone can also induce Prl secretion innonlactating animals. Little is known about the



development of this neuroendocrine reflex, but it is affectedby stage of development. For example, in an experimentwith 3‐, 6‐, and 10‐month‐old heifers, three of six 3‐month‐old heifers showed a moderate increase in blood Prl withmimic hand milking, but only two of six for the 6‐month‐oldheifers and none of six for the heifers at 10 months of age.In contrast, for heifers tested during gestation, all theheifers responded, and Prl secretion increasedmonotonically as gestation advanced (Fig. 12.25). Theresponse continues into lactation with Prl routinelysecreted with each milking, but in cows, the magnitude ofthe response declines with advancing lactation (Akers andLefcourt, 1982).
Follicle‐Stimulating Hormone and Luteinizing
HormoneIt is fitting that FSH and LH be discussed together. In bothmales and females, these gonadotropins regulatereproductive physiology. But first, some of the basics: bothhormones have an α and β chain. In fact, TSH shares thisstructural similarity. For each of these hormones, thebiological action of the hormones depends on the β chain.FSH has a major effect on the growth and development ofovarian follicles. This reflects the capacity of the hormoneto induce estrogen secretion by the theca cells surroundingdeveloping oocytes. As the waves of follicles develop duringthe estrous cycle of the cow, for example, only one of acohort of follicles becomes dominant. This follicle proceedsto enlarge and develop so that it becomes the follicledestined for ovulation. Closely tied with FSH control ofestrogen secretion and changing sensitivity of thehypothalamus, there is an acute increase in the secretion ofLH, which promotes ovulation of the dominant follicle. Thisis the ovulatory surge in LH. This not only causes ruptureand release of the egg, but it also promotes remaining



follicular cells to differentiate into luteal cells and create acorpus luteum (yellow body). This luteinization processexplains how the hormone gets its name. More importantly,as these cells are luteinized, they begin to secreteprogesterone, which prepares the uterus to accept afertilized oocyte. In the absence of fertilization, the corpusluteum of CL degenerates. Figure 12.26 illustrates relativechanges in the secretion of estrogen and progesteroneduring the estrous cycle and its relationship to changingsecretion of LH.





Fig. 12.25 Prl secretion after teat stimulation. Panel (A)shows changes in serum Prl concentrations before, during,and after teat stimulation of pregnant Holstein heiferssampled at 100, 150, 200, or 250 days of gestation. Notethe monotonic increase in response with advancinggestation. Panel (B) shows Prl secretion in heifers inresponse to machine milking 30 days postpartum.Data adapted from Akers and Lefcourt (1982).

Fig. 12.26 Hormones during the estrus cycle. Relativechanges in concentrations of estrogen, progesterone, FSH,LH, and LH pulse frequency during the estrus cycle in thecow are illustrated.A preovulatory surge in the LH begins about 24 hours prior



to ovulation in most domestic species (cow, goat, sheep,and pig); this triggers critical changes in the follicle toimpact its endocrine activity and culminate in ovulation.Poorly characterized factors in the granulosa cells preventthe premature conversion of the cells into luteal tissue untilafter ovulation. Increased LH allows for the resumption ofmeiosis by the oocyte and removes the block onluteinization of the granulosa cells. This effectivelyconverts the cells from predominately estrogen productionto progesterone secretion, as illustrated in Figure 12.26.The process begins in the period before ovulation, but theLH surge hastens the decline in estrogen secretion and aconcomitant rise in progesterone secretion. Indeed, theprogressive increase in secretion of estrogen by the rapidlydeveloping follicles just before ovulation acts to signal thehypothalamus and ultimately the anterior pituitary thatconditions are appropriate for ovulation.Secretion of FSH and LH is controlled by the release ofGnRH from the hypothalamus. Secretion of GnRH occurs inbursts or spikes so that the corresponding secretion of FSHand LH also occurs episodically. However, at least twoclusters of nerve cells or nuclei in the hypothalamus(ventromedial and arcuate nucleus) produce GnRH in atonic release center. This secretion pattern produces short‐lived pulses of GnRH, sometimes compared with a drip,drip of a leaking faucet, and corresponding brief bursts ofFSH and LH secretion.As illustrated by the pulse frequency for LH illustrated atthe top of Figure 12.26, gonadotropin secretion isincreased during the follicular phase of the estrus cycle butdecreased during the luteal phase. Acute control allows forincreased pulse frequency, but decreased pulse amplitudeallows for final growth and development of the dominantfollicle. The rapid increase in estrogen creates a positivefeedback loop at the level of the hypothalamus. Increased



estrogen from the rapidly developing follicle increasesGnRH pulses. This produces more FSH secretion, thusmore estrogen, and further GnRH secretion. This cycle isbroken by the maturation of the follicle and the LH surge.As estrogen concentrations decline, the positive feedback islost, and inhibitory progesterone concentrations increase.This likely explains the rapid rise and equally rapid declinein LH. However, since GnRH generally stimulates thesecretion of both LH and FSH, what explains the abrupt LHsurge without a corresponding peak in FSH secretion?This is explained by the presence of a second cluster ofhypothalamic nuclei (preoptic nucleus, anteriorhypothalamic area, and suprachiasmatic nucleus) called thesurge or preovulatory center. The cells in this area respondto a threshold level of estrogen. As the estrogenconcentration increases rapidly just before estrus, thisinduces a flood of GnRH secretion (like turning on a facetcompared with the drip of the tonic center) and acorresponding marked increase in LH called the ovulatorypeak. Although GnRH usually stimulates the secretion ofboth FSH and LH, it is thought that concurrent secretion ofinhibin by the follicle suppresses FSH secretion.In males, LH plays a major role in the regulation oftestosterone secretion by the Leydig cells located in theinterstitial tissue surrounding the seminiferous tubules ofthe testes. Within the tubules, FSH stimulates thedevelopment and function of the Sertoli cells that nourishand regulate developing spermatozoa (Box 12.4).
Thyroid‐Stimulating HormoneTSH is a glycoprotein that shares a similar structure toFSH and LH, having an α and a β chain. The α subunits areidentical, and the β chains confer biological specificity.During synthesis, the chains are produced separately and



then joined as glycosylation occurs in the Golgi. MatureTSH ultimately binds to receptors in the thyroid to promotethyroid uptake of iodine and iodination to produce T3 andthyroxine (T4) by the follicular cells of the thyroid gland.These events are triggered by adenylyl cyclase andsubsequent synthesis of cyclic AMP. With more prolongedstimulation, the thyroid gland is enlarged, and follicularspaces are filled with stored thyroglobulin. Further detailswill be described in our discussion of the thyroid hormones.



Box 12.4 Practical endocrinology

Is endocrinology directly important to animalproducers? The short answer is yes, very much so. Oneeasy example is the use of oxytocin with animals thathave issues with milk letdown (cows, sheep, and goats).Another is the very widespread use of lutalyse®(dinoprost tromethamine), which is an analog of theprostaglandin F2α that is used to cause regression inthe corpus luteum. The product is used extensively inestrus synchronization protocols to allow for timedbreeding of beef and dairy cows as well as treatment forendometritis. Other products used in a variety ofreproduction issues include Cystorelin®, Factrel®, orFertagyl®, which are preparations of GnRH. The historyand current protocols for estrus control andsynchronization are outlined in reviews (Lamb et al.,2010; Wiltbank et al., 2011). Pregnant mare serumgonadotropin (PMSG) or human chorionic gonadotropin(hCG) have FSH and/or LH activity and are used insuperovulation protocols that are used in the productionand harvest of embryos from genetically superior cows.Finally, there are a variety of anabolic steroids that arewidely used as growth stimulants, primarily in beefcattle (Capper and Hayes, 2012). Depending on theproduct, these agents have estrogen, testosterone,progesterone, zeranol, or trenbolone activity (Stephany,2010). The use of these agents is controversial andbanned in the European Union. Skoupa et al. (2022)review the use and legalities of using these products.The products are typically designed for specific animalsand/or physiological states. Others have described theuse of β‐Adrenergic agonists to modify tissue



composition in meat animals (Smith, 1998; Bohrer et al.,2013).
Secretion of TSH is regulated by both stimulatory andinhibitory influences. The most direct control is fromhypothalamic TRH, which promotes secretion. However,somatostatin also acts as a potent inhibitor of secretion.Under usual circumstances, negative feedback from T4 atthe level of the pituitary and T3 at the level of thehypothalamus provides acute control. However, since TSHand the thyroid hormones are so critical in metabolism, itshould not be surprising that other metabolically activehormones have an impact. For example, estrogen enhancesthe effect of TRH on the secretion of TSH, but GH andglucocorticoids dampen the effectiveness of TRH. At higherareas in the brain, the activities of bioaminergic andpeptidergic neurons also impact the secretion of TRH andtherefore TSH. For example, dopaminergic agonists(bromocriptine) inhibit TSH secretion, but antagonistsincrease TSH release. Well‐known effects of cold and stressto increase metabolic rate begin with alterations in neuralactivity that ultimately impact hypothalamic secretion ofTRH. This cascade of events leads to the secretion of TSHand then T3, which is ultimately responsible for increasedmetabolism.
Adrenocorticotropic HormoneACTH (ACTH) is a 39‐amino‐acid peptide processed from alarger precursor molecule called pro‐opiomelanocortin(POMC), as illustrated in Figure 12.27. In the corticotrophsof the anterior pituitary, the mRNA from the POMC genedirects the synthesis and processing of the transcript toyield at least eight biologically active fragments. ACTHprimarily stimulates the secretion of glucocorticoids from



the cortex of the adrenal gland. Two of the fragments arederived from ACTH. The first 13 amino acids of ACTH areβ‐MSH and the ACTH 18–39 corticotrophin‐likeintermediate lobe peptide (CLIP). The larger precursorPOMC appears in the intermediate lobe of the pituitary inmany species and is associated with the secretion of MSH.The biological effects of adrenal steroids will be consideredin a subsequent section.While ACTH is the focus, a family of diverse peptides isderived from POMC. Secretion of ACTH is greatly impactedby neural factors and hormones. These agents modify thesecretion of CRH, which, like GnRH, is secreted in anepisodic pattern. In many species, there is also a diurnalrhythm in the ACTH secretion pattern and therefore adiurnal secretion of adrenal steroids. Negative feedbackloops involving cortisol are important in the control ofACTH. One mechanism is sensitive to the rate of change incirculating glucocorticoids (fast feedback), and anotherresponds to the absolute concentration of cortisol in athreshold‐like response (slow feedback). These effects aremediated at both the pituitary and hypothalamus.Furthermore, a host of stresses (pain, hypoxia, coldexposure, etc.) can override the usual rhythmic secretion ofACTH. This is classically thought of as part of the fight‐or‐flight reactions and the need for nutrient mobilization andis associated with more prolonged secretion ofglucocorticoids.



Fig. 12.27 Processing of pro‐opiomelanocortin.Abbreviations include corticotropin‐like intermediate lobepeptide (CLIP), melanocyte‐stimulating hormone (MSH),lipotropin (LPH), and methionine enkaplin (Met‐Enk).
Thyroid GlandLocated just below the larynx, the thyroid has left and rightlobes medial to the midline of the ventral surface of thetrachea. A sliver of tissue called the isthmus connects thelobes. The thyroid gland is composed of clusters of follicleswhose internal surfaces are lined by a layer of simplecuboidal epithelial cells. T3 and T4 are synthesized by the



follicular cells and stored as part of a larger protein(thyroglobulin) within the lumenal spaces of the follicles.This stored material is called colloid. Figure 12.29 showsthe histological structure of a bovine thyroid gland. Thefollicular cells predominate, but in the spaces betweenfollicles, parafollicular or C cells occur. The C cellssynthesize CT, which is involved in calcium metabolism(Fig. 12.28).
Biosynthesis of Triiodothyronine and ThyroxineThe critical elements required for thyroid hormonesynthesis are the amino acid tyrosine and iodine. As iodineis absorbed into the follicular cells, it becomes attached tothe ring structure of tyrosine amino acids that are part ofthe thyroglobulin sequence of amino acids. Each tyrosinecan become iodinated with two iodide atoms. When thisoccurs, the result is diiodotyrosine, but the attachment of asingle atom produces monoiodotyrosine. The subsequentcoupling of two diiodotyrosines produces T4. The couplingof one diiodotyrosine and one monoiodotyrosine yields T3.When the intestinal cells absorb iodine, it is converted toiodide for use in the thyroid. Thyroglobulin is a very largeglycoprotein (5496 amino acids) that has about 40 tyrosineresidues. The follicular cells have an active transportsystem that efficiently sequesters iodide so thatintracellular concentrations can be 200‐fold greater than incirculation. The structures of thyroid hormones are shownin Figure 12.29.Pathways for the synthesis, storage, and release of thyroidhormone are illustrated in Figure 12.30. The process canbe divided into six steps: (1) uptake of I, (2) oxidation ofiodide and iodination of tyrosine residues in thethyroglobulin, (3) linking of the DIT and MIT to create T3and T4, (4) proteolysis of thyroglobulin to produce free T3



and T4, (5) deiodination of iodotyrosines in the follicularcells for reuse, and (6) 5′‐deoiodination of T4 to generateT3.
Biological Effects of Thyroid HormonesThyroid hormones are the major regulators of basalmetabolism. They increase oxygen consumption andtherefore heat production because they stimulate oxidativephosphorylation. This is called a calorigenic effect, aresponse especially useful when animals are exposed tocold, stressful situations. Of course, increasing energydemands require nutrient fuel. Small amounts of thyroidhormones promote glycogen storage, but glycogenolysis isstimulated as concentrations rise. Other effects includeincreased absorption of glucose and promotion of glucoseuptake by cells. Thyroid hormones also impact lipidmetabolism, especially lipolysis. Fitting their ability toincrease metabolism, the thyroid hormones also enhancethe effects of sympathetic nervous system stimulation. Thisis linked to thyroid hormone stimulation of synthesis of β‐adrenergic receptors in tissues that are targets forepinephrine and norepinephrine. This mechanism alsolikely explains the enhanced force of cardiac contractionswhen thyroid hormones are elevated.



Fig. 12.28 Thyroid histology. The left panel (A) is a low‐power (20×) view of a sheep thyroid. The follicles are filledwith colloids, and the epithelial cells are compressed. Theleft (B) image (40×) is the thyroid of a cat. Here, the cellsare more cuboidal and are actively reabsorbing colloids tomake T3 and T4 available.





Fig. 12.29 Structures of thyroid hormones.

Fig. 12.30 Iodination of thyroid hormone. A cluster offollicles is shown on the left and on the right anenlargement of two cells. In the cell on the left, amino acidsallow synthesis of the thyroglobulin followed byposttranslational modification and packaging in the Golgi.Once thyroglobulin is secreted, iodination is completed.Secretion of TSH promotes the resorption of the iodinatedthyroglobulin, fusion with lysosomes, and ultimatelyreleases T3 and T4.Other effects of thyroid hormones are evident duringgrowth and development. For example, classic experimentsshowed that T4 causes differentiation of tadpoles into frogs.Thyroidectomy or treatment with antithyroid drugs causedthe animals to grow into very big tadpoles, butmetamorphosis was blocked. The situation is less drastic inmammals, but thyroid hormones are nonetheless essentialfor normal development of the nervous system.



Given the variety of effects attributed to thyroid hormones,it should not be a surprise that deviations from a normal oreuthyroid state impact physiology generally andhomeostasis. Hypothyroidism, or a deficiency, slowsmetabolic processes. In young animals, development andgrowth are impaired, and in primates, serious permanentfailure of neural development produces mental retardation,leading to cretinism. Hypothyroidism in mature animalsproduces lethargy. For example, in humans, the depositionof glycosaminoglycans in the skin causes puffiness andclinical symptoms called myxedema. Causes ofhypothyroidism vary but can be classified as (1) primary(thyroid failure), (2) secondary (pituitary TSH problem), (3)tertiary (hypothalamic defect), or (4) quaternary(peripheral resistance to the action of the hormones). Thislast case is frequently related to autoimmune disease inwhich the generation of antibodies against thyroid cells,thyroid hormone receptors, or thyroglobulin impairsfunction. Among domestic species, lactating dairy cows aretypically hypothyroid, so peripheral deiodination of T4 toproduce the more potent T3 is especially important tomaintain the function of many target tissues.Hypothyroidism is also common in dogs. The cause is notwell understood, but detection of antibodies againstthyroglobulin in many of these animals suggestsautoimmune disease plays a role. Hyperthyroidism isrelatively common in older cats and is usually associatedwith the appearance of benign thyroid tumors.Fortunately, because of the common structure of thyroidhormones across species, RIA procedures originallydeveloped for human testing are appropriate for animaltesting. A common functional test is to measureconcentrations of plasma T3 for T4 in response to injectionsof TSH or TRH. In correspondence with variations inmetabolic rate with the season, the data in Figure 12.31



illustrate the secretion of T3 and T4 following TRHinjections in cows during winter compared with summer.After a delay, TRH produced modest increases incirculating T3 and T4 in lactating cows. This reflects thetime delay required for TRH to first stimulate the secretionof TSH by the anterior pituitary gland and for TSH toinduce the process of colloid reabsorption by the thyroidfollicular cells. There is also an evident seasonal variationin the response to TRH in these cows. Mean concentrationsof T3 and T4 before administration of TRH were lower incows sampled during winter, and response to TRH wasreduced. These reductions likely reflect greater utilizationof thyroid hormones to enhance thermogenesis during thewinter. Concentrations of T4 were about 50‐fold greaterthan concentrations of T3. This is like other domesticanimals and suggests that substantial T3 formation occursoutside of the thyroid gland by the deiodination of T4.Tissues with high levels of deiodination enzymes includethe liver and kidneys. The mammary gland also expresses adeiodinase that increases with the onset of lactation and inresponse to other hormones known to stimulate milkproduction. This provides an enhanced local tissueconcentration of mammary T3 available to stimulatemetabolic activity to support high levels of milk productioneven though lactating cows are typically in a hypothyroidstate.Thyroid hormones do not circulate freely in the serum butare bound to plasma proteins. The most predominant is T4‐binding globulin, but its concentration is relatively low, sodespite its high‐binding affinity, substantial amounts of T3and T4 also circulate bound to albumin. A third protein, T4‐binding pre‐albumin, is especially good at sequestering T4.Although only free thyroid hormones can pass into target



cells to bind with nuclear T3 receptors, the hormones havethe potential for long‐lasting effects, in part because oftheir very long half‐life. Whereas most hormones arerapidly degraded or taken from circulation (half‐lives ofminutes), T3 and T4 have long half‐lives of about 1 and 7days, respectively. Since T3 is the essential biologicallyactive thyroid hormone, deiodinase reactions to convert T4are physiologically important. It is reasonable to view therelatively larger quantities of circulating T4 as a local tissuesource for T3 in target cells. Two primary deiodinationpathways act to convert T4 to either biologically potent T3(5′deiodinase enzyme) or to reverse T3 (5‐deiodinaseenzyme), which is biologically inert. Thus, the increased 5‐deiodinase can be viewed as a degradation pathway, orincreased 5′deiodinase can be viewed as an activationpathway. These conversions are illustrated in Figure 12.32.





Fig. 12.31 Thyroid hormone responses to TRH. Lactatingcows were injected with TRH (25 μg/100 kg body wt.) andblood was collected to monitor changes in T3 (Panel A) andT4 (Panel B). Secretion of both hormones was reduced inwinter.Data adapted from Perera et al. (1985).

Fig. 12.32 Structure and nomenclature for conversion ofthyroxine.Given the importance of thyroid hormones in the regulationof metabolism, it was only natural for animal scientists toconsider whether the administration of thyroid hormonesmight be used to improve metabolic rate to supportenhanced growth or development. For example, the



involvement of the thyroid gland in the maintenance oflactation has been known since reports in the early 1900sshowed that milk yield was reduced in thyroidectomizedgoats. By the 1930s, it was shown that thyroidectomy ofdairy cows reduced milk yield and, conversely, thattreatment with T4 increased milk yield by approximately20%. Because T4 is also efficacious when fed, these reportsstimulated much interest in the practical utilization of thehormone to increase milk production in cattle. This wasmade economically feasible by the relatively low cost ofmanufacture of T4 and other thyroactive iodinated proteins.However, results of multiple studies showed that whilefeeding T4 (or iodinated proteins) increased milkproduction by 10–40%, the galactopoietic effect was ofvariable duration, and milk production returned to normalor below‐normal levels despite continued treatment.The galactopoietic effect of T4 supplementation depends ona general increase in body metabolism. Thus, it is noteffective when cows are in early lactation (and negativeenergy balance) and already mobilizing body reserves tomeet the energy demands of lactation. A general increasein body metabolism at this time would becounterproductive to meeting the nutrient demands oflactation. It was concluded that T4 treatment should not beinitiated before mid‐lactation and that the energy density ofthe diet should be increased during treatment because feedintake does not increase in proportion to increased energyutilization. Furthermore, upon withdrawal of treatment, ahypothyroid condition ensues that exacerbates the usualdecline in milk yield in late lactation. Despite the initialinterest in thyroid hormone supplementation to increasemilk yield, the temporary nature of the milk yield responseand frequent undershooting below normal production



afterward led to the conclusion that its adaptation would beof minimal value.Although T4 is the predominant thyroid hormone incirculation, it essentially serves as a prohormone because ithas little if any biological activity. The most metabolicallyactive thyroid hormone, T3, is produced by enzymatic5′deiodination of T4 within the thyroid and peripheraltissues. Changes in the extrathyroidal activity of T4‐5′‐deiodinase (5′D) alter localized T3 availability. The activityof the enzyme also varies with the physiological state. Forexample, with the onset of lactation in rodents andruminants, there is an increase in 5′D in the mammarygland and a decrease in the liver. These changes arebelieved to maintain a euthyroid state in the lactatingmammary gland even though the body is hypothyroid. Thetransfer of iodine, iodinated nonhormonal compounds, andthyroid hormones through the mammary gland into themilk further exacerbates a systemic hypothyroid condition.Maintenance of a euthyroid state in the lactating mammarygland during a functional hypothyroid condition isconsistent with increasing the metabolic priority of themammary gland and providing T3 to heighten the effect ofother galactopoietic hormones. For example, this occurs inresponse to treatment of cows with exogenous bST (Capucoet al., 1989).The relationship between GH and thyroid hormones is notlimited to GH‐induced alterations in 5′D during lactationand galactopoiesis. There is a close relationship betweenthyroid hormones, thyroid hormone metabolism, and GHand IGF‐I synthesis. Mechanistically, T3 can alter hepaticGH receptor binding and thus enhance GH stimulation ofIGF‐I synthesis. Alternatively, T3 can also increase IGF‐Isynthesis in the absence of GH. It is worth noting that in



those situations when GH does not stimulate IGF synthesis(e.g., during food restriction, fetal development, sex‐linkeddwarfism, and hypothyroidism), there is evidence for T3deficiency. In addition, T3 serves as a regulator of GHsynthesis by the pituitary. Conversely, GH can alter thesynthesis of 5′D and therefore peripheral production of T3(Capuco et al., 1989).
CalcitoninIt would be difficult to overstate the physiological relevanceof the thyroid hormones, but before we leave the thyroidgland behind, two other hormones are also synthesized inthe thyroid or the parathyroid glands. CT is a 32‐amino acidpeptide whose major function is to inhibit the enzymaticaction of osteoclasts in compact bone to reduce theresorption of the inorganic matrix surrounding the cells.Parafollicular, or C cells, of the thyroid synthesize andsecrete CT in response to changes in serum Caconcentration. As concentrations rise—hypercalcemia—thecells increase CT secretion, but with hypocalcaemia,hormone secretion is inhibited so that degradation of bonematrix is enhanced, and Ca concentrations can return tonormal. Although therapeutic use of CT is limited inanimals, in humans, it is used in patients with Paget'sdisease (associated with abnormal bone resorption) and insome cases of osteoporosis.
Parathyroid HormoneParathyroid hormone, or PTH, works with CT to provideeven greater control over calcium metabolism andultimately improve homeostasis. The parathyroid glandsusually occur in four pairs located near the poles of the twolobes of the thyroid gland. They are typically small clustersof tissue, ∼50 mg each. Cells that are actively synthesizing



and secreting PTH are called chief cells. PTH is initiallyproduced as a precursor (preproPTH) of 115 amino acidsthat has 25 amino acids cleaved in transit from the RER tothe Golgi. Once in the Golgi, the removal of six additionalamino acids yields biologically active PTH that is secretedin secretory vesicles by exocytosis.The primary effect of PTH is to increase calcium anddecrease phosphate concentrations in extracellular fluids.These effects are mediated by actions in multiple tissues.Since compact bone is the most abundant mineral reservein the body, it is a major target tissue. An early effect ofPTH is stimulating the passage of calcium out of osteocytesand osteoblasts. Soon after, PTH activates osteoclastactivity, to increase enzymatic resorption ofhydroxyapatite. Since the hydroxyapatite is essentiallycalcium, phosphate, and water, this action increases serumcalcium and phosphate. Second, PTH targets cells of distalconvoluted tubules of kidney nephrons to increase calciumabsorption from the filtrate and simultaneously targetscells of the proximal convoluted tubules to decreasephosphate reabsorption. These actions improve calciumstatus without a corresponding increase in serumphosphate. In addition, PTH enhances the kidney tissueproduction of α1‐hydroxylase, an enzyme that is needed forthe conversion of 25 hydroxy vitamin D3 into its morebiologically active 1,25 dihydroxy analog. This is importantbecause 1,25‐(OH)2‐vitamin D acts like a hormone tostimulate the synthesis of calcium‐binding—transportproteins in the intestinal epithelial cells. Over the course ofseveral hours or days, this increases the absorption ofcalcium from the gut and therefore serum calcium. Givenits many actions, it is reasonable to assume that PTH playsa more prominent role in calcium homeostasis than CT.In domestic animals, the most common disturbance incalcium metabolism typically occurs at the time of



parturition and is most frequent in dairy cows (milk fever)and dogs. Affected animals exhibit severe hypocalcemiaand often severe neuromuscular dysfunction. The animalsfrequently become recumbent (cows typically areimmobilized), and in dogs, there are often involuntarymuscle spasms referred to as tetany or eclampsia. Theproblem arises from the sudden demand for calciumneeded for milk production so that serum concentrationsare no longer maintained within usual limits. Treatmenttypically involves infusion of glucose and calcium. Aftertreatment, animals generally recover mechanisms tomaintain calcium concentrations.The etiology of milk fever is complex, but it does not seemto involve a failure of PTH secretion. However, it may bethat responsiveness of PTH target tissues (receptorexpression) or vitamin D activation is impaired. In dairycows, a common management recommendation is to feeddiets that are low in calcium in the period before calving.The idea is to induce mobilization mechanisms prior to thedramatic increase that occurs with the onset of lactation sothat the increased demand can be met. Figure 12.33illustrates changes in serum calcium around the time ofparturition in horses and cows. Each exhibit decreases, butit is relatively more dramatic in the cows, especially thosethat exhibited milk fever symptoms. Also, the lowest serumcalcium level in the mares does not occur until 2 dayspostpartum.



Fig. 12.33 Serum calcium. Panel (A) shows changes inserum calcium in Jersey cows around the time of calving.Animals that exhibited milk fever (squares) showed lowerminimum values compared with herd mates (con) that didnot exhibit milk fever.Data adapted from Goff et al. (1995).Panel (B) illustrates periparturient serum calcium formares. The decrease in calcium of small magnitude andminimum values occurs 2 days after foaling.Data adapted from Martin et al. (1996).
Adrenal GlandDespite their small size, the adrenal glands, located at thesuperior pole of each kidney, are critical regulators ofmetabolism. The outer portion of each gland, the cortex, isresponsible for the production of two broad classes ofsteroid hormones: the mineralocorticoids, of whichaldosterone is a prime example, and glucocorticoids,represented by cortisol. The center of the gland, the



medulla, is derived from neural tissue. It is essentiallypostganglionic tissue that is part of the sympatheticdivision of the autonomic nervous system. Whenstimulated, it secretes epinephrine, a structural cousin ofthe neurotransmitter norepinephrine. Both regions areimportant in adaptations necessary to respond to stress andto maintain homeostasis. When animals are underprolonged stress, it is not uncommon that the adrenalglands become enlarged. However, under extremesituations, the capacity to respond can be lost, resulting inexhaustion. In the 1930s the work of Sir Hans Selye wasamong the first to focus on the role of the adrenal tocombat stress. He studied the response ofadrenalectomized animals to injury or stress and pioneeredwhat came to be called the general adaptation syndrome.His hypothesis consisted of three phases: (1) alarmreaction, (2) stage of resistance, and (3) stage ofexhaustion. This can be envisioned by considering thepathways responsible for glucocorticoid secretion andbiological responses to glucocorticoid release. First, stressinduces neural stimulation, leading to hypothalamicsecretion of CRH. This results in the secretion of ACTH,which produces glucocorticoid secretion. An early effect ofglucocorticoid release is the mobilization of glycogenreserves to increase circulating glucose. Other tissues areprogressively catabolized to provide fatty acids or aminoacids for energy production. If these actions provide thenecessary nutrients to respond to the stress alarm, repairsare made, and conditions return to normal. When stresscontinues but is manageable, a new “set point” or stage ofresistance is achieved. However, with more extreme orprolonged stress, a new balance cannot be achieved, sosignals for more glucocorticoid release cannot be answeredby the adrenal cortex. This is the stage of exhaustion.



The adrenal gland has two distinct regions, the centralmedulla and the outer cortex (Fig. 12.34). The adrenalcortex is further organized into three zones. Just below theprotective capsule that surrounds the gland is the zonaglomerulosa, which typically accounts for about 20% of thecortical cells. Here, the cells are organized into sphericalclusters, hence the name glomerulus, Latin for “little ball.”The zona fasciculata is the largest region, and the cells aretypically arranged into columns. Between the columns,there are long fenestrated capillaries. The innermost regionof the cortex, the zona reticularis, is about the size of thezona glomerulosa and the cells are arranged in an irregularnetwork (Fig. 12.34; Fig. 12.35).The major hormones made in the adrenal cortex arecortisol or corticosterone (typical glucocorticoids),androgens (testosterone or testosterone‐like), andaldosterone (mineralocorticoids). The zona glomerulosa isprimarily responsible for the synthesis of aldosterone.Although we discussed some of the basics of steroidhormone structure earlier, some review is in order. Steroidsynthesis begins with cholesterol. Much of the neededcholesterol comes from uptake from plasma lipoproteins,but synthesis directly from acetate also occurs. A critical,rate‐limiting step involves the conversion of cholesterol topregnenolone. In the two inner zones of the cortex, this isstimulated by ACTH. This conversion occurs within themitochondria and involves two hydroxylation steps alongwith cleavage of the side chain of the cholesterol. Thepregnenolone passes out of the mitochondria for furtherprocessing. Differences in steroid synthesis between zonesof the adrenal cortex reflect differences in the enzymespresent. The greatest differences are between the zonaglomerulosa and the inner zones. This explains whyaldosterone is the predominant product of the glomerulosa.Specifically, the zona glomerulosa lacks 17α‐hydroxylase



activity, so it cannot produce either 17α‐hydroxypregnenolone or 17α‐hydroxyprogesterone. This isrelevant because these molecules are the immediateprecursors for cortisol and adrenal androgens.Furthermore, only the zona glomerulosa can convertcorticosterone to 18‐hydroxycortisosterone andaldosterone. Synthesis of aldosterone is largely controlledby the renin‐angiotensin system of the kidney. This will bediscussed in greater detail in our study of the urinarysystem. However, the essential point is that decreases inrenal blood pressure stimulate the production ofangiotensin II, which, among other actions, stimulates thesecretion of aldosterone. Aldosterone then acts to increasethe resorption of sodium by the distal convoluted epithelialcells of the kidney nephrons. Increased recovery of sodiumfrom the urinary filtrate allows the companion recovery ofmore water (via osmosis) so that interstitial fluid volumeand subsequently blood volume are increased. This returnsblood pressure to normal, thus shutting off the trigger forincreased aldosterone secretion in the first place. Thus,secretions and regulation of the zona glomerulosa and twoinner zones of the adrenal cortex are quite distinct. Someof the pathways for the synthesis of various steroids in theadrenal gland are illustrated in Figure 12.36.



Fig. 12.34 Adrenal gland. Note the central area (medullaand brackets) and the outer cortex; H&E staining, 2 × magnification.



Fig. 12.35 Areas of the adrenal cortex. A = glomerulosa; B= fasciculata; C = reticularis.ACTH rapidly stimulates the secretion of glucocorticoidsfrom the inner zones of the adrenal cortex, along withincreases in DNA, RNA, and protein synthesis. With chronicstimulation, there is hyperplasia and hypertrophy of thecortical cells. The binding of ACTH to cortical cell receptorsactivates adenylyl cyclase, leading to increasedconcentrations of cAMP. This activates intracellularphosphoprotein kinases. This ultimately stimulates the rate‐limiting conversion of cholesterol to pregnenolone to allowfor steroidogenesis. ACTH secretion is controlled by thesecretion of CRH from the hypothalamus, so changes in



ACTH are closely paralleled by changes in cortisol orcorticosterone secretion (depending on the species).However, neuroendocrine control of adrenal corticalactivity is complex. Three levels of regulation include (1)circadian rhythm, (2) stress response, and (3) feedbackinhibition. A circadian rhythm is superimposed on thetypical episodic secretion of glucocorticoids that occursthroughout the day. This reflects CNS activity that controlsboth the number and magnitude of CRH and ACTHsecretory episodes during the day. In primates,glucocorticoid secretion is usually low in the late eveningand with the onset of sleep, but as dawn or wakefulnessbegins, CNS activity and corresponding CRH and ACTHsecretory events increase in number and magnitude so thatglucocorticoid concentrations increase. This pattern of lowactivity during sleep and increased activity during the earlyday is relatively fixed, but substantial relative variabilityoccurs. This inherent rhythm is impacted by physical andmental stresses and various disease conditions. Stressresponses are usually tied to corresponding increases inthe release of epinephrine and thyroid hormones. Thisfamily of reactions allows for metabolic effects to maintainhomeostasis. For example, increased glycogenolysis andgluconeogenesis provide fuel to synthesize ATP in stressfulfight‐or‐flight situations. In conjunction with the secretionof epinephrine from the adrenal medulla, a major effect inadipose tissue is increased lipolysis and release of glyceroland fatty acids for energy production.



Fig. 12.36 Adrenal steroid biosynthesis. Cholesterol isessential but conversion to pregnenolone allowssubsequent production of sex steroids (yellow),glucocorticoids (tan), and mineralocorticoids (pink). *DHEAis dehydroepiandrosterone sulfate.Glucocorticoids impact multiple tissues. In excess, theyinhibit collagen synthesis by fibroblasts. This can producethinning of the skin, easy bruising, and slow healing ofwounds. Impaired bone formation can occur from reducedcell proliferation and extracellular matrix protein synthesisrequired for the deposition of inorganic components ofbone. This can clearly impact mineral metabolism as wellas growth and development. One of the effects ofglucocorticoids, inhibition of neutrophils, is usedtherapeutically to lessen inflammation. These potent effects



demonstrate the dramatic problems that accompanysituations where there are either too many or too fewadrenal steroids produced.Routine control over glucocorticoid secretion depends onnegative feedback at multiple levels (see Fig. 12.15).Increased concentrations of glucocorticoids inhibit thesecretion of CRH from the hypothalamus as well as ACTHfrom the pituitary. In fact, two distinct negative feedbackresponses have been described. A fast feedback,glucocorticoid‐induced inhibition of ACTH secretion isdirectly related to the rate of increase in glucocorticoidsecretion. This phase occurs within minutes and acts toreduce both basal and ACTH‐stimulated increases inadrenal glucocorticoids. A delayed feedback inhibitionsubsequently suppresses both CRH and ACTH secretion. Atthe extreme, prolonged administration of glucocorticoidssuppresses CRH and ACTH secretion, and the adrenalcortex atrophies. Addison's disease, or adrenocorticalinsufficiency, occurs when there is a failure of the adrenalcortex to produce enough mineralocorticoids orglucocorticoids. The consequences of this are clearlydramatic. Symptoms can include muscle weakness, fatigue,anorexia, hypotension, hyponatremia, and hypoglycemia.With companion failure of aldosterone production,additional symptoms include dehydration, hyperkalemia,and acidosis. Causes include destruction or dysfunction ofthe adrenal cortex. For example, tuberculosis can destroythe adrenal cortex, as can autoimmune disorders.Secondary causes reflect failures at the level of thehypothalamus (impaired secretion of CRH) or pituitary(impaired secretion of ACTH). Before adrenal steroidsbecame available for therapy, primary adrenocorticalinsufficiency was fatal.The opposite problem, chronic secretion of excessglucocorticoids, leads to an array of problems called



Cushing's syndrome in humans. The most common cause isexcessive glucocorticoid therapy. This again emphasizesthe importance of careful use of these potent steroids.Classic Cushing's syndrome is often caused by pituitary oradrenal abnormalities that lead to excess concentrations ofACTH, that is, tumor products. Cushing's disease hasmultiple effects on tissue metabolism and organ function.This is expected given the widespread distribution ofglucocorticoid receptors. Obesity can occur with alterationsin the distribution of adipose tissue; that is, moon face andappearance of a “buffalo‐hump” are symptoms that candevelop over time. Hypertension, glucose intolerance, andgonad dysfunction are also manifestations of the disease.As concerns with animal health and welfare and perceivedproblems attributed to stress have emerged in recentyears, tools to quantitatively measure stress have beensought. Certainly, there are behavior attributes andproduction‐related measures (absence of chronic disease,rate of gain, milk production, etc.) that can be linked withdisruption of homeostasis tied to stress, but many of theseare poorly defined. It is also true that some level of stress isnecessary, even desirable, for normal physiologicalresponses and health. As indicated earlier, during short‐term stress, the secretion of glucocorticoids andepinephrine allows the mobilization of nutrients necessaryfor homeostasis. The problems arise with severe chronicstress and consequences of prolonged secretion ofglucocorticoids, that is, immunosuppression and atrophy oftissues. Regardless, measuring changes in circulatingconcentrations of glucocorticoids, responses to an ACTHchallenge, and/or secretion of epinephrine provides agenerally accepted, quantifiable stress index for animals.Paradoxically, it is possible that the process (handling,needle sticks, and restraint) of taking frequent blood



samples (often necessary because of the episodic nature ofglucocorticoid secretion) can be stressful.This has led to the development of remote blood samplingdevices or sampling of other body fluids (saliva or urine),but these samples may also require confinement orhandling that can confound results. Möstl and Palme(2002) described the assay of metabolites of cortisol infeces as a tool to noninvasively monitor the secretion ofglucocorticoids as a possible stress index. Theconcentrations of these cortisol metabolites in feces reflecta kind of “average” glucocorticoid production over a periodof hours that is likely species specific. For example, insheep and cattle, changes in fecal concentrations of 11,17‐dioxoandrostane are correlated with changes in bloodlevels of cortisol following treatment with a bolus challengeof ACTH but with a 10‐ to 12‐hour delay (Möstl et al.,1999). Work to establish appropriate samples (i.e., hair,saliva, and feces), procedures, and analytical methods tobest noninvasively assess stress in livestock and petscontinues (Wolf et al., 2020; Nejad et al., 2022).
Endocrine PancreasThe two primary endocrine products of the pancreas areinsulin and glucagon. Both hormones are simple proteinsthat are synthesized in small clusters or islands of cellsnested within the exocrine tissue of the pancreas. TheGerman pathologist Paul Langerhans discovered theseclusters of cells, now called the islets of Langerhans, in1869. They represent only a small fraction of the mass ofthe pancreas (1–2%). Each individual islet (∼0.4 mm indiameter) contains only a few thousand cells, but they arenonetheless critical for homeostasis. Four cell types can bedistinguished within the islets. Glucagon‐producing α cellsare about 20% of the total. Insulin‐secreting β cells are the



most abundant, constituting 60–80% of the total.Somatostatin‐producing δ cells are infrequently observed,3–10% of the total, and pancreatic polypeptide‐secretingPP‐ or F‐cells are rare with ∼1% abundance.Insulin is a small protein, with a molecular weight of about6000 Da. It is composed of two chains held together bydisulfide bonds, but it is synthesized as a precursormolecule in which a fragment called the C peptide isremoved to produce the biologically active molecule. Theamino acid sequence of insulin is highly conserved. Forexample, until recently, it was still common for diabeticpatients to be treated with porcine insulin. In fact, the firstcase of treatment of a human diabetic with insulin was in1922.Insulin synthesis begins with the translation of its mRNA asa single‐chain precursor called preproinsulin. As it passesinto the cisternal space of the RER, the removal of itssignal peptide produces proinsulin. Proinsulin has threedomains: an amino terminal B chain, the A chain carboxy‐terminal region, and a connecting peptide in the middlecalled the C peptide. Once it passes into the cisternal spaceof the RER, endopeptidases excise the C peptide to producemature insulin. Insulin and free C peptides are packaged inthe Golgi into secretory granules, which accumulate in thecytoplasm. When the β cell is stimulated, insulin and Cpeptide are secreted from the cell by exocytosis. However,the C peptide has no known biological activity.Secretion of both insulin and glucagon is closely tied tocirculating concentrations of glucose. For optimal healthand maintenance of homeostasis, blood glucoseconcentrations must be maintained within narrowboundaries. In the case of the β cells, extracellular glucoseis transported into the cells by facilitated diffusioninvolving specific glucose transporter proteins. Since its



uptake depends on diffusion, the greater the extracellularglucose concentration, the greater the correspondingintracellular concentration. As concentrations reach athreshold value, this produces a change in membranedepolarization and subsequently an influx of extracellularcalcium. The precise mechanism(s) responsible fordepolarization are not well defined but may depend on themetabolism of glucose that is taken up into the cell andalterations in the ATP:ADP ratio within the cytoplasm.Regardless, the increase in free calcium is believed to be aprimary stimulator of exocytosis of insulin‐containingvesicles.Higher glucose concentrations markedly increase thesecretion of insulin in normal animals. This is particularlyevident in monogastric animals after being fed a high‐carbohydrate meal. Figure 12.37 illustrates the increase ininsulin in cows that were given a bolus injection of glucoseinto the jugular vein. This experiment was done to comparepancreatic responsiveness among cows in various seasons.There is, plainly, an abrupt increase in serum insulinfollowing a glucose challenge even in ruminants.



Fig. 12.37 Insulin after glucose. Cows were infused withglucose (0.1 g/kg body wt.) at time zero.Data adapted from Denbow et al. (1986).



Fig. 12.38 Regulation of blood glucose. When glucose iselevated, the pancreas releases insulin. This promotes theuptake of glucose and glycogen formation in the liver, thusreducing blood glucose‐promoting hypoglycemia. Glucagonis released when blood glucose is low. This stimulatesglycogen breakdown, thereby returning glucoseconcentration to normal, a hyperglycemic response.Although the secretion of insulin acts to lower bloodglucose by promoting the uptake of glucose into most cellsand particularly increased glycogenesis in liver tissue,control of blood glucose concentration does not simplydepend on changing the secretion of insulin. When bloodglucose concentration drops, the islets secrete glucagon.Glucagon stimulates the breakdown of glycogen andpromotes gluconeogenesis. As a generalization, increases



in blood insulin concentrations act to drive energysubstrates into storage in tissues by increasing theaccumulation of glycogen, which can be mobilized whenneeded. This association is illustrated in Figure 12.38.Problems with the regulation of blood glucoseconcentrations are relatively common in humans andanimals. Naturally occurring diabetes is probably the mostcommon endocrine disorder diagnosed in dogs, withestimates for the frequency of diabetes ranging from a highof 1 in 100 to 1 in 500. Diabetes mellitus is a complexdisease that is manifested by inappropriate hyperglycemia.Symptoms and problems result from a failure of insulinsecretion, a failure of biological action of insulin, or both. Itis useful but somewhat arbitrary to classify diabetes aseither insulin‐dependent (type I) or noninsulin‐dependent(type II). In type I diabetes, insulin is very low or absent,plasma glucagon is typically elevated, and the β cells fail torespond to stimuli known to stimulate insulin secretion inhealthy animals. Typical symptoms include polyuria andpolydipsia, as well as weakness and fatigue and oftenpolyphagia with weight loss. The increased urination is aconsequence of osmotic diuresis related to hyperglycemia.Thirst and polydipsia occur because of the hyperosmoticstate of body fluids. Since glucose is poorly utilized in theabsence of insulin, ketosis and subsequently ketoacidosisoccur as fatty acids and are catabolized to supply energydemands. Wasting of muscle mass can also happen asmuscle proteins are degraded to supply amino acids forglucose and ketone bodies. Ironically, it is as if the body isstarving, despite the presence of large quantities of bloodglucose. Without insulin, the capacity of cells to captureblood glucose is impaired, yet energy demands remain. Toadd insult to injury, so to speak, the β cells of the islets alsorequire insulin to sense that glucose concentrations areadequate. This means that α cells are stimulated to secrete



glucagon; this only worsens the problems by promotingglycogenolysis and gluconeogenesis. With acute insulindeficiency, the increased energy demands and failure toutilize glucose, ketones (acetoacetate, β‐hydroxybutyrate,and acetone) rapidly increase. Along with reduced renalblood flow (reduced extracellular fluid volume), reducedrenal excretion of hydrogen ions can also occur. This canlead to dramatic ketoacidosis. Continuing increases inblood osmolarity (>330 mOsm/L) and progressive acidosisproduce coma and ultimately cardiovascular collapse anddeath.Clearly, the primary treatment option is to monitor bloodglucose to minimize drastic swings with careful attention todiet and replacement of missing insulin with exogenoustreatments. Fortunately, recent advancements in molecularbiology and biotechnology have made recombinant humaninsulin widely available. There are also multiple forms ofinsulin available for therapy, that is, short‐acting (so‐calledregular insulin), as well as intermediate and long‐actingformulations. This has increased the opportunity to bettercontrol blood glucose, particularly with respect to meals.As a personal note, I (RMA) can attest to the utility ofrecombinant insulin given I administered twice dailyinjections of insulin to my pet cat (Hobbs) for the final 4years of his life. It did indeed save his life and give himyears that would not have been possible in the past.With fewer acute episodes but chronic hyperglycemia,diabetes can lead to a variety of pathological changes.Vascular diseases include both microvascular andmacrovascular problems. In capillaries and smallerprecapillary arterioles, there is frequently a thickening ofthe basement membrane. These can be especiallyproblematic in the retina, leading to retinopathy andprogressively failed vision, and in the kidney, progressivedisease produces pathological problems in the peritubular



capillary beds surrounding the nephrons. In larger vessels,diabetes is believed to accelerate atherosclerosis and allthe associated problems; that is, it increases the incidenceof myocardial infarction, stroke, and peripheral gangrene,which seems to be largely unique to diabetic patients.Diabetes is also associated with an increased incidence ofcataracts. Increased blood glucose is believed to contributeto the formation of cataracts by promoting glycosylation oflens proteins and by increasing concentrations of sorbitolwithin the lens tissue. Sorbitol is a by‐product of glucosemetabolism. As it accumulates, this promotes osmoticchanges that ultimately promote swelling and fibrosis.Changes in the cornea and lens are frequently rapid andare a consistent ocular manifestation of diabetes. Adecrease in corneal sensitivity is often observed as thedisease progresses. Corneal nerves are important inproducing protective responses (tear production and eyelidclosure), so diabetic‐related impairment of these responsescan have important consequences. Table 12.10 shows theresults of the Cochet‐Bonnet aesthesiometer measurementto compare the sensitivity of the CTT in diabetic comparedwith normal dogs. This test utilizes an instrument that hasa 6.0 cm length of monofilament nylon that is pushedagainst the cornea until there is a slight deflection.Reducing the length of the filament in 0.5 cm segmentsuntil a blink reflex is recorded continues the process. Thislength is recorded and converted to a force value (g/mm2);in other words, the force required to elicit the blinkresponse (from 0.4 to 15.9 g/mm2) depends on the lengthfrom 6.0 to 0.5 cm. Testing was done to compare variousregions of the cornea, that is, central (C), nasal (N), dorsal(D), temporal (T), and ventral (V), and averaged for botheyes. These data show a consistent pattern of reducedsensitivity (i.e., greater force required to elicit the blink



response) in diabetic dogs compared with clinically normaldogs.In type II diabetes, the problem is the failure of insulin tobe biologically active. However, this is typically a milderform of the disease in that it is heterogeneous with respectto symptoms and the degree of biological failure. This alsoinfluences treatment options. Simplistically, type I diabetestreatment requires the replacement of missing insulin. Thesituation is more complex with type II because treatmentoptions depend on the relative contribution of stillfunctional β cells and the degree of insulin insensitivity. Forexample, type II is more common in obese animals. This inpart reflects the fact that adipose tissue has abundantinsulin receptors and is a key tissue in control of energybalance and homeostatic alterations in carbohydratemetabolism. Therefore, a common treatment scheme is topromote weight loss and to control episodes of hypo‐ orhyperglycemia with diet.
Other Hormones and Growth FactorsAs you have concluded by now, a host of hormones andgrowth factors are involved in physiological processes. Inthis chapter, we have chosen to focus on some of the majorendocrine organs and selected growth factors. Indeed,entire courses of study are devoted to endocrinology oreven narrow families of related messengers. As we discussspecific systems, we will briefly describe the properties andactions of some of the other hormones and growth factors.Some examples include: (1) leptin, a hormone produced byadipose tissue that affects appetite; (2) erythropoietin, akidney‐derived hormone that responds to a reduction inblood oxygen and stimulates the synthesis of red bloodcells; and (3) atrial natriuretic peptide, a hormone from theheart that impacts blood pressure by affecting sodium



resorption. Table 12.11 gives a listing of some of theseother hormones and growth factors and some relevantphysiological features.Some of the growth factors that have particularsignificance in animal research are briefly discussed in thefollowing sections. To serve as examples, we have focusedon several that are known to be important in mammarydevelopment or function. This is because lactation andmammary development are important in all mammals andare especially relevant with respect to the dairy industry.Second, some of the factors we have selected for discussionhave been in the news in recent years because ofrelationships with cancer generally and with breast cancerspecifically. This does not mean that these agents do nothave more general roles in most animals; rather, our focuson the mammary gland gives us a common theme for thisdiscussion and makes for relevant examples to illustratesome of the biological properties of these agents (Table12.2).
Table 12.11 Corneal touch threshold in diabetic andnormal dogs.Data adapted from Good et al. (2003).

Region of Cornea Diabetic NormalCentral 2.9 1.8Nasal 4.0 2.2Dorsal 5.1 2.8Temporal 5.1 2.8Ventral 6.5 5.1



Table 12.12 Selected growth factors.
Growth
Factor

Abbreviation Properties

Epidermalgrowth factor EGF Proliferation of epitheliumderived from epidermis,mammary development,cancer, and development. Atleast 10 family members(EGF, TGF‐α, heregulins)bind to type I receptorkinases (ErbB‐1,2)Transforminggrowth factor TGF‐β Family of at least fiveproteins, that is, TGF‐β1,2,3,and so on, involved inmodification of theextracellular matrix (ECM)to influence tissuedevelopment; secretedbound to glycoproteins thatare cleaved for activationFibroblastgrowth factor FGF Related family of 20peptides, a strong affinity forheparin‐likeglycosaminoglycans of theECM. Many members arelikely stromal tissue‐derivedmitogensLeptin Produced primarily inadipocytes, involved in thecontrol of feed intake as wellas other developmentalprocesses



Growth
Factor

Abbreviation Properties

Transforminggrowth factor TGF Member of the superfamilyof proteins that typicallyinhibit epithelial cell growth,important expression of ECMproteins, and glandularmorphogenesisAtrialnatriureticfactor
ANP Produced by the heartatrium, secreted in responseto stretch along with arelated factor brainnatriuretic factor (BNP);responses includevasodilation, inhibition ofaldosterone secretion, anddiuresis to normalize bloodpressureLast, it is difficult to overstate the significance of technicaladvancements in cell and molecular biology that haveallowed a major expansion in our understanding ofstructural relationships between various messengers.Based on detailed structural analysis at the DNA, RNA, andprotein levels, messengers not previously identified asbeing related have come to be grouped into families ofmolecules. In some cases, messengers are grouped basedon the structure of the protein, but other ligands aregrouped based on the similarity of the receptors to whichthey bind. For researchers, this is a time of astonishinglyrapid advancements and accumulation of enormouslydetailed information. Unfortunately, for students andothers, it can also be confusing as more details emerge toallow reclassification or new understanding. Again, ourgoal in this section is not to provide a comprehensive



review of the many growth factors but to illustrate theproperties of some of these agents that are relevant inanimal agriculture or are part of recent medical news.
IGF FamilyWhile we previously discussed the somatomedin hypothesisand the role of IGF‐I as it relates to the actions of GH, ithas become increasingly clear that the IGF family ofgrowth factors, receptors, and binding proteins are criticalplayers in many specific physiological processes, includingmammary and ovarian development. IGF‐I and IGF‐II arewidely expressed endocrine‐, autocrine‐, or paracrine‐acting peptides that regulate cell growth, celldifferentiation, maintenance of cell function, andprevention of apoptosis in multiple cell types. Researchwith IGF‐I and IGF‐II was initially centered on thesomatomedin hypothesis (Hadsell and Bonnette, 2000;Hadsell et al., 2002). Since these early experiments, withthe somatomedins now called the IGFs, the view hasevolved that the IGFs are also important, locally acting,autocrine, or paracrine stimulators of cell function. Theprimary signaling receptor for the IGF‐I peptide is atyrosine kinase receptor (IGF‐IR) structurally similar to theinsulin receptor (see Fig. 12.5). The receptor is widelydistributed and is now known to have important roles innormal cell growth and development. Moreover, abnormalstimulation of IGF‐IR is implicated in the appearance andcontinuing development of a variety of different types oftumors. In particular, the strongly antiapoptotic activity ofthe receptor is recognized as being relevant intumorigenesis. However, other related effects, includingeffects on cell–cell and cell–extracellular matrixinteractions, are also likely important in both normal andabnormal tissue development. Our focus is on normal



development, but much of the recent basic work tounderstand the functions of IGFs and IGF‐IR is derivedfrom cancer‐oriented studies.In the cow, normal circulating concentrations of insulin 1–5 ng/mL would have little ability to signal via IGF‐IR. IGF‐Ican also bind to the insulin receptor but with much lessaffinity, ∼1000‐fold. The situation is further confounded bythe existence of hybrid receptors between IGF‐IR and thenative insulin receptor (IR) that have a higher affinity forIGFs than for insulin. IGF‐II binds with high affinity to areceptor that is identical to a receptor for mannose‐6‐phosphate, but the receptor has no known intracellularsignaling function. The affinity of this receptor for IGF‐I isabout 100‐fold lower than for IGF‐II, and it does notrecognize insulin. There are as many as five distinct typesof insulin/IGF‐I hybrid receptors. The IR isoforms IR‐A andIR‐B, as well as IGF‐IR, can form both homo‐ andheterotetramers. This clearly can change the diversity ofsignaling induced by the binding of insulin or IGFs.Signaling pathways and biological effects are bestcharacterized for IGF‐IR and IR‐B, but experiments in cellculture model systems support the idea that combinationsof native and hybrid receptors allow both overlapping andunique physiological effects. In general, stimulation ofeither IGF‐IR or IR‐A is associated with cell cycleprogression, but stimulation of IR‐B is more closely relatedto metabolic events. These major properties wereillustrated in elegant molecular studies in which thecytoplasmic domains for IR‐B and IGF‐IR receptors wereswapped. In the normal situation, there are overlapping aswell as specific signaling events associated with theactivation of IR‐B or IGF‐IR (Hadsell and Bonnette, 2000).Studies with rodents in which various elements of the IGF‐Iaxis were deleted have confirmed that IGF‐I and/or IGFI‐Rare essential for normal mammary development (Kleinberg



et al., 2000). Since animals homozygous for the absence ofthe IGF‐IR do not survive after parturition, theseexperiments required the transplantation of the fetalmammary analog from approximately day‐18 fetuses intothe cleared mammary fat pads of syngeneic hosts. Thegrowth of rudimentary mammary structures from IGF‐IRnull mice, compared with tissue from wild‐type, wasminimal. In mice without expression of IGF‐I, thedevelopment of terminal end buds required replacementwith IGF‐I. Neither estradiol nor GH alone (classicmammary‐acting hormones) nor the combination had anyeffect on prepubertal mammary development in theseknockout mice. These and related rodent experiments showthat in normal peripubertal mammary development, GHacts to bind to GH receptors in the stromal tissue. This isassociated with the local production of IGF‐I, which in turnpromotes the development of the mammary ducts.Certainly, overexpression of recombinant IGF‐I in themammary glands of transgenic mice promotes prematuredevelopment of alveolar buds in prepubertal animals(Weber et al., 1998).In addition to IGF‐I and IGF‐II, there are six IGF‐bindingproteins (IGFBPs) and nine related proteins (IGFBP‐rP)that affect the actions of IGF‐I and II. The IGFBPs are wellcharacterized and bind IGF‐I with ∼a 10‐fold higher affinitythan the IGFBP‐rPs. The IGFBPs have several functions,including prolonging the half‐life of IGF‐I, transporting IGF‐I from the circulation, and localizing IGF‐I to potentialtarget cells (Clemmons, 1998; Duan, 2002). Locallyproduced IGFBPs provide a mechanism to target or localizeIGFs within tissues or cells and thereby alter biologicalresponses to IGFs.It is worth taking a moment to discuss this idea of bindingproteins and how they can be studied. A typical procedureis to separate solutions of proteins suspected to contain



binding proteins by standard SDS‐PAGE electrophoresis.These proteins are then separated into columns or lanesbased on molecular weight and/or charge and are thentransferred to a membrane (essentially like a sheet ofpaper). This membrane is subsequently washed in anappropriate buffer and then incubated in a solutioncontaining I125 radiolabeled IGF‐I or IGF‐II. The iodinatedprotein is allowed to bind, then the membrane is washedand exposed to X‐ray film. The position of proteins thatbind to the IGF then appears as black, dense bands on thedeveloped film. These bands can then be photographedand/or scanned and evaluated for the level of density.When specific antibodies to the binding proteins for aparticular species are available, these ligand blots can besupplemented using western blotting. Figure 12.39 givesan example of an IGF‐I ligand blot‐binding protein preparedfrom a conditioned medium collected from bovinemammary epithelial cells. In this example, there isabundant expression of IGFBP‐2 and IGFBP‐3 (asconfirmed by western blotting) and a lower molecularweight binding protein that is probably IGFBP‐4 based onmolecular weight (Romagnolo et al., 1994). The secretionof these binding proteins is increased when the cells areincubated with native IGF‐I or two analogs of IGF‐I thatexhibit reduced capacity to interact with binding proteins.Along with locally produced IGF‐I made by epithelial cells(see Fig. 12.20), as illustrated by experiments with bovinemammary tissue (Weber et al., 2000), mammary cells alsosynthesize several IGFBPs, including IGFBP‐1, 2, 3, and 5.IGFBP‐3 is usually touted as an inhibitor of responses toIGF‐I. For example, Figure 12.40A shows increasedproliferation of mammary tissue following treatment withestrogen, GH, or a combination of the two, and theassociated Figure 12.40B shows a decrease in tissueconcentrations of IGFBP‐3 in the tissues positively



responding to E, GH, or the combination. This suggeststhat at least some of the proliferation induced with theseclassic mammogenic hormones is mediated by a localreduction in mammary tissue IGFBP‐3. There is alsoincreased tissue IGF‐I, again suggesting the importance ofIGF‐I axis molecules in the regulation of mammarydevelopment (Berry et al., 2001).





Fig. 12.39 IGF‐I‐binding proteins. Effects of incubation ofbovine mammary cells with IGF‐I or selected IGF‐I analogsare shown.Romagnolo et al. (1994) / with permission of Elsevier.





Fig. 12.40 Thymidine incorporation in mammary tissueand IGFBP‐3. Panel (A) shows increased DNA synthesis inmammary tissue of heifers treated with placebo (Con),estradiol (E), growth hormone (GH), or both (E + GH).Panel (B) illustrates the relative abundance of IGFBP‐3 inmammary tissue from these same animals. Note thatincreased proliferation appears negatively correlated withdecreased tissue IGFBP‐3.Adapted from Berry et al. (2001).In addition to their effects related to mammarydevelopment and function in farm animals, the IGFs andbinding proteins are also critical in ovarian development. Infact, in all mammalian species studied, IGF‐I stimulatesgranulosa cell growth and steroidogenesis. However,changes in local concentrations of IGFs are not as criticalas marked alterations in the tissue concentrations ofIGFBPs. These changes are responsible for enhancedavailability of free IGF‐I during terminal follicular growth,then increased synthesis of IGFBP‐2, 4, and 5 to promoteatresia. Specifically, as reviewed by Monget et al. (2002),in the ewe, sow, cow, and mare, intrafollicularconcentrations of IGFBP‐2 and −4 are markedly decreasedfrom the 1‐ to 2‐mm follicles to the larger preovulatoryfollicles. By contrast, intrafollicular concentrations of thesesame IGFBPs as well as IGFBP‐5 in the ruminants greatlyincrease in atretic follicles. This pattern of change is due totwo events: variation in mRNA expression and selecteddegradation caused by the expression of intrafollicularproteases. These examples simply illustrate two areas oftissue and cell development that are impacted by thisimportant family of growth factors.



EGF FamilyEpidermal growth factor (EGF) was discovered by accidentin the 1960s when unexpected biological activity (notattributed to NGF) occurred following injections of extractsof murine salivary glands into test animals. These effectswere associated with precocious eyelid opening and tootheruption in neonates. Subsequent studies showed thatpreparations of EGF stimulated the proliferation of isolatedepidermal cells and epidermal tissue explants, hence thename EGF. The study of a human epidermal cancer cell line(A‐431) was fundamental in subsequent studies becausethese mutated cells greatly overexpressed receptors forEGF (∼3 × 106 receptors per cell). This property allowed forthe isolation and structural characterization of thereceptor. The availability of relatively large quantities ofthe receptor also led to the discovery that the addition ofEGF to isolated membranes stimulated the phosphorylationof both endogenous membrane proteins as well as manyexogenously added proteins. It was subsequently shownthat the receptor protein was a 170 kDa transmembraneglycoprotein whose external domain formed the bindingsite for EGF and whose cytoplasmic domain possessedtyrosine kinase activity. EGF bound to the external portionof the receptor activates the cytoplasmic or catalyticdomain of the receptor to produce autophosphorylation andsubsequently phosphorylation of cytoplasmic substratesessential for EGF action. These observations wereimportant because they were among the first to directlylink ligand binding, receptor activation, andphosphorylation as general mechanisms of action for manygrowth factors (see earlier sections).This family of proteins contains at least 10 members,including EGF, heparin‐binding EGF, transforming growthfactor α (TGF‐α), amphiregulin, neuroregulins (four



subtypes), and several heregulins. Each of thesestructurally similar proteins acts by binding to one ofseveral related membrane receptors called type I receptortyrosine kinases (RTKs) or the ErbB family of receptors.The usual EGF receptor is called ErbB‐1, but at least fourvariants are known. Certain receptors in the family, ErbB‐2(also called HER2 or Neu), contribute to the aggressivephenotype of some human HER2, Neu receptors and breastcarcinomas and related poor prognosis. A homolog of EGF,TGF‐α, was first isolated from the medium of oncogene‐transformed cells, and a transforming avian retrovirussubsequently was shown to code for the synthesis of anabbreviated form of the EGF receptor. EGF and TGF‐α arehighly expressed in early embryonic development.Amphiregulin and HB‐EGF are secreted heparin‐bindinggrowth factors. The ErbB family of receptor kinases isessential for the development of the nervous,cardiovascular, gastrointestinal, and other systems.Dysfunction of these receptors is common in many forms ofcarcinogenesis, which explains much of the emphasis onwork in this area. A direct connection between the ErbBfamily and cancer was established with the breakthroughthat the retroviral oncogene ν‐ErbB, which is transducedby the avian erythroblastosis virus, is a form of an avianEGF receptor. This then led to subsequent discoveriesshowing that overexpression of ErbB agonist proteinsand/or overexpression or inappropriate expression of ErbBreceptors were important in a variety of human cancers. Infact, a humanized monoclonal antibody against ErbB‐2called Herceptin was the first such product approved forhuman use. It was designed specifically for breast cancerpatients with tumors that overexpress ErbB‐2 (Harris et al.,2003; Stern, 2003).EGF is important in normal mammary gland developmentin mice and likely other species as well. There is compelling



evidence to suggest that estrogen (a potent mammogenichormone from the ovary) likely induces local production ofEGF agonists (EGF itself, TGF‐α, or amphiregulin) and thatthese agents are important in alveolar development.Receptors for EGF are present in regions of rapidlygrowing mammary ducts, including the surroundingstromal cells. The importance of these proteins inmammogenesis in farm animals is less well established, butspecific EGF receptors are found in mammary tissue fromsheep and cows (Plaut, 1993), and expression of EGFmRNA has been shown for bovine mammary tissue (Koffand Plaut, 1995). Ligand‐binding assays using eitherradiolabeled EGF or TGF‐α show a single class of highaffinity‐binding sites in the mammary tissue of sheep andcows during gestation and into lactation. However, thenumber of receptors is greater during midterm than latepregnancy or during lactation. Expression of TGF‐α occursin the bovine, and amphiregulin occurs in ovine mammarytissue. The addition of either TGF‐α or EGF stimulates DNAsynthesis in explants from midpregnant heifers, inepithelial cells from heifers or pregnant cows and sheep.Sheffield (1998) studied the effect of EGF on DNAsynthesis in mammary explants prepared from tissue takenfrom midpregnant heifers, either before or afterxenotransplantation into nude mice. For freshly preparedexplants, concentrations of EGF of less than 10 nM onlystimulated DNA synthesis after 2 days in culture. Forxenotransplanted tissues, priming mice with estrogen andprogesterone for 10 days increased the sensitivity of thetissue to EGF when explants were removed and tested inculture. Failure of EGF to stimulate DNA synthesis in micegiven hydrocortisone and Prl suggests that differentiationof the alveolar cells is incompatible with EGF‐inducedgrowth. Indeed, we have noted that EGF can also mimic thelactogenic effects of Prl or hGH on the secretion of caseinsby mammary explants taken from mid‐gestation heifers but



not the secretion of the milk protein α‐lactalbumin. Thisindicates that the role of EGF in cell proliferation anddifferentiation in the ruminant mammary gland is complex.EGF may stimulate cell proliferation in some situations butimpact cell differentiation (milk componentsynthesis/secretion) in others. Interrelated actions withother mammary‐active hormones and growth factors arelikely. Some of the effects of EGF on bovine mammarytissue are illustrated in Figure 12.41.





Fig. 12.41 Panel (A) illustrates a concentration‐dependentincrease in mammary cell proliferation (% epithelial cellnuclei labeled with tritiated thymidine) in response to EGFor TGF. Panel (B) illustrates that the addition of EGF canhave lactogenic effects on bovine mammary tissue asevidenced by an increase in the secretion of the milkprotein (α‐S1 casein) by mammary explants prepared withmammary tissue from mid‐gestation Holstein heifer. Thislactogenic response is like responses following the additionof bovine prolactin (bPrl) or human growth hormone(hGH). Interestingly, the addition of EGF did not increasethe secretion of the milk protein α‐lactalbumin. But α‐lactalbumin was increased by both bPrl and hGH asexpected. Human GH is known to bind prolactin receptorsin the ruminant mammary gland.Akers (unpublished data).For tissues that synthesize EGF or its related ligands, thesegrowth factors are made as transmembrane glycoproteins.The EGF‐like sequences are external to the plasmamembrane. Requirements for secretion are not completelyunderstood but involve the action of a protease that cleavesthe membrane‐bound protein for release of the EGF (orrelative) into the interstitial fluid. Induced overexpressionof TGF‐α under the control of mammary gene promoters inrodents leads to the appearance of mammary tumors. Thisfits with measurements showing that some spontaneoushuman mammary tumors also express large amounts ofTGF‐α or EGF receptors. It is also important to rememberthat the responses of cells or tissues in culture may notnecessarily reflect the response of tissue in the complexenvironment of the intact animal. The presence of EGFreceptors and ligands and the demonstrated response ofruminant mammary cells to EGF do indeed support a rolefor these growth factors in mammogenesis, but much moreinformation is needed to determine exact roles. In short, it



is not known if the EGF family of proteins and receptors islargely permissive or if they have an essential direct impacton ruminant mammary development.The EGF family is also important in the growth anddevelopment of hair, so there is much interest in theimpacts of these growth factors on wool and other animalhair products. Specifically, the hair follicle has two closelyaligned epithelial cell layers. The inner root sheath cellsproduce TGF‐α but do not express EGF receptor (ErbB‐1),but the opposite is true for the outer root sheath (receptorsbut no TGF‐α). For normal growth, it is essential that newlyformed TGF‐α be processed for release and then rapidlybound by receptors in the outer sheath of cells. In the caseof EGFR‐ or TGF‐α‐null mice, which are engineered withoutthe receptor and/or ligand, hair follicle formation isdisturbed. When this local TGF‐α escapes capture, it actsas an attractor of other cells into the region of the hairfollicle so that the hair coat is abnormal and whiskers arewavy (Mann et al., 1993).
FGF FamilyFibroblast growth factors (FGFs) constitute a family of 20small peptide growth factors that share a highlyhomologous core of 140 amino acids and a strong affinityfor heparin and heparin‐like glycosaminoglycans (HLGAGs)of the extracellular matrix (ECM). FGF signaling andinteractions with the ECM have attracted the attention ofnumerous cancer researchers because of the potential roleof the FGFs in promoting the progression of some tumorsfrom a hormone‐dependent to a hormone‐independentpattern of growth. Others are attracted to FGF studies fromobservations that the development of many cancerspositively correlates with local tissue secretion of proteasesand changes in pH, which might act to change



concentrations of biologically available FGFs in the localtissue environment. Both FGF‐1 (also known as acidic FGFor aFGF) and FGF‐2 (also known as basic FGF or bFGF)were first identified from extracts of bovine pituitary glandsbased on the capacity of the proteins to stimulate DNAsynthesis in cultured fibroblasts. Members of this family ofgrowth factors are linked by structural similarities andcapacity to bind heparin or HLGAGs, and not specifically bytheir growth‐stimulating activity. By convention, theycontinued to be designated as FGFs, even though not allthe proteins stimulate the proliferation of fibroblasts.Consequently, several members of the FGF family haveemerged as stroma‐derived mitogens, which may act in aparacrine manner, for example, in the mammary gland, tolocally influence epithelial cell proliferation and glandularmorphogenesis (Hovey et al., 1999; Powers et al., 2000).Although the FGFs function after they appear in theextracellular environment via binding to high affinity cellsurface receptors, neither FGF‐1 nor FGF‐2 is synthesizedwith a leader peptide sequence. You may recall from ourdiscussion of cell physiology that the leader sequence is astrand of hydrophobic amino acids at the amino terminal ofthe newly synthesized peptides that serve to control thesecretion destination of the protein; that is, whether theprotein will be retained within the cell or secreted. Theleader peptide is recognized by a signal recognition particle(SRP), which temporarily halts translation and serves totransport the translation complex to the endoplasmicreticulum (ER). At this point, protein synthesis resumes,and the nascent peptide chain is vectored into the cisternalspace of the ER, where it subsequently passes to the Golgifor packaging into secretory vesicles for secretion from thecell. This feature has attracted cell biologists to the studyof these FGF variants to decipher this secretionmechanism. Because FGFs are also involved in wound



healing, it has been suggested that mechanical damageprovides a mechanism for the release of FGF fromendothelial cells, but such a mechanism would seeminglylack the regulation necessary for secretion of FGFs in manyother situations, for example, if they play a role in normalglandular development.FGF‐1 likely functions as a paracrine mitogen for epithelialcells. For example, transgenic mouse experiments thattargeted overexpression of a defective FGF receptor to themammary gland showed that lobulo‐alveolar developmentwas distinctly impaired. Of the various rat mammary celltypes, fibroblasts express the greatest level of FGF‐1 mRNA
in vitro. The appearance of mRNA and protein within boththe intact mouse mammary gland and epithelial‐clearedmammary fat pad strongly supports the idea that FGF isstromal in origin. At least, three of the known FGF variants(FGF‐1, FGF‐2, and FGF‐7, also known as keratinocytegrowth factor KGF) are proposed to be involved inruminant mammary development. These FGFs and theirreceptors are expressed during mammogenesis, lactation,and mammary involution. The highest levels of expressionwere in the glands of virgin heifers and in primiparousheifers during involution.Although FGF‐2 mRNA expression is greatest in thestromal tissue, immunocytochemical studies show that theFGF‐2 protein is associated with myoepithelial cells. Thisdistribution may simply reflect the high affinity of FGF‐2for specific components of the ECM, further supporting itsproposed role as a paracrine/autocrine mitogen formyoepithelial cells. Synthesis of FGF‐2 in the mousemammary fat pad is hormonally regulated, based onobservations that expression is greatest during latepregnancy in correspondence with the appearance ofhigher tissue concentrations of the protein at this time.Expression is also increased in the bovine mammary gland



in late gestation. Interaction between epithelium and thesurrounding stroma likely influences paracrine FGF‐2expression; in rodents and ruminants, expression is greaterin the stroma adjacent to the developing parenchymaltissue.
TGF‐β FamilyThe transforming growth factor beta (TGF‐β) group ofproteins is made up of at least five multifunctional proteinsthat have functions ranging from modification of the ECMto induction of differentiation of target cells to stimulationof proliferation in multiple cell types and tissues. Based oncontinuing genetic and molecular studies, it is now knownthat TGF‐βs are only part of a superfamily of at least 40members of structurally related proteins that include theTGF‐βs, activins/inhibins (important in gamete production,that is, first identified based on their activity in theregulation of FSH secretion), and bone morphogeneticproteins (BMPs). At least 28 genes encode for variouselements of this family of proteins and companionreceptors. Three of the variants, TGF‐β1, TGF‐β2, and TGF‐β‐3, stimulate connective tissue formation and arechemotactic for fibroblasts. They can indirectly promotethe proliferation of mesenchymal cells but can inhibit thegrowth of epithelial cells in vivo and in vitro. These variedeffects of TGF‐βs suggest that they are likely important intissue development and function. TGF‐β1 is the bestdescribed of these proteins related to mammary function.Blood platelets provide the most concentrated source ofTGF‐β1, but it is believed to be produced by nearly everycell type in the body. Biologically active TGF‐β1 is a 25‐kDadisulfide‐linked homodimer. When secreted, it is bound to alarge 75‐kDa glycoprotein called the latency‐associatedpeptide (LAP). Activation of the latent form by proteases,



alkalinization, or chaotropic agents is necessary for TGF‐β1to bind to its receptor, so control of this reaction is animportant regulator of TGF‐β1 action. Unregulatedepithelial cell proliferation is obviously an undesirable traitof tumor formation, so it should not be surprising thatactivity‐growing cells must be controlled to preventhyperplasia. For example, most of the mammary‐associatedeffects of TGF‐βs are inhibitory (Plaut et al., 2003).Effects of TGF‐β are mediated by binding to specific cellsurface receptors (designated type I, II, or III receptors)present in most cell types. The type I and type II receptorsare directly involved in signal transduction, while the typeIII receptor is thought to enhance the binding of TGF‐β toone of the other receptor subtypes. In heifers, for example,the ductal epithelial cells of the mammary gland showextensive presence of type I and type II receptors based onimmunocytochemical localization of antibodies to thereceptors.The specific role of TGF‐β1 in ruminant mammarydevelopment is unknown, but concentrations of TGF‐β1 inserum ranged from 7 to 30 ng/mL, and receptors for TGF‐β1 are increased during the peripubertal periodcorresponding with rapid mammary development. Relatedstudies show that TGF‐β1 inhibits the proliferation due tothe addition of IGF‐I, IGF‐II, des (1–3)‐IGF‐I, EGF, oramphiregulin. TGF‐β1 also affects the morphology of bovinemammary organoids in culture (Ellis et al., 2000). Thepossibility that IGFBP‐3 (or fragments) might have IGF‐Ireceptor‐independent actions in mammary cells, viabinding to the type V TGF‐β receptor, coupled with TGF‐βinduction of IGFBP‐3, makes for an intriguing overlapbetween the growth‐stimulating actions of the IGF‐I axisand the inhibitory effects of the TGF‐β family of molecules.TGF‐β members are important in early embryonicdevelopment and maintenance of homeostasis in adult



tissue by affecting cell growth, differentiation of epithelialcells, and apoptosis.The signaling cascade for TGF‐β, like that of the othergrowth factors, involves binding of the ligand to cellsurface receptors. These receptors are transmembraneserine/threonine kinases. A current model is that bindinginduces the creation of a receptor complex composed of thetype I and type II receptors. Receptor II then acts tophosphorylate receptor I. The phosphorylated form ofreceptor I is activated to generate the intracellular signalresponsible for the effect of the growth factor. Specifically,cytoplasmic Smad proteins in target cells are substrates forthe activated receptor, and these serve as signalingmodulators. Interestingly, Smad proteins were namedbased on work that arose from comparative molecularstudies. Specifically, Drosophila geneticists isolated a genecalled Mad, while others working on Caenorhabditis
elegans identified a gene they called Sma. It was soonrealized that these were the same gene products so acombined naming convention settled on Smad. Smads arevery widely expressed throughout development and invirtually all tissues.Regulation of specific genes can be either positive ornegative, depending on the conditions specific to aparticular target cell. In TGF‐β signaling, I‐Smad blockssignaling by recruiting so‐called Smurf ubiquitin ligases tocapture various Smad proteins and target them fordegradation. Generally, the activity of many cellularproteins is controlled by selective proteolysis through theubiquitin proteasome pathway. In summary, Smads can bethought of as transcriptional co‐modulators whose activityis controlled by various receptors of the TGF‐β superfamilyof receptors via induction of nuclear accumulation ofSmads (Hata and Chen, 2016).



LeptinEvidence for an adipose tissue‐derived homeostaticregulator of feed intake has accumulated for a number ofyears (Ahima and Flier, 2000; Ingvartsen and Andersen,2000). These studies are built on the proposals by Kennedy(1953) stating that the amount of energy stored in adiposetissue mass represents a steady state between energyneeds and energy derived from feed intake. Since adiposetissue tends to be relatively stable for long periods in manymammals, he suggested that there must be a regulatorymechanism that effectively monitors changes in energystores to elicit the needed change in feed intake to“restock” adipose reserves when demand is higher but toconversely reduce “deliveries” during periods of lowerenergy demand.This concept of a circulating fat‐derived regulator offeeding behavior was bolstered by the discovery of geneticmutations in mice, obese (ob), and diabetes (db)phenotypes. Both recessive mutations lead to hyperphagia,decreased activity, and early onset of obesity. Parabiosis ofwild‐type mice with ob/ob mice suppressed the weight gainin the defective mice, but parabiosis of wild‐type mice withdb/db mice caused marked hyperphagia and weight gain inthe normal mice. This led to the idea that the ob gene locuswas essential to produce a circulating satiety factor andthat the db locus encoded a molecule capable of respondingto this circulating agent. The product of the ob gene wassubsequently named leptin (from the Greek word leptos, for“thin”), because of the effects of the protein to reduce feedintake and body weight when injected into leptin‐deprivedor normal animals. Leptin satisfied many of therequirements of the adipose tissue regulator envisioned byKennedy many years ago. Specifically, leptin is proposed toprevent obesity by reducing feed intake and increasing



thermogenesis by affecting the hypothalamus. These initialreports stimulated tremendous interest in leptin as anobesity preventive or weight‐control agent in humans.However, like many aspects of homeostatic or homeorheticregulation, simple answers are not often sufficient.Although leptin can provide a signaling pathway betweenadipose tissue and the central nervous system formonitoring adipose tissue stores, the wide distribution ofleptin receptors indicates that leptin affects many tissuesand physiological systems.Leptin is a 16‐kDa protein primarily produced in adiposecells, and in nonruminants, it circulates both in a free formand bound to other proteins in circulation. Energy storesinfluence the expression of the leptin gene as shown byincreased adipose tissue leptin mRNA and serumconcentrations in obese mammals. There is also a positivecorrelation between body fat stores and leptinconcentrations in blood, and secretion occurs with acircadian rhythm and may show episodic secretion.Although adipose tissue is the major source of leptin,relatively lower levels of expression are found in manyother tissues. It may be that local tissue production ofleptin is also important in addition to effects mediated bychanges in circulating concentrations.Cloning studies of the leptin receptor (Ob‐R) indicate thereare at least six leptin receptor isoforms derived fromalternative splice variants of the mRNA coding for thereceptor. The receptor belongs to the family of cytokinereceptors, which includes receptors for interleukins andPrl. Each of the leptin isoforms has identical extracellularligand‐binding domains, but they differ at the carboxy‐terminal end of the molecule or the cytoplasmic portion.Differences among the isoforms mean that there can be agreat deal of variation in the signaling cascade stimulatedby the binding of leptin to a particular receptor. Since the



expression of receptor isoforms is not uniform amongtarget tissues, this adds an additional layer of complexity tounderstanding the physiological effects of leptinstimulation.Unfortunately, studies on domestic animals, especiallydairy animals, are limited (Houseknecht et al., 1998).However, fasting increases the expression of the Ob‐RLreceptor in the sheep hypothalamus. Interestingly, leptin isalso increased in the serum of animals fed high‐energydiets, which may be related to decreased mammarydevelopment that can occur in these animals. Moreover,leptin appears in milk and is present in cultured bovinemammary epithelial cells. The cells also express mRNA forleptin and were impacted by additions of insulin and IGF‐I,both of which are known mediators of mammary function.This suggests that leptin may be an autocrine‐ or paracrine‐signaling molecule in the mammary gland (Smith andSheffield, 2002).Leptin may also be involved in the regulation of the onset ofpuberty in heifers and ewes. It is well known that the age ofpuberty, within limits, is affected by dietary energy intake,rate of growth, and accumulation of adipose tissue in thebody. Given the role of leptin in adipose tissue metabolism,it is attractive to suggest that leptin is also important inthis process. Short‐term fasting of peripubertal heifersdecreases leptin gene expression, circulating leptin, andLH (Williams et al., 2002). Leptin can modify the activity ofthe hypothalamic–pituitary axis as well as the endocrinepancreas, depending on nutritional conditions, in cattle andsheep.In conclusion, we have tried to provide an overview ofmajor hormones and their sources, properties, and actions.We have also provided some examples of the details relatedto how target cells respond to hormones, growth factors,



and similar regulators. These are clearly complex anddifficult topics, but it is important to slowly develop someappreciation of the intricate interrelationships betweenthese messengers and tissues. It is difficult to overstate therelevance of the endocrine system in physiologicalregulation.



Chapter SummaryIt is impossible to overstate the importance of theendocrine system in the regulation of homeostasis, tissueand organ development, and physiological processes ingeneral. The nervous system and endocrine systemregulate virtually all physiological functions. The overlapcontinues at the mechanism of action level forneurotransmitters and hormones. As you have seen, thereis a distinct blurring between the actions of a classichormone traveling in the blood to a target cell comparedwith growth factors that may act a few microns away fromthe site of synthesis and secretion on a neighboring cell.
Cell SignalingBroadly speaking, hormones influence target cells (thosethat express receptors capable of binding the hormone).These can be divided into those that initially act at thesurface of the target cells versus those that act internally.However, it is now known that several steroid hormonesimpact target cells by interacting with G‐protein surfacereceptors in addition to the well‐describedcytoplasmic/nuclear receptors. Surface‐acting hormonesare typically peptides that are too large to pass across theplasma membrane of the target cell. These hormones areoften described as having a second messenger mechanismof action. This simply means that the hormone first binds toa membrane receptor, which induces a biochemical changeinside the cell, producing a molecule(s) responsible for theactions attributed to the hormone. Dr. Earl Sutherland(1971 Nobel Prize) was the first to describe the secondmessenger pathway. He found that for epinephrine toinduce liver cells to convert glycogen to glucose, the cells



had to trigger an increase in intracellular cyclic AMP. Drs.Martin Rodbell and Alfred Gilman worked out thebiochemical steps in detail and were awarded the 1994Nobel Prize. These surface receptors can be classified inmultiple ways. For example, based on structure, the seven‐transmembrane domain or G‐protein, single‐transmembrane receptor kinases. In some cases, thereceptors, when activated (bound by the hormone), becomedirectly enzymatically active (often acting as kinases inwhich phosphorylation of a cellular protein initiates acascade of reactions), which is responsible for the hormoneeffect. In other cases, hormone binding acts to inhibit oractivate enzymes that regulate ion channels or controlconcentrations of other internal second messengermolecules.For hormones that can enter cells, receptors are typicallylocated in the cell nucleus. In essence, many of thesehormones, when bound to their receptors, act astranscription factors that increase gene activation andsubsequently the production of mRNA and proteinsresponsible for the observed hormone effects. Suchhormones are usually associated with longer or more slowlyinitiated hormone effects, but there are exceptions.How effective a given hormone can be is also directlyrelated to the number of receptors available and theconcentration of the hormone in the blood or interstitialfluids. Intuitively, all things being equal, an increase in theconcentration of the hormone correspondingly increasesthe likelihood that more of the available receptors will bebound, and thus it is more likely that a hormone‐inducedresponse will occur. This relationship is known as the lawof mass action. It is well‐recognized that there can bedramatic and rapid changes in the concentration ofhormones in the blood. For example, after a carbohydratemeal or a glucose challenge, insulin rapidly increases.



Other hormones (growth hormone, prolactin, cortisol, etc.)are secreted in acute episodes and/or daily and seasonalrhythms. One of the great advances in endocrinologyoccurred in the 1970s when RIAs were developed that werecapable of accurately measuring concentrations of manyhormones in the blood, milk, saliva, and other biologicalfluids. Prior to this time, endocrinologists often relied oncumbersome, much less sensitive bioassays. The RIAdepends on the binding of the hormone in question tospecific antibodies and the capacity of standards orhormones in unknown samples to compete for thesebinding sites. More modern immunological assays, that is,ELISAs, depend on similar principles.
Major HormonesWith the advent of molecular and cellular tools, the list ofhormones and growth factors seems to expand daily.However, fundamental physiological functions are linkedwith several well‐characterized hormones. Thehypophyseal–pituitary axis is at the top of this list. Thepituitary gland is composed of three primary parts: parsdistalis (anterior pituitary), pars nervosa (posteriorpituitary), and pars intermedia (intermediate lobe of thepituitary). The posterior lobe is fundamentally an extensionof the hypothalamus with neurosecretory cells that secreteoxytocin and vasopressin. Classically, the anterior lobecontains three classes of epithelial cells: acidophils,basophils, and chromophobes, defined based on theirstaining characteristics. The use of more sophisticatedimmunostaining techniques has illustrated that there areclasses of cells that secrete growth hormone (GH) and/orprolactin (Prl), others that secrete gonadotropins (LHand/or FSH), and others that secrete ACTH or TSH. Mostof these hormones have some direct effects but also induce



the secretion of other important hormones. For example,consider these linkages: GH and IGF‐I; FSH andestrogen/testosterone; LH and progesterone/testosterone;TSH and thyroid hormones (T3 and T4). The anteriorpituitary hormones are in turn regulated by hypothalamichormones that are effective because they are secreteddirectly into the hypophyseal‐portal blood that drainsdirectly to the pituitary rather than being diluted in generalcirculation. Hypothalamic hormones and theircorresponding pituitary hormones include thyrotropin‐releasing hormone (TRH) and TSH; gonadotropin‐releasinghormone (GnRH) and FSH/LH; GH‐releasing hormone(GHRH) and GH; GH‐inhibiting hormone (GHIH) and GH;CRH and ACTC; and PIH and Prl. In addition, secretions ofthe anterior pituitary hormones are controlled by short,long, and long, long loop negative feedback involvinghormones produced by the target organs, for example,GnRH–LH/FSH–estrogen/testosterone.It is also increasingly appreciated that many of thehypothalamic hormones and their corresponding neuronssend collateral branches to multiple areas of the centralnervous system. This means that these releasing factors, aswell as “classic” posterior pituitary hormones ADH(vasopressin) and oxytocin, likely have multiple centralnervous system impacts. Furthermore, many of thesehypothalamic‐releasing hormones are also produced inother regions of the body. So, the opportunities for multipleeffects and actions are plentiful and likely unexpected. Oneof the most striking examples is the many effects nowattributed to oxytocin, for example, impacts on sexual andsocial behavior and mental health.The somatomedin hypothesis arose from observations thatmany of the effects associated with GH seem to be indirect.It was subsequently learned that many such responses to



GH were dependent on IGF‐I, which is secreted by theliver. IGF‐I is structurally very similar to insulin.The fundamental nature of the endocrine pancreas seemsto be driven home daily in the face of the obesity epidemicin the developed world and the increasing prevalence oftype II (adult‐onset diabetes). The pancreatic islets withalpha, beta, and delta cells synthesize and secreteglucagon, insulin, and somatomedin, respectively.Simplistically, diabetes is essentially elevated circulatingconcentrations of blood glucose that result from either afailure of insulin to be secreted (as normal) in response toincreased blood glucose or a failure of insulin to induce theappropriate response (insulin receptor signaling issue,autoantibodies against insulin, its receptor, or beta cells).The classic tests for diabetes include measurement ofglucose in urine (usually there should be none) and/or theglucose challenge. In this test, subjects are either infused(I.V.) with glucose or given an oral bolus of glucose. Innormal subjects, the peak in blood glucose is blunted andrelatively short‐lived. With diabetes, the peak concentrationis usually higher and the period of elevation is longer. Thephysiological consequences of prolonged elevations inblood glucose can be devastating: vision, circulatory, andmetabolic problems (Ingvartsen and Andersen, 2000).Like the pancreas, the adrenal gland and its hormones areequally critical. The adrenal has two primary regions: thecortex and the medulla. The medulla essentially functionslike postganglionic tissue of the autonomic nervous system,except it secretes epinephrine into the bloodstream ratherthan the closely related neurotransmitter norepinephrine.Both the cortex and medulla are key players in the fight‐or‐flight responses associated with high‐stress situations. Theadrenal cortex has three distinct zones: glomerulosa,fasciculata, and reticularis. It produced multiple steroidhormones, but the two primary ones are aldosterone and



corticosteroids (cortisol, corticosterone, etc., depending onthe species). Aldosterone is one of severalmineralocorticoids named for their role in sodiumhomeostasis. The corticosteroids are also known asglucocorticoids because of the role they play in theregulation of glycolysis and gluconeogenesis and themaintenance of blood glucose in stressful situations. Inanimals, monitoring of corticosteroid concentrations inblood, feces, or saliva can be used to evaluate animal well‐being and particularly stress.The thyroid and its hormones T3 and T4 are closely tied tometabolic rate, tissue development, and general health. T3is much more biologically potent than T4, and it is nowknown that several tissues (mammary gland, liver, andkidney) have the capacity to deiodinate T4 to produce T3locally in the tissue. Either hyper‐ or hyposecretion ofthyroid hormones can have dramatic metabolic effects inmature animals, and in young animals, hyposecretion canmarkedly retard neural development. The thyroid hormonesare secreted by the follicular cells of the thyroid into thelumenal spaces, like the mammary alveoli, as a part of alarger protein, thyroglobulin. When signaled to secrete, thecolloid is reabsorbed, the protein is cleaved, and thethyroid hormones are released into circulation. Thehormone CT is produced by parafollicular, or C, cellslocated in the interstitial regions between the thyroidfollicles. It acts in calcium homeostasis by inhibiting bonereabsorption and thus blunts increases in calcium.The parathyroid glands occur in pairs in each half of thethyroid gland. They are responsible for the secretion ofPTH. The primary effect of PTH is to increase bloodcalcium (bone reabsorption and increased gut uptake).The list of important and potent growth factors isstaggering and growing, but some of the better recognized



include atrial natriuretic peptide, EGF, fibroblast growthfactor, ghrelin, interleukins, leptin, and transforminggrowth factors. Moreover, many of the growth factors havemany individual members within each class. For example,more than 40 interleukins are now recognized.The interface between the nervous system and endocrinesystem to regulate homeostasis and physiologicaldevelopment (reproduction, lactation, and growth)becomes ever more intertwined and convoluted with eachpassing year.
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13
Cardiovascular System
The cardiovascular system (cardio = heart; vascular = blood vessels) includes threecomponents: blood, the heart, and blood vessels. Blood is essential for transportingnutrients and wastes, thermoregulation, immunity, and acid–base balance. The heart andblood vessels help deliver the blood throughout the body.
Functions and Composition of Blood
Functions of BloodHematology is the study of blood, blood‐forming tissues, and blood disorders. Because ofsimple physics, animals composed of organs with multiple layers of cells, unlike singlecelled organisms, cannot rely on simple diffusion to deliver nutrients and remove waste.Instead, the blood, lymph, and interstitial fluids are necessary for these functions. Blood isa connective tissue consisting of materials suspended in a nonliving liquid matrix calledplasma. Blood has three main functions: transportation, regulation, and protection.
TransportationBlood transports O2 and CO2 between the lungs and the tissues. In addition, bloodtransports absorbed nutrients from the gastrointestinal tract to the liver and other cells;hormones from endocrine glands to target cells; waste products from cells to excretorysites, including the liver, kidneys, and skin; and heat throughout the body.
RegulationBlood serves a major role in maintaining homeostasis. Blood helps regulate pH viabuffers, and body temperature by either carrying excess heat to the skin for dissipation orby vasoconstricting to conserve heat and osmotic pressure by maintaining blood proteinand electrolyte levels.
ProtectionBlood plays many roles in immunity. Some blood cells are phagocytic; others produceantibodies. Blood proteins such as complements and interferons are important inimmunity. In addition, blood clotting is obviously critical for homeostasis.
Physical Characteristics of BloodBlood is denser and thicker than water. It contains both cellular and liquid components.The cells (formed elements) and cell fragments are suspended in plasma. Although fiberstypically seen in connective tissue are not present, during the clotting process, dissolvedproteins combine to form fibrous strands.When centrifuged, the components of the blood will separate into three distinctcompartments (Fig. 13.1). The formed elements move toward the bottom of the tube; theplasma appears near the top. Packed at the bottom of a centrifuged tube will be theerythrocytes or RBCs. Sitting on top of this layer will be a thin, whitish layer called thebuffy coat. This layer contains leukocytes, or white blood cells (WBCs), and platelets,which are cell fragments. The top layer is the blood plasma.The percentage of a blood sample composed of erythrocytes is called the hematocrit. Anabnormally high hematocrit is called polycythemia, a reflection that there are too many



erythrocytes per milliliter of blood. Such blood can carry elevated amounts of oxygen, butit has a greater viscosity, making it harder for the heart to pump. Polycythemia can occurbecause of dehydration since decreased fluid volume will also result in a relatively highernumber of erythrocytes per ml of blood. Conversely, a low hematocrit reading indicatesanemia, meaning that there are not enough erythrocytes, and thus a low level ofhemoglobin in the blood. This can result in an increased cardiac output (CO) as the animalattempts to deliver adequate oxygen to the tissues.

Fig. 13.1 Blood components. Centrifugation of whole blood containing an anticoagulantresults in the separation of red blood cells, a buffy coat containing white blood cells andplatelets, and plasma.In dogs and horses, the spleen stores erythrocytes. In fact, horses can store up to 50% ofthe erythrocytes in the spleen. Therefore, when the animals exercise, the spleen canrelease erythrocytes into the circulation, increasing the hematocrit by nearly 25% (Box13.1).



Box 13.1 Blood doping

In sports, the term doping was first used to describe the illegal drugging ofracehorses at the beginning of the 20th century. Today, the term blood dopingincludes the transfer of autologous or homologous erythrocytes and use of syntheticerythropoietin (EPO) to stimulate an increase in the number of erythrocytes.Synthetic EPO was developed as a treatment for anemia resulting from cancertherapy. Injecting EPO under the skin can increase the hematocrit and, therefore, theoxygen carrying capacity of the blood. Horses that have been doped using drugsdesigned for Alzheimer's and Parkinson's patients may increase blood flow to thebrain. In human patients EPO is used to restore function and health, but use of EPOin doping episodes is to increase performance and essentially cheat in athletic events.In racehorses, using a “milkshake” was a popular practice believed to enhanceperformance. The practice is thought to have begun in Australia in Standardbreds.The milkshake consisted of dissolving several ounces of sodium bicarbonate in agallon of water. Sometimes sugar, electrolytes, or other nutrients such as creatine,were added. The thought was that giving the milkshake 4–8 hours before a racewould improve performance.As incredible as it might seem, while gene therapies are rapidly advancing toalleviate the impacts of diseases in humans and animals, these same geneticmanipulation tools are also being adapted as means to surreptitiously enhance animalperformance, that is, gene doping. Wilkin et al. (2024) describe a set of PCR‐basedequine gene doping tests for the Australian horse racing industry. Specifically, theydeveloped tests to detect cDNA‐based transgenes for EPO, follistatin, growthhormone, insulin‐like growth factor‐1, and interleukin‐1 receptor antagonists, all ofwhich are candidates to improve performance while cheating nondoping competitorsand the betting public.
PlasmaPlasma consists of about 90% water, but it also contains nutrients, gases, hormones,waste products, electrolytes, and proteins. The nutrients include various componentsabsorbed from the gastrointestinal tract or produced in the liver, including glucose, aminoacids, and lipids. Oxygen and CO2 are transported in the blood as are hormones producedin endocrine glands. Plasma proteins are abundant. These proteins can function ascarriers for important nutrients for example iron carried by transferrin, lipoproteinswhich transport lipids as well as proteins key to blood clotting such as fibrinogen. Most ofthese proteins are synthesized in the liver.
Formed Elements in MammalsFormed elements of blood include erythrocytes (RBCs), leukocytes (WBCs), and platelets.RBCs and WBCs are whole cells, whereas platelets are cell fragments. There is only onetype of RBC, but there are five types of WBC, neutrophils, lymphocytes, monocytes,eosinophils, and basophils (Table 13.1). WBCs are classified as either granulocytes oragranulocytes, depending on whether they contain obvious membrane‐bound cytoplasmicgranules. Granulocytes include neutrophils, eosinophils, and basophils. Agranulocytesinclude lymphocytes and monocytes. The numbers of various blood cells are shown inTable 13.2.



Table 13.1 Summary of formed elements in blood.
Cell Type Picture Description Cells

(mm3)
Life
Span

Function

Erythrocytes Biconcave,anucleated discs;3–7 μm indiameter,depending onspecies

4–6million 100–120 d Transport oxygen andcarbon dioxide

Leukocytes (granulocytes)Neutrophils Multilobednucleus; smallgranules; 10–12 μm in diameter
3000–7000 6 h to afew days Phagocytize bacteriaand some fungi

Eosinophils Bilobed nucleus;red granules; 10–14 μm in diameter
100–400 8–12 d Kill parasitic worms;destroy IgE–antigencomplexes, inactivatehistamine fromallergic reactions



Cell Type Picture Description Cells
(mm3)

Life
Span

Function

Basophils U‐ or S‐shapednucleus 8–10 μm 20–50 Fewhours toa fewdays
Release histamine andother inflammatorymediators

Leukocytes (agranulocytes)Lymphocytes Rounded nucleus5–17 μm indiameter
1500–3000 Hours toyears Involved in cell‐ andhumoral‐mediatedimmunity

Monocytes 5–17 μm indiameter 100–700 Months Phagocytosis; developinto macrophages



Cell Type Picture Description Cells
(mm3)

Life
Span

Function

Platelets Granule‐containingcytoplasmicfragments 2–4 μm
150,000–400,000 5–10 d Blood clotting, sealtorn vessels

Table 13.2 Blood cell numbers (cells/μL).a
Species Erythrocytes Total

WBC
Neutrophils Lymphocytes Monocytes Eosinophils Bas

Dog 6–8 million 6000–17,000 3000–115,000 1000–5000 0–1200 100–1200 0–10
Cat 6–8 million 5500–19,500 2500–12,500 2700–6700 0–800 0–1500 0–10
Horse 7–12 million 5500–12,500 2700–6700 1500–5500 0–800 0–900 0–20
Cow 6–8 million 4000–12,000 600–4000 2500–7000 0–800 0–2400 0–20
Sheep 10–13 million 4000–12,000 700–6000 2000–9000 0–800 0–1000 0–30
Pig 6–8 million 11,000–22,000 3200–10,000 4500–13,000 200–2000 100–2000 0–40
Chicken 2.5–3.5million 12,000–30,000 Rare 7000–17,500 150–2000 0–1000 Rare
a From Swenson and Reece (1993) and Thrall et al. (2004).
Types of Blood Cells in Mammals
ErythrocytesErythrocytes, or RBCs, are approximately 7–8 μm in diameter and are shaped likebiconcave discs. This increases their surface area to volume ratio. They are also flexibleand able to deform to move through capillaries. Erythrocytes in mammalian species lack anucleus and organelles. Avian RBCs, however, are nucleated. Certain glycolipids found onthe plasma membrane of RBCs account for the various blood groups. Because RBCs lackorganelles, they are unable to reproduce. In addition, they depend on ATP producedanaerobically because they are devoid of mitochondria.Erythrocytes are filled with hemoglobin (Fig. 13.2). Hemoglobin is a specialized proteincritical in oxygen transport. Each hemoglobin molecule consists of four polypeptide chains(two alpha and two beta), each of which contains a nonprotein molecule heme. An iron ion



atom (Fe2+) resides in the center of each heme molecule and can reversibly bind with oneoxygen molecule.Although most carbon dioxide is transported in the plasma as bicarbonate, about 13% istransported bound to hemoglobin as carbaminohemoglobin. In addition, hemoglobin bindsnitric oxide (NO), a gas formed by endothelial cells, which functions as a neurotransmitterthat causes vasodilation. As hemoglobin delivers oxygen, it can simultaneously releaseNO, which dilates the capillaries, allowing even more blood, and therefore more oxygen,to be delivered.

Fig. 13.2 Erythrocytes and hemoglobin structure. Erythrocytes (red blood cells) containhemoglobin. Hemoglobin consists of four polypeptide chains, 2 alpha and 2 beta chains,each having an iron‐containing heme molecule attached.
Erythrocyte Life CycleErythrocytes live for about 120 days (Fig. 13.3). They get damaged as they squeezethrough capillaries, and because they lack a nucleus and other organelles, they are unableto replace damaged structures. Figure 4.48 and Figure 4.51 illustrate clusters of RBCscaptured in tissue sections. Damaged erythrocytes are removed from circulation by fixedphagocytic macrophages residing in the spleen, bone marrow, and liver. Once destroyed,the following steps occur:

1. The globin and heme portions are separated.



2. Globin is hydrolyzed into its component amino acids, which are then available for thesynthesis of other proteins.3. The iron (Fe2+) removed from the heme binds to the plasma protein transferrin and istransported through the bloodstream to muscle fibers, liver cells, and macrophages inthe spleen where it is stored attached to ferritin. Because Fe2+ and Fe3+ can damagemolecules in the body, they are transported and stored bound to transferrin andferritin.4. When mobilized, the Fe3+–transferrin complex transports iron to bone marrow, whereerythrocyte precursor cells internalize it via receptor‐mediated endocytosis and use itto synthesize hemoglobin. Vitamin B12 is needed for hemoglobin synthesis. Thus,explaining the importance of this vitamin.5. The noniron portion of heme is converted to biliverdin, a green pigment, and then tobilirubin, a yellow‐orange pigment.6. Bilirubin is transported to the liver for secretion into bile.7. Bile is released into the small intestine. In the large intestine, bilirubin is converted bybacteria into urobilinogen, which is converted to stercobilin, a brown pigment givingfeces their characteristic color.8. A small fraction of the urobilinogen is reabsorbed in the large intestine and convertedto urobilin, a yellow pigment, which is excreted in the urine.



Fig. 13.3 Erythrocyte life cycle. Erythropoietin stimulates the production of newerythrocytes in red bone marrow. The erythrocytes circulate in the blood and have a lifespan of about 120 days. When worn out, they are phagocytized by macrophages in thespleen, liver, or red bone marrow. The iron in the heme molecule is recycled, while theremainder of the heme molecule is metabolized and excreted.
LeukocytesLeukocytes, also called WBCs, are the only blood cells that are truly complete cellscontaining nuclei and organelles. They do not contain hemoglobin. They generally accountfor only 1% of the blood volume, but they are nonetheless critical components of theimmune system. Figure 4.56 shows a typical blood smear with abundant RBSs and someleucocytes. Figure 4.57 to Figure 4.60 provide additional examples of the types ofleucocytes.They possess properties that allow them to carry out immune functions. WBCs leave thecirculatory system by a process called emigration. Emigration involves several steps:

1. Near the site of inflammation, the endothelial cells lining the capillaries display celladhesion molecules called selectins on their surface. Neutrophils expresscorresponding cell surface adhesion molecules called integrins that recognizeselectins. This causes the WBCs to line up along the inner surface of the capillariesnear the inflamed site, a process called margination.2. WBCs can move out of the capillaries through a process called diapedesis.



3. After leaving the bloodstream, they migrate via amoeboid action by positivechemotaxis following chemical signals produced by damaged tissue.4. Neutrophils and macrophages become phagocytic and act to ingest bacteria anddispose of dead matter.
Granulocytes

NeutrophilsNeutrophils account for 50–70% of WBCs. Twice as large as erythrocytes, their cytoplasmstains a pale lilac with very small granules. The granules stain with both basic and aciddyes. Some granules are considered lysosomes containing hydrolytic enzymes, and otherscontain antibiotic‐like proteins called defensins. Because the nucleus consists of 3–6lobes, these cells are often called polymorphonuclear leukocytes (see Fig. 4.60).

Fig. 13.4 A tissue section from a bovine mammary gland showing an influx oflymphocytes (arrows) near developing epithelial structures (panel A). Panel (B) shows anenlargement of the area indicated by the arrow to the lower right.Courtesy of Dr. Ben Enger, Ohio State University.Attracted to sites of inflammation via chemotaxis, neutrophils are the first cells to beattracted by chemotaxis to leave the bloodstream. After leaving the capillaries, they areattracted to bacteria and some fungi. Neutrophils phagocytize these foreign cells and thenundergo a process called a respiratory burst. Oxygen is converted to free radicals such asbleach (hypochlorite, OCl−), superoxide anion (O2−), or hydrogen peroxide. The defensin‐containing granules merge with the phagosomes, and the defensins act like peptide“spears,” producing holes in the walls of the phagocytized cells. The neutrophils then die.Figure 13.4 illustrates a massive migration of neutrophils into the mammary tissue of acow after an induced infection with Staphylococcus aureus. The initial response to aninfection, such as mastitis, is a large infiltration of neutrophils followed by larger numbersof lymphocytes, as illustrated in Figure 13.4.
EosinophilsEosinophils account for 2–4% of all leukocytes. They contain large, uniform‐sized granulesthat stain red orange with acidic dyes. The granules do not obscure the nucleus, whichoften appears to have two or three lobes connected by strands. The granules containdigestive enzymes, but they lack enzymes that specifically digest bacteria (see Fig. 4.60).Eosinophils function against parasitic worms that are too large to phagocytize. Suchworms are often ingested or invade through the skin and move to the intestinal or



respiratory mucosa. Eosinophils surround such worms and release digestive enzymes ontotheir surface.
BasophilsAccounting for only 0.5–1.0% of leukocytes, these are the rarest WBCs. Slightly smallerthan neutrophils, they contain histamine‐filled granules that stain purplish black in thepresence of basic dyes. The nucleus stains dark purple and is U‐ or S‐shaped. When boundto immunoglobulin E, these cells release histamine. Histamine is an anti‐inflammatorychemical that causes vasodilation and attracts other WBCs to the site.
Agranulocytes

LymphocytesAccounting for 25% of the WBCs, these cells contain a large, dark purple‐staining nucleus.The nucleus is typically spherical, slightly indented, and is surrounded by a pale bluecytoplasm. Lymphocytes are classified as either large (10–14 μm) or small (6–9 μm). Thefunctional significance of the difference in size is unclear. Lymphocytes are furtherclassified based on marker proteins expressed on their cell surfaces. B lymphocytes, whenactivated, are turned into antibody‐producing plasma cells. These cells have a distinctivenucleus characterized by clumps of chromatin around the periphery, so‐called clock‐faceappearance. In addition, plasma cells are often distinctly stained with azure II or toluidineblue. Figure 13.5 shows an example of plasma cells in the bovine mammary gland.



Fig. 13.5 This tissue section stained with Azure II is from the bovine mammary gland. Itillustrates the distinctive staining of plasma cells (arrows).Photo by R.M. Akers.



Fig. 13.6 Examples of immune cells isolated from the milk of a cow challenged with S.
aureus. Panel (A) shows a rare milk eosinophil (E), lymphocyte (L), and macrophage (M).Panel (B) shows two neutrophils. The reason these cells are described aspolymorphonuclear (lobed nuclei) is evident. Second, the neutrophil on the lower righthas engulfed a cluster of S. aureus cells (arrow).Enger et al. (2018) / Springer Nature.
MonocytesMonocytes are 12–20 μm in diameter and account for 3–8% of leukocytes. They contain akidney or horseshoe‐shaped nucleus. They contain very small blue gray‐staining granulesthat are lysosomes.After leaving the bloodstream, monocytes turn into macrophages. Some become fixedmacrophages, such as alveolar macrophages located in the lungs and Kupffer cells locatedin the liver. Others become wandering macrophages that move throughout the body andcollect at sites of infection and inflammation (see Fig. 4.58). In addition, Figure 13.6shows an example of immune cells that have migrated into the bovine mammary glandfollowing a challenge with the S. aureus and were captured in a milk smear preparation.Panel (A) shows a rare eosinophil, a lymphocyte, and a macrophage. Panel (B) shows twoneutrophils one of which has engulfed a cluster of S. aureus cells (arrow).
PlateletsPlatelets, which are fragments of cells, consist of plasma membranes containingnumerous vesicles but no nucleus. When there is a tear in a blood vessel, plateletscoalesce at the injury site and form a platelet plug. Chemicals released from theirgranules aid in blood clotting (Box 13.2).
Formation of Blood CellsThe formation of new blood cells is called hemopoiesis or hematopoiesis. Before birth,hemopoiesis begins in the yolk sac and later occurs in the fetal liver, spleen, thymus, andlymph nodes. Postpartum hemopoiesis continues in red bone marrow, which is foundbetween the trabeculae of spongy bone. Spongy bone is found predominately in the axialskeleton, pectoral and pelvic girdles, and proximal epiphyses of the humerus and femur.Within the red bone marrow are pluripotent stem cells. These can proliferate, ordifferentiate, into different blood cells, macrophages, reticular cells, mast cells, andadipocytes. Macrophages are part of the innate immune system. Reticular cells formreticular fibers that serve as part of the matrix supporting red bone marrow cells (Fig.13.7).Pluripotent stem cells generate two other stem cell populations: myeloid stem cells andlymphoid stem cells. Myeloid stem cells differentiate within the red bone marrow toproduce erythrocytes, platelets, monocytes, neutrophils, eosinophils, and basophils. Incontrast, lymphoid stem cells begin in the red bone marrow but finish differentiating inlymphatic tissue forming lymphocytes. In addition, lymphocytes produce numerouscytokines, small glycoproteins that act as signals to modify other cells.Myeloid cells produce progenitor cells. These cells are restricted, meaning that they arecommitted to becoming selected blood cells and cannot reverse to become stem cells. Asshown in Figure 13.7, some of these progenitor cells become colony‐forming units.Colony‐forming units give rise to precursor cells, indicated by names ending in ‐blast.



Box 13.2 Complete blood count (CBC)

When an ill animal is examined, a blood sample is often taken to complete a CBC orhemogram. A CBC includes a hematocrit and descriptions of any abnormalities inblood cell shape, size, color, or appearance. This along with a count of WBCs. Adifferential count can distinguish the proportions of WBC in each of theclassifications and provide clinically relevant information. For example, an overallincrease in WBC count is associated with infection or a decrease possibly reflectingthe ravages from a prolonged illness. An increase in the number of lymphocytes mayindicate a prolonged illness or leukemia. When total neutrophil numbers areincreased, this is a typical sign of a bacterial infection or response to a period ofprolonged stress. Prolonged stress can also decrease eosinophil numbers. Despite therelative simplicity of a blood smear and blood cell counts, they remain valuableclinical tools.By the same token, a virtual explosion in the availability of antibodies analogous orcross‐reactive with markers present on the surfaces of human or murine lymphocytesand WBCs generally have made flow cytometry and immunological study of bloodcells in pigs, cattle, and pets possible like never before. Hartle et al. (2024) describeefforts to identify immunological reagents sufficiently cross‐reactive for use in theevaluation of WBCs in chickens. Fundamentally, the use of specific antibodies hasallowed the identification and in many cases the isolation and collection of multiplesubpopulations of lymphocytes with exacting roles in immunological functions. Theseefforts are most developed in laboratory mice and humans. Nonetheless, these toolshave allowed for automated detection of lineages of lymphocytes with specificfunctions. For example, T and B cells, killer T cells, helper T cells, memory T cells,macrophages, and more. As these tools evolve and reliable markers for farm animalsand other domestic animals appear this will offer opportunities for treatment ofdiseases and physiological understanding not possible before. However, theattendant cost of such advanced diagnostic tools and the equipment necessary maywell mean these tools remain limited for typical veterinary care of pets or productionanimals except for specific research projects.



Fig. 13.7 The formation of blood‐formed elements is outlined. Blood cells are producedfrom pluripotent hematopoietic stem cells.Tortora and Grabowski (2003) / John Wiley & Sons.
Erythrocyte FormationErythropoiesis is the production of erythrocytes in the red bone marrow. Hematopoieticstem cells divide to produce myeloid stem cells, which transform into proerythroblasts(Fig. 13.7). Proerythroblasts give rise to erythroblasts, which synthesize hemoglobin, andthen are transformed into normoblasts. When the normoblast contains about 34%hemoglobin, it ejects most of its organelles, becoming a reticulocyte, the precursor of anerythrocyte. The process of hematopoietic stem cell to reticulocyte takes 3–5 days.Reticulocytes are released into the bloodstream where, within 2 days, they release theirribosomes and become erythrocytes.EPO, a glycoprotein produced mostly in the kidney, stimulates erythropoiesis. Althoughthere is generally a small amount of EPO circulating in the bloodstream, hypoxia causesthe kidney to produce more EPO. Hypoxia can be caused by a reduced number oferythrocytes, reduced availability of oxygen such as might occur at increased altitudes, orincreased tissue demand for oxygen. This explains the logic of athletes training at higheraltitudes, increased oxygen demand, leading to secretion of more EPO, therefore moreRBCs and ultimately more oxygen carrying capacity. There are also cases of nonmedicalinjections of EPO (doping) to gain a performance edge. In contrast, in normal situations,excess erythrocytes or oxygen in the bloodstream reduces normal rates of EPO synthesis.



Leukocyte FormationHematopoietic stem cells produce lymphoid stem cells, which produce T and Blymphocytes. Leukopoiesis is the production of WBCs. It is stimulated by variouscytokines, generally produced by macrophages and T lymphocytes. Cytokines areglycoproteins, and they include interleukins and colony‐stimulating factors. An abnormallylow level of WBCs is termed leukopenia, which can be caused by radiation, shock, orchemotherapeutic agents.
Platelet FormationPlatelet formation is stimulated by the hormone thrombopoietin (TPO). TPO causesmyeloid stem cells to develop into megakaryocyte‐colony‐forming cells, which thenbecome megakaryoblasts. Megakaryoblasts are large cells that later rupture into 2000–3000 membrane‐bound fragments producing platelets or thrombocytes.
Formed Elements and Blood Cells in BirdsAlthough most of the formed elements in birds are like those in mammals, there are somenotable differences. Formed elements of blood in birds include erythrocytes, leukocytes,and thrombocytes, the avian equivalent of platelets. Like mammals, the avian leukocytesare divided into granulocytes and agranulocytes. Avian granulocytes include eosinophils,basophils, and heterophils (equivalent to mammalian neutrophils). Avian agranulocytesinclude lymphocytes and monocytes. The number of various blood cells within the blood isshown in Table 13.2.
ThrombocytesThrombocytes are found in birds, reptiles, amphibians, and fish. Unlike platelets, they arenucleated. Thrombocytes are smaller than erythrocytes, and in good preparations, a smalleosinophilic vacuole appears as an orange dot located at one end of the nucleus. Whereasmammalian platelets are derived from megakaryocytes, such precursors are lacking inbirds. There remains some debate as to whether avian thrombocytes arise fromantecedent mononucleated cells or multinucleated cells. Avian thrombocytes have asimilar function to mammalian platelets.
HeterophilsHeterophils function similarly to mammalian neutrophils. In some avian species, they arethe most common peripheral leukocyte. They are typically round, with colorless cytoplasmand many eosinophilic, rod‐shaped to spherical granules. The granules may partiallyobscure the nucleus, which usually has two or three lobes and coarsely aggregated purplechromatin. Often in blood smears the heterophil sometimes has a distinct ruby‐coloredcentral granule because the rod‐shaped granules are dissolved, leaving the central oneonly (Box 13.3).
HemostasisHemostasis is a series of responses that stop bleeding. As blood vessels are damaged ortorn, hemostasis quickly controls the bleeding. The hemostasis response is rapid,localized, and well‐controlled so as not to spread throughout the body. Hemostasis entailsthree mechanisms: (1) vascular spasms, (2) platelet plug formation, and (3) blood clotting(coagulation). If bleeding is not stopped for any reason, an animal will hemorrhage andlose blood (Box 13.4).



Box 13.3 Heterophil/lymphocyte ratio in birds

While in many animals increased plasma corticosteroids are used as an indication ofstress, in birds the ratio of heterophils (H) to lymphocytes (L) is also a good indicatorof stress. When corticosterone is added to the feed of chickens, the number of bloodlymphocytes increases while the number of heterophils decreases. The ratio of H/L isnow commonly used as an indicator of prolonged stress in birds. Increased plasmacorticosterone concentrations are an indicator of acute short‐term stress in birds,whereas H/L ratios are a better indicator of long‐term stress. The H/L ratio typicallydoes not change until about 12 hours after the stressful event. Jeong et al. (2020)provide an example of such data evaluating the impact of dietary gamma‐amminobutyric acid feeding in broiler chickens.
Box 13.4 Aspirin and gastric bleeding

In some conditions, such as arthritis, aspirin may be prescribed to treat dogs andcats. Aspirin belongs to a class of drugs called nonsteroidal anti‐inflammatory drugs(NSAIDs). Dogs are particularly sensitive to the gastrointestinal effects of NSAIDs,which include pain, bleeding (i.e., gastric hemorrhaging), and ulceration. Coatedaspirin may help with the gastrointestinal effects. Aspirin can be given with food, 1–2times a day.Because cats cannot break down this drug as quickly as dogs, they are more sensitiveto aspirin than dogs. Thus, the time between doses is generally increased with cats.Cats are typically dosed at intervals of 48–72 hours.Acetaminophen and ibuprofen are generally not recommended for dogs. These drugscan be fatal to cats.
Vascular SpasmWhen blood vessels become injured, the vessels constrict. This vascular spasm istriggered by injury to the vascular smooth muscle, chemicals released from endothelialcells and platelets, and reflexes involving local pain receptors.
Platelet Plug FormationPlatelets contain many chemicals, including clotting factors, ADP, ATP, Ca2+, serotonin,enzymes that produce thromboxane A2, fibrin‐stabilizing factor, and platelet‐derivedgrowth factor (PDGF). They also contain lysosomes and mitochondria. The platelet‐derived fibrin stabilizing factor helps strengthen blood clots. PDGF induces theproliferation of vascular endothelial cells, increased vascular smooth muscle fibers, andproliferation of fibroblasts, all of which help repair damaged vessels.A platelet plug forms as follows:

1. Platelet adhesion: Platelets adhere to the collagen fibers of the connective tissueexposed in a damaged vessel wall.2. Platelet release reaction: Adhesion to the vessel wall activates the platelets. Theyextend processes that allow them to contact and interact with adjacent platelets. Theyalso liberate their vesicular contents so‐called platelet release reaction. Freed ADP



and thromboxane A activate neighboring platelets in a cascade of reactions. Serotoninand thromboxane A cause vasoconstriction, thus decreasing blood flow.3. Platelet aggregation: Released ADP makes adjacent platelets sticky, causing more andmore platelets to adhere at the injured site.4. Platelet plug: As more platelets adhere, a plug of platelets helps seal the vessel leak.
Blood ClottingWhen blood clots, it forms a straw‐colored liquid called serum and a gel‐like mass called aclot. The clot consists of insoluble protein fibers called fibrin that trap other formedelements of the blood.Clotting, or coagulation, involves a series of chemical reactions resulting in fibrin threadformation. Clotting factors include calcium ions, inactive enzymes produced in the liverand released into the circulatory system, and chemicals released from platelets anddamaged tissue. Clotting factors are generally named by Roman numerals indicating theorder of their discovery, not their order in the clotting process.The formation of a clot in an unbroken blood vessel is called a thrombosis, with the clotbeing called a thrombus. The movement through the blood of a clot, air bubble, fat from abroken bone, or debris is called an embolus. These often lodge in the lungs producing apulmonary embolism.Clotting consists of three stages (Fig. 13.8): (1) two pathways, called the intrinsic andextrinsic pathways, leading to the production of prothrombinase, (2) conversion ofprothrombin to thrombin, catalyzed by prothrombinase, and (3) thrombin catalyzing theconversion of fibrinogen into insoluble fibrin.



Fig. 13.8 Blood‐clotting cascade. Both the extrinsic and intrinsic pathways result in theformation of activated factor X then combines with factor V to form the active enzymeprothrombinase.
Extrinsic PathwayThe extrinsic pathway is quicker and has fewer steps than the intrinsic pathway. Damagedtissue releases a tissue protein called tissue factor (TF), or thromboplastin, that initiatesthe formation of prothrombinase. Because TF comes from outside the blood, this pathwayis called the extrinsic pathway. In the presence of Ca2+, TF begins a series of reactionsresulting in the formation of factor X. Factor X then combines with factor V to form theactive enzyme prothrombinase.
Intrinsic PathwayIn the intrinsic pathway, all the factors necessary for blood clotting are present (i.e., anintrinsic part of the blood). The intrinsic pathway relies on the production of PF3, aphospholipid associated with the external surface of aggregated platelets. Like theextrinsic pathway, the intrinsic pathway results in the production of factor X.
Common PathwayBoth the intrinsic and extrinsic pathways use a common pathway after the activation offactor X. Prothrombin is converted to thrombin by prothrombinase. Thrombin thencatalyzes the conversion of fibrinogen to fibrin. Activated factor XIII catalyzes thepolymerization of cross‐linked fibrin.



Role of Vitamin KAlthough vitamin K is not directly involved in clot formation, it is needed for the synthesisof four clotting factors by hepatocytes. These include factors II (prothrombin), VII, IX, andX. Vitamin K is normally synthesized by bacteria found in the large intestine and isabsorbed through the intestinal wall along with other lipids.
Clot Retraction and RepairBeginning about 30–60 minutes after clot formation, the clot becomes more stablethrough a process called clot retraction. Platelets contain actin and myosin, and thesecontractile proteins begin to contract like muscle contraction. This platelet contractionpulls on surrounding fibrin strands, thus squeezing serum from the clot and pulling theruptured edges of the vessel closer together. The platelets release factor XIII, which helpsstrengthen the fibrin clot. Simultaneously, PDGF released by degranulating plateletsstimulates smooth muscle and fibroblasts to divide and repair the damaged site. Thefibroblasts form a connective tissue sheath over the injured area. Vascular endothelialgrowth factor then causes the endothelial cells to multiply and restore the blood vessellining.
FibrinolysisA clot is not permanent. Following healing, the clot is removed by a process of fibrinolysis.The major clot‐busting enzyme is plasmin, which is produced when the blood proteinplasminogen is activated by tissue plasminogen activator secreted by endothelial cells.Plasminogen can also be stimulated by activated factor XII and thrombin released duringthe clotting process. Plasmin digests the fibrin threads and inactivates fibrinogen,prothrombin, and factors V, VIII, and XII.
Factors Limiting Clot Growth and FormationBecause blood clotting involves a positive feedback system, there must be systems inplace to localize clot formation. Clots are prevented from spreading by (1) rapid removalof clotting factors and (2) inhibition of activated clotting factors. Fibrin absorbs thrombininto the clot, thus limiting its site of action. Thrombin that escapes into circulation isinactivated by antithrombin III; an anticoagulant produced in the liver. Endothelial cellsand WBCs produce prostacyclin, a prostaglandin that opposes the action of thromboxaneA2. Prostacyclin inhibits platelet adhesion.Heparin, produced by mast cells and basophils, is an anticoagulant that combines withantithrombin increasing its effectiveness. Protein C, also produced in the liver, inactivatesfactors V and VIII and enhances the activity of plasminogen activators.
Thrombolytic AgentsThrombolytic agents are chemicals injected to dissolve blood clots. Streptokinase,produced by streptococcal bacteria, was one of the first commercial thrombolytic agents.More recently, a genetically engineered version of tissue plasminogen activator has beenused. Aspirin can inhibit vasoconstriction and platelet aggregation. It does so by blockingthe synthesis of thromboxane A2.
Blood Groups and Crossmatching
Blood GroupsOn the surface of erythrocytes are various glycoproteins and glycolipids that act asantigens. Because of these various markers, blood is categorized into various blood



groups or blood types. In humans, the most common blood groups are the ABO bloodgroup and the Rh blood group, whereas animals have a variety of different blood groups.Cattle have 11 major blood group systems, including A, B, C, F, J, L, M, R, S, T, and Z. TheB group has over 60 different antigens. The J antigen is not a true antigen but instead is alipid found in body fluids that adhere to erythrocytes.The antigen groups or blood types in dogs are known as the DEA system. They includeDEAs 1.1, 1.2, and 3–8. DEAs 1.1 and 1.2 account for 60% of the canine population. Dogshaving DEA 1.1 or 1.2 are considered A‐positive; other dogs are considered A‐negative. A‐negative dogs do not have antibodies against A‐positive blood.Cats have three AB blood groups. Type A is most common, accounting for 95% of short‐and long‐hair domestic cats. Type B is less frequent, and type AB is rare. Cats with type‐Ablood have antibodies against A isoantigens, whereas type‐B cats have alloantibodies (i.e.,antibodies found against antigens in some members of the same species) against Bisoantigens.There are seven blood groups in sheep, including A, B, C, D, M, R, and X. The B group ishighly polymorphic, and the R system is like the J system in cattle.Five blood groups have been identified in goats: A, B, C, M, and J, with J being like that ofcattle.
CrossmatchingCrossmatching is a procedure to determine whether donor blood is compatible with therecipient's blood. There are two types of crossmatches. In major crossmatching, the donorerythrocytes are compared to the recipient serum to determine whether either acquiredor naturally occurring antibodies are present in the recipient serum against the donorerythrocytes. Minor crossmatching compares donor serum to recipient erythrocytes,checking for preformed antibodies in donor serum that could hemolyze recipient red cells.Minor crossmatching is less important because the donor serum is markedly diluted aftertransfusion, decreasing the risk of a significant reaction.
The Heart
Anatomy of the Heart
Location and Exterior LandmarksThe heart is an inverted cone‐shaped structure located in the mediastinum, a mass oftissue occupying the medial region of the thoracic cavity extending from the sternum tothe vertebral column, and between the lungs. The apex, or “pointed” end of the heart, isdirected caudoventrally; the base, or top of the heart, is directed dorsocranially.The cranial and caudal sides of the heart can be located by other structures. The auriclespoint left, with the pulmonary trunk located between the two auricles. The aortic archprojects caudally.The coronary groove partially encircles the heart except at the conus and indicates theseparation of the atria and ventricles. The conus is the pyramidal structure that is theright ventricular outflow tract into the pulmonary trunk. The interventricular groovesindicate the divisions between the two ventricles. The two auricles are visible on the leftside of the heart, with the pulmonary trunk between them.



PericardiumThe membrane surrounding the heart is the pericardium. It consists of the fibrouspericardium and serous pericardium. The fibrous pericardium is a tough, inelastic, denseirregular connective tissue sac with one end attaching to the diaphragm and the other endfusing with the connective tissue surrounding the blood vessels entering and leaving theheart. The fibrous pericardium anchors the heart within the mediastinum and preventsoverfilling of the heart. Inside the fibrous pericardium is the serous pericardium,consisting of a parietal and visceral layer. The parietal layer lines the internal surface ofthe fibrous pericardium; the visceral layer, also called the epicardium, is an integral partof the heart wall.Inflammation of the pericardium is called pericarditis. This results in decreasedproduction of serous fluid and a roughened serous membrane. As a result, the beatingheart can be heard with a stethoscope rubbing against the serous layer (pericardialfriction rubs). In severe cases, inflammation leads to excess fluid production, whichcompresses the heart and decreases its pumping ability.
Layers of the HeartThe heart wall consists of three layers: epicardium, myocardium, and endocardium. Theepicardium is the outermost layer, and it is the visceral layer of the pericardium. Itcontains a thin, transparent layer of mesothelium and connective tissue. The middle layer,or myocardium, is cardiac muscle and makes up the bulk of the heart. The innermostendocardium is a thin layer of connective tissue providing a smooth lining for thechambers of the heart and valves. The endocardium is continuous with the endotheliallining of the large blood vessels attached to the heart.Cardiac muscle is also called involuntary, striated muscle. Like skeletal muscle, itcontains actin and myosin that are organized into sarcomeres.
Fibrous Skeleton of the HeartThe heart also contains dense connective tissue surrounding the valves, forming a fibrousskeleton (Fig. 13.9). In addition to forming a point of attachment for the valves, thefibrous skeleton serves to electrically insulate the atria from the ventricles (Box 13.5).



Fig. 13.9 External structure of the heart. (A) Atrial side of the cat heart. (B) Auricularside of the cat heart.Reprinted from Constantinescu (2002). Used by permission of the publisher.
Box 13.5 Dilated cardiomyopathy

Dilated cardiomyopathy (DCM) is a disease characterized by dilation or enlargementof the heart chambers, resulting in an abnormally large heart. This disease eventuallyresults in heart failure, because the damaged heart muscle is too weak to efficientlypump blood to the rest of the body. DCM is very common in dogs, representing themost common reason for congestive heart failure (CHF). The left ventricle is mostalways involved. Because the myocardium cannot work effectively to pump blood outof the heart, subsequent backup of blood into the left atrium and ultimately into thelungs occurs commonly. This backup of blood into the lungs results in pulmonaryedema and is a sign of congestive heart failure.



The treatment of dogs with DCM varies depending on the severity of the failure andimpacts on other organs. Treatment may include oxygen administration, fluidtherapy, and administration of drugs to aid breathing (bronchodilators) and drugsthat modify heart function, and control arrhythmias. If low doses of antiarrhythmicare effective, the heart can often be stabilized. Serious ventricular arrhythmias thatcan only be controlled with higher drug doses have a worse prognosis.
Heart Chambers and VesselsThe heart has four chambers. Two atria located superiorly, receive blood and pump it tothe ventricles. Two ventricles located posteriorly pump the blood away from the heart(Fig. 13.9). The atria are separated by the interatrial septum; the ventricles are separatedby the interventricular septum. There is an oval depression on the interatrial septumcalled the fossa ovalis (Fig. 13.10), a remnant of the foramen ovale, which is an openingbetween the atria in the fetus that closes shortly before birth.

Fig. 13.10 Internal structure of the heart. The right side of the heart of a large ruminantis opened.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of the publisher.
AtriaThe atria are the receiving chambers of the heart. Protruding from the atria are theauricles, which increase the atrial volume. The auricles are lined with pectinate muscles



making them appear as if they were raked with a comb. The atria are relatively small andthin‐walled because they need to pump blood only to the ventricles.Blood enters the right atrium from three veins: (1) the superior vena cava returns bloodfrom the body regions in front of the diaphragm, (2) the inferior vena cava returns bloodfrom areas posterior of the diaphragm, and (3) the coronary sinus collects blood drainingthe myocardium (Fig. 13.10). Blood passes from the right atrium into the right ventriclethrough the tricuspid valve, so named because it consists of three leaflets or cusps.Blood enters the left atrium via four pulmonary veins. Blood passes from the left atrium tothe left ventricle via the bicuspid, or mitral, valve, named because it has two cusps.
VentriclesThe ventricles form the bulk of the heart. The right ventricle wall is thinner than the leftbecause it must pump blood only through the lungs via the pulmonary trunk. The leftventricle pumps blood to the body via the aorta, the largest artery in the body.Blood leaves the right ventricle via the pulmonary valve. The left ventricle forms the apexof the heart. Blood leaves the left ventricle via the aortic valve. During fetal developmentwhen there is no pulmonary respiration, there is a temporary blood vessel called theductus arteriosus that shunts blood from the pulmonary trunk into the aorta. This vesselcloses shortly after birth, leaving a remnant called the ligamentum arteriosum.Inside the ventricles are muscle bundles called the papillary muscles, which serve asattachments for the chordae tendineae, tendinous cords attaching to the atrioventricular(AV) valves. The papillary muscles and chordae tendineae assist in valve function (Box13.6).
Pathways of Blood Through the HeartThe heart acts as two side by side pumps. The pulmonary circuit carries blood to and fromthe lungs, and the systemic circuit transports blood throughout the remainder of the body(Fig. 13.11).The right side of the heart receives deoxygenated blood from the body. This blood passesinto the right atrium, through the tricuspid valve, and into the right ventricle. It is thenpumped to the lungs via the pulmonary trunk. In contrast to other major arteries andveins in the body, the pulmonary artery carries oxygen‐poor blood while the pulmonaryvein carries oxygen‐rich blood.The left side of the heart receives freshly oxygenated blood arriving from the lungs via thepulmonary vein. The blood passes from the left atrium to the left ventricle via the bicuspidvalve. Blood is then pumped from the left ventricle into the aorta, passing through theaortic valve.



Box 13.6 Feline dilated cardiomyopathy

Hypertrophic cardiomyopathy (HCM) is a heart muscle disease (myopathy) in whichthe muscle walls of the left ventricle thicken. This may be a result that is secondary toother diseases such as systemic hypertension, or hypertrophy may be a primarydisease.HCM is diagnosed when thickening of the left ventricle walls is not caused by anotherdisease. As HCM progresses, it can alter the heart structure and impair function inmultiple ways. Some of these include: (1) internal ventricular chamber volume maybe reduced, thus limiting its capacity to fill with blood. (2) Ventricular wall stiffnessusually increases, which impairs the ability of the ventricle to relax, which alsoprevents efficient filling. (3) There may be an increase in ventricular pressure duringrelaxation (diastole), causing the blood to back up into the vessels of the lungs andconsequently congestive heart failure. This is typically associated with pulmonaryedema and/or pleural effusion (see the section on vascular fluid and movement intothe lungs and/or pleural spaces).Because the left ventricle is unable to fill adequately, less blood is pumped out to thebody with each heartbeat. If the blood supply to other vital organs is inadequate,heart rate (HR) is likely to increase as the body tries to compensate. A decrease inblood flow to the kidneys can induce the release of renin, which increases bloodvolume, leading to even more stress on the heart, further contributing to congestiveheart failure.



Fig. 13.11 Systemic and pulmonary circulation. The right side of the heart pumpsdeoxygenated blood to the pulmonary circuit while the left side of the heart pumpsoxygenated blood throughout the body.
Heart Valve Operation

Atrioventricular ValvesThe AV valves lie between the atrium and ventricles. When open, the cusps of the valvespush into the ventricles, allowing blood to flow from the atrium to the ventricles. Whilethe AV valves are open, the papillary muscles and chordae tendineae are relaxed. Whenthe ventricles contract, pressure in the ventricles increases and pushes blood back towardthe atria. This blood pushes the cusps of the valves back toward the atria, closing thevalves. Simultaneously, the papillary muscles contract, pulling on the chordae tendineae.The chordae tendineae prevents the cusps of the AV valves from everting into the atria.Damage to the AV valves or chordae tendineae allows the regurgitation of blood throughthe AV valves.



Semilunar ValvesThe semilunar valves include the aortic and pulmonary valves, which allow blood to passfrom the ventricles into the aorta and pulmonary vein, respectively. These valves aremade of three crescent‐shaped cusps. As the pressure in the ventricles exceeds that in thearteries, blood passes from the heart into the arteries. As the ventricles relax, thebackflow of blood catches the cusps and causes these valves to close, thus preventing themovement of blood back into the ventricles.There are no valves located at the entrance of the venae cavae into the right atrium orpulmonary veins into the left atrium. Therefore, as the atria contracts, a small amount ofblood can backflow into these veins. However, contraction of the atria compresses thearea where the veins attach, thus minimizing the backflow of blood.
Pulmonary, Systemic, and Coronary Circulation
Pulmonary CirculationThe pulmonary circulation transports deoxygenated blood from the right ventricle to thelungs where it picks up O2 while delivering CO2. The right side of the heart is responsiblefor the pulmonary circuit. Deoxygenated blood returning from the body enters the rightatrium and passes into the right ventricle. The right ventricle pumps the blood into thepulmonary artery and into the pulmonary capillaries. Oxygenated blood is returned to theleft atrium via the pulmonary vein.

Fig. 13.12 Coronary circulation of goat heart.Reprinted from Constantinescu (2001). Used by permission of the publisher.
Systemic CirculationThe systemic circulation distributes oxygenated blood throughout the body. Blood ispumped from the left ventricle into the aorta, and then into smaller systemic arteries.These arteries give rise to arterioles that lead to systemic capillaries. Exchange ofnutrients occurs across the capillary walls. Blood enters the systemic venules and theninto systemic veins that return the blood to the right atrium.



Coronary CirculationThe myocardium, or heart muscle, receives nutrients via the coronary circulation (Fig.13.12). Blood leaves the aorta and passes into the left and right coronary arteries arisingat the base of the aorta and encircling the heart in the AV groove. The left coronary arteryhas two branches. The anterior interventricular artery travels in the anteriorinterventricular sulcus and supplies the interventricular septum and ventral walls of bothventricles. The circumflex artery supplies the left atrium and dorsal walls of the leftventricle.The right coronary artery also divides into two branches. The marginal artery supplies thelateral right side of the heart, and the posterior interventricular artery travels to the heartapex and supplies the posterior ventricular walls.After passing through the capillaries, venous blood in the heart collects in the cardiacveins. These veins carry blood to the coronary sinus, which empties into the right atrium.
Cardiac Muscle and the Cardiac Conduction System
Cardiac MuscleCardiac muscle is also called involuntary, striated muscle. Cardiac muscle fibers areshorter and less circular than skeletal muscle fibers. They generally contain a singlenucleus, although occasionally two are present. Cardiac muscle fibers connect withneighboring fibers via thickening of the sarcolemma called intercalated discs (Fig. 13.13).These discs contain desmosomes that hold the fibers together and gap junctions thatallow action potentials to move among cardiac muscle fibers. The gap junctions allow thecardiac muscle fibers to act as a functional syncytium so that the atria and ventricles cancontract as a unit.Cardiac muscle fibers contain larger, more numerous mitochondria than skeletal muscle.The mitochondria account for 25% of the cell volume in cardiac muscle while onlyoccupying 2% in skeletal muscle. Like skeletal muscle fibers, cardiac muscle containssarcomeres. However, the T tubules in cardiac muscle fibers are wider and less abundantthan in skeletal muscle. In addition, there is only one T tubule per sarcomere in cardiacfibers, entering at the Z disc, whereas there are two per sarcomere in skeletal musclefibers entering at the junction of the A and I band. The sarcoplasmic reticulum (SR) is alsoless extensive in cardiac muscle fibers.
The Conduction SystemThe heart contains specialized cardiac muscle fibers that can self‐generate an actionpotential and are therefore called autorhythmic fibers. These cells do not require extrinsicneural input, and they can continue to generate an action potential even when the heart isremoved from the body. These autorhythmic cells act as a pacemaker, establishing thebasic electrical activity in the heart.



Fig. 13.13 Cardiac muscle. (A) Histological section of cardiac muscle. (B) Drawing of alongitudinal section of cardiac muscle showing the branched cardiac muscle fibers. (C) Aclose‐up of the intersection of adjacent cardiac muscle fibers and their interveningintercalated discs. (D) A close‐up of the intercalated disc showing a desmosome.In addition, there are specialized cardiac muscle fibers that form a conduction system thatprovides a path for electrical excitation to travel throughout the heart (Fig. 13.14). Thisconduction system helps the heart pump in a coordinated manner so that blood can bepumped throughout the body.Cardiac electrical activity is propagated through the heart conduction system in thefollowing manner:
1. The sinoatrial (SA) node is in the wall of the right atria near the entrance of theinferior vena cava. The cells in the SA node do not maintain a stable restingmembrane potential, but instead spontaneously depolarize 75 times/minute. Becausethis is faster than in other areas of the heart, the SA node becomes the pacemaker,establishing the sinus rhythm.



2. Depolarization of the SA node results in an action potential that is propagatedthroughout the atria via the gap junctions between neighboring cardiac muscle fibers.3. The action potential reaches the AV node, located in the inferior portion of theinteratrial septum, above the tricuspid valve. The AV node delays the action potentialby about 0.1 seconds before it travels to the ventricles. The delay occurs because theAV fibers are smaller and have fewer gap junctions. This delay allows the atria time tocomplete their contraction before the ventricles contract.4. From the AV node, the action potential moves to the AV bundle also called the bundleof His, located in the superior portion of the interventricular septum. There are nogap junctions between the atria and the ventricles, which are instead insulated fromeach other by the fibrous skeleton of the heart. This necessitates that the actionpotential travel through the AV node to reach the ventricles.5. The action potential continues in the right and left branches. These continue throughthe inferior portion of the interventricular septum toward the apex of the heart.6. The right and left branches carry the action potential to the Purkinje fibers, whichcomplete the pathway to the heart apex and then turn superiorly, running up theouter walls of the ventricles toward the atria. Purkinje fibers supply the papillarymuscles as well as the ventricular muscles.



Fig. 13.14 Excitation and conducting system of the dog heart. The pacemaker of theheart is the sinoatrial (SA) node. A wave of depolarization spreads from the SA nodethroughout the atria. This wave of depolarization then passes through the AV node whereit is delayed from proceeding to the ventricles. From the AV node, the wave ofdepolarization travels down the bundle of His located in the intraventricular septum, andthen into the Purkinje fibers.Modified from Constantinescu (2002).The rate at which the SA node depolarizes can be influenced by hormones and theautonomic nervous system. If acetylcholine is released by the parasympathetic nervoussystem, the SA node slows while the release of epinephrine by the sympathetic nervoussystem accelerates the SA node.
Mechanisms of Heart ContractionAction potentials generated in the heart by the SA node travel throughout the heart viathe conduction system, as described above. The mechanism of contraction of cardiacmuscle fibers is described below (Fig. 13.15):

1. Depolarization: As a cardiac muscle fiber is stimulated by a neighboring actionpotential, voltage‐gated fast Na+ channels open. This allows a rapid influx of Na+ fromthe extracellular fluid, which results in depolarization of the cardiac muscle fiber from−90 to +30 mV. These channels quickly become inactivated and closed.



2. Plateau: As the voltage‐gated fast Na+ channels close, voltage‐gated slow Ca2+channels open in the sarcolemma and SR. The influx of Ca2+ from the extracellularspace (20%) causes a large release (80%) of Ca2+ from the SR. Simultaneously, themembrane permeability to K+ decreases. As a result, the membrane remainsdepolarized at around 0 mV for about 0.25 seconds, compared to about 0.001 secondsin skeletal muscle.3. Repolarization: After the relatively long plateau phase, voltage‐gated K+ channelsopen, allowing potassium ions to flow out of the cell and the membrane to repolarize.The cell returns to its resting membrane potential of about −90 mV.4. Refractory period: The refractory period, or time during which the next contractioncannot be triggered, is relatively long in cardiac muscle compared to skeletal muscle.The refractory period prevents cardiac muscle from developing tetanus, and thereby itallows the heart to act as an effective pump rather than developing a sustainedcontraction.
The mechanism of contraction of cardiac muscle fibers is like that in skeletal musclefibers. As intracellular Ca2+ concentrations increase, Ca2+ binds to troponin, causing thetropomyosin to move and thus uncovering the myosin binding sites on the actin filaments.Myosin then binds to actin, and the actin is pulled across the myosin filament. Drugs thatalter the movement of calcium into the cardiac muscle fibers can affect the strength ofheart contraction.



Fig. 13.15 Action potential in cardiac muscle fibers. (A) The action potential in cardiacmuscle fibers has a plateau phase not seen in skeletal muscle fibers. (B) The influx of Na+causes the rapid depolarization phase while increased Ca2+ permeability leads to theplateau phase. Efflux of K+ results in repolarization.
ATP ProductionCardiac muscle has little capacity for anaerobic cellular respiration; thus, cardiac musclerelies almost entirely on aerobic respiration. Therefore, cardiac muscle needs acontinuous supply of O2, which arrives via the coronary circulation or is released frommyoglobin inside the cardiac muscle fibers. Cardiac muscle can produce ATP from theoxidation of fatty acids, glucose, lactic acid, amino acids, and ketone bodies.Cardiac muscle also contains creatine phosphate, which can be used to produce ATP. Theenzyme creatine kinase can catalyze the transfer of a phosphate group from creatinephosphate to ADP to produce a new molecule of ATP. If the heart is damaged, it releasescreatine kinase into the bloodstream, which is often measured as an indicator of heartdamage.



ElectrocardiogramThe propagation of the action potentials through the heart produces electrical currentsthat can be detected on the surface of the body. A recording of these electrical activities iscalled an electrocardiogram (ECG or EKG). An ECG represents all the electrical activity inthe heart rather than a single action potential (Fig. 13.15).Two electrodes are generally placed on each forelimb and one on the left hind limb. Thepotential difference between electrodes is measured using different combinations ofelectrodes. By comparing these various recordings, it is possible to determine whetherthere are abnormalities in the conduction system or whether the heart is damaged.Each segment of the ECG is generated from a specific area of the heart in a sequentialmanner (Fig. 13.16). A typical ECG has three characteristic waves with each heartbeat.The first, or P wave, is a small upward deflection reflecting atrial depolarization (Fig.13.16). It is generated as the SA node depolarizes, and the action potential spreadsthroughout the atria. The second wave, or QRS complex, begins with a downwarddeflection, and then rises sharply and ends with a downward deflection. The QRS complexrepresents ventricular depolarization. Its shape is complex because the movement of thewave of depolarization through the ventricle changes direction throughout the wave. Thethird wave is the T wave, and it represents ventricular repolarization. Becauserepolarization is slower than depolarization, the T wave is longer than the QRS complex.



Fig. 13.16 Normal electrocardiogram. (A) Dog. (B) Cat.Reprinted from Constantinescu (2002). Used by permission of the publisher.Within the ECG, it is also possible to examine various intervals or segments. The P–Qinterval is the time between the beginning of atrial excitation and the beginning ofventricular excitation. Therefore, it represents the time for the action potential to travelthrough the atria, the AV node, and the remainder of the conduction system. This intervalcan lengthen if there is coronary heart disease or scar tissue in the heart. The S–Tsegment begins with the S wave and ends with the beginning of the T wave. It representsthe time when the ventricle is depolarized during the plateau phase. The T wave can beelevated in acute myocardial infarction. The Q–T interval is the period from the beginningof ventricular depolarization through ventricular repolarization. It can be lengthened bymyocardial damage or myocardial ischemia.
Heart SoundsAuscultation involves listening to body sounds, usually with a stethoscope. Four soundsare created during each heartbeat, and two of these sounds are clearly audible. These



sounds are typically described as “lub‐dup.” The first sound, lub, is the AV valve closing.This occurs at the beginning of systole as the ventricular pressure increases above theatria pressure, causing the AV valves to close as blood begins returning to the atria. Thissound is louder and longer than the second sound. The dup sound is caused by thesemilunar valves closing at the beginning of ventricular diastole. The two other sounds,which are less audible, are due to the blood turbulence during ventricular filling and atrialsystole.Heart murmurs include clicking, rushing, or gurgling sounds. Although it is not alwaysdue to a problem, heart murmurs generally indicate a valve disorder. If the valve isstenotic, meaning it has a narrowed opening, a click may be audible when the valveshould be fully opened. In contrast, if a swishing sound is heard when the valve should beclosed, it may indicate that blood is able to backflow through the valve.
The Cardiac CycleThe total of events associated with the movement of blood during one heartbeat is calledthe cardiac cycle (Fig. 13.17). The contraction and relaxation periods are called systoleand diastole, respectively (Fig. 13.18). The following steps describe the cardiac cycle:

1. Mid‐to‐late diastole: While the heart is relaxed, blood passively returns to the atriaand into the ventricles through the opened AV valves. Approximately 70% ofventricular filling occurs during this time.2. Atrial systole: During atrial systole, the atria contract while the ventricles remainrelaxed. The atrial systole begins with depolarization of the SA node, causing anaction potential to spread throughout the atria, appearing as the P wave on an ECG.As the atria contracts, the remaining 30% of blood is forced through the opened AVvalves and into the ventricles. The volume of blood in the ventricles is referred to asthe end diastolic volume (EDV).3. Ventricular systole: While the atria are relaxed (atrial diastole), the ventriclescontract, appearing as the QRS complex on an ECG. As the volume in the ventriclesdecreases, ventricular pressure increases, causing the AV valves to close. For afraction of a second, all the heart valves are closed, resulting in the isovolumetriccontraction phase. When ventricular pressure exceeds the pressure in the largearteries, the semilunar valves are forced open, leading to the ventricular ejectionphase.4. Early diastole: Immediately following the T wave (i.e., ventricle repolarization), theventricles relax, and the amount of blood remaining in the ventricles is referred to asthe end systolic volume (ESV). As the pressure in the ventricles decreases, blood inthe aorta and pulmonary arteries begins to return to the heart, causing closure of thesemilunar valves. As these valves close, they cause a transient increase in aortic bloodpressure (BP) called the dicrotic notch.
If the heart rate (HR) is 75 beats/minute, the cardiac cycle is about 0.8 seconds. Atrialsystole lasts about 0.1 seconds, ventricular systole lasts about 0.3 seconds, and theremainder of the cycle is the quiescent period.



Fig. 13.17 Heart excitation and the ECG tracing. The green shading indicates therelationship between the area of the heart depolarizing coincident with the portion of theECG produced by that depolarization.Figure modified from Constantinescu (2002).



Fig. 13.18 Cardiac cycle. The top of the figure shows a typical ECG. The middle graphdisplays simultaneous changes in left atrial and ventricle pressure, and aortic pressure.The bottom graph shows changes in ventricular volume during the cardiac cycle.
Cardiac OutputThe amount of blood pumped by the heart can be altered in response to metabolicchanges caused by such factors as exercise, environmental temperature changes, or bloodloss. The amount of blood pumped by either the right or left ventricle per minute is calledthe CO. CO is equal to stroke volume (SV), the amount of blood pumped by the ventricleper heartbeat multiplied by the HR:
SV is equal to EDV minus ESV. The heart pumps approximately 60% of the blood in itschambers with each beat.



Factors that can alter SV will alter CO. Cardiac reserve is the difference between ananimal's maximum CO and its resting CO (Box 13.7).
Regulation of Stroke VolumeThe heart will pump all the blood returning during systole. Three factors regulate SV:preload, contractility, and afterload.
PreloadPreload is the amount of stretch on the heart before contraction. Within limits, a greaterstretch of the heart results in more forceful contraction. This is known as the Frank‐Starling law of the heart. Cardiac muscle fibers are normally shorter than their optimallength for generating force. As a result, stretching these fibers results in increasedcontractile force.The preload is directly proportional to the volume of blood in the ventricles, or EDV. Twofactors affect EDV: (1) duration of ventricular diastole and (2) venous return, the amountof blood returning to the heart. As HR increases, the duration of diastole shortens,resulting in a smaller EDV and a smaller SV. Although the decreased SV can be offset bythe increased HR, if HR becomes too rapid, there is insufficient preload, and CO declines.In contrast, during exercise, venous return increases because of increased squeezing ofskeletal muscle in the veins. Consequently, SV increases.

Box 13.7 Canine heartworms

Canine heartworms, Dirofilaria immitus, are common in the hearts and major heartblood vesicles of dogs throughout the world. The male worms are a few inches inlength; the female worms are about double the size and cause most of the damage.The worms are transferred from dog to dog through the bite of an infected mosquito.Mosquitoes transfer microscopic larvae that migrate through the body and arrive atthe heart several months later, where they mature into adult worms. Damage to thedog’s heart is due to adult worms.The first sign of a heart worm infection is often premature aging in which dogs grayprematurely around the muzzle and forelegs. Over time their activity levels decrease,and their coats lack luster. Progressive symptoms include a chronic dry cough, mostnoticeable at night when the dog is resting or when in sitting position. Over time thedog's heart and pulmonary arteries enlarge because of the mechanical obstructionfrom the worms. There is also inflammation and damage to heart valves.Initially, the only medicines to cure heartworms contained arsenic. More modernmedicines with the active ingredients pyrantel pamoate, moxidectin, and afoxolaneract to prevent infection with heartworms, as well as hookworms and round worms(Drag et al., 2024).
ContractilityContractility is the strength of contraction at a given preload, and it is independent ofmuscle stretch and EDV. Although preload is the major intrinsic factor regulating SV,contractility is influenced by extrinsic factors. Substances that increase contractility arecalled positive inotropic agents while those that decrease contractility are called negativeinotropic agents.Positive inotropic agents generally stimulate Ca2+ influx into the cytosol of cardiac musclefibers, strengthening the force of contraction. Such agents include digitalis, glucagon,



thyroxine, norepinephrine (NE), and epinephrine (Fig. 13.19). Negative inotropic agents,which impair Ca2+ inflow, include anoxia, acidosis, increased extracellular K+ levels, andcalcium channel blockers.
AfterloadThe pressure that must be exceeded by the ventricles before blood can be ejected throughthe semilunar valves is called afterload. Any factor that increases afterload will increaseESV and decrease SV. Such factors include hypertension or narrowing of the arteries, asin arteriosclerosis.
Regulation of Heart RateCO depends on HR and SV. Changes in HR are important in short‐term regulation of CO.Factors that increase HR are positive chronotropic factors; those that decrease HR arenegative chronotropic factors. The most important factor controlling HR is the autonomicnervous system.

Fig. 13.19 Mechanism of norepinephrine‐induced increase in heart contractility.Norepinephrine (NE), or epinephrine, binds to β1‐adrenoreceptor on the cardiac musclefibers. That activates a G protein, which activates adenylate cyclase, thus producingcAMP. cAMP then activates protein kinase, which causes increased cytosolic Ca2+, comingboth from the extracellular space and the sarcoplasmic reticulum. Ca2+ increasescontractility.
Autonomic Nervous System RegulationThe cardiovascular center in the medulla oblongata influences HR. This center receivesinput from sensory receptors, the limbic system, and the cerebral cortex. It directs the



output from both the parasympathetic and sympathetic divisions of the autonomic nervoussystem.The cardiovascular center receives sensory input from several areas. Proprioceptorsmonitor the positions of the limbs and joints. Increased movement of joints such as duringexercise sends signals resulting in a rapid rise in HR. Chemoreceptors monitor bloodchemical changes that can lead to changes in HR. Baroreceptors are in the aortic archand carotid arteries. Sudden changes in pressure in these regions cause changes in HR.Activation of the sympathetic nervous system by either emotional or physical factorscauses increased HR. This activation occurs via the cardiovascular center, which canstimulate HR via fibers from the spinal cord that stimulate the cardiac accelerator nervesextending from the spinal cord to the SA node, AV node, and throughout the myocardium.The sympathetic nerve fibers release NE, which binds to β1 adrenergic receptors in theheart. NE accelerates the rate of depolarization of the SA node and increases Ca2+ influxinto cardiac myofibers, increasing contractility. Both effects result in enhanced pumpingof blood during systole.Although large increases in HR decrease EDV and SV, moderate increases in HR areassociated with increased contractility, which maintains SV, and therefore CO increases.Activation of the parasympathetic nervous system sends signals to the heart via the vagusnerve (cranial nerve X). The vagus nerve terminates in the SA node, AV node, and atrialmyocardium. Parasympathetic fibers release acetylcholine, which decreases thespontaneous rate of depolarization of the SA node. Parasympathetic input has little effecton contractility.
Chemical Regulation of Heart RateChemicals can have a profound effect on the heart. The major chemicals affecting theheart are hormones and cations.
HormonesEpinephrine and NE are both released from the adrenal medulla and, acting asneurohormones, increase HR and contractility. Thyroid hormones also increase HR andcontractility.
CationsExtracellular and intracellular cation concentrations are important in maintaining restingmembrane potentials. Therefore, it should come as no surprise that alterations in cationconcentrations will affect heart function. Elevated blood Na+ concentrations decrease HRand contractility by interfering with Ca2+ influx into the cardiac muscle fiber. Increasedblood K+ also decreases HR and contractility, but it does so by inhibiting the formation ofthe action potential. Increasing blood Ca2+ levels increases HR and contractility byleading to increased intracellular Ca2+.
Blood Vessels and Hemodynamics
Structure and Function of Blood VesselsThere are five main types of blood vessels: arteries, arterioles, capillaries, venules, andveins. Arteries carry blood away from the heart as they branch or diverge into smallerarterioles that then carry blood to the capillaries. Blood leaving the capillaries entersvenules, which merge into the larger veins that ultimately enter the heart.



Blood Vessel WallsExcept in the smallest vessels, there are three layers, or tunics, surrounding the bloodvessel lumen (Fig. 13.20). The tunica interna, or tunica intima, is the innermost layer. Inintimate contact with the blood, this layer contains the endothelium consisting of simplesquamous epithelium lining the lumen. These epithelial cells sit on a loose connectivetissue basement membrane called the subendothelial layer. The endothelium iscontinuous with the endocardium lining the inside of the heart.

Fig. 13.20 Differences in the structures of vessel walls of arteries and veins areillustrated.The middle layer, or tunica media, consists of a circular layer of smooth muscle andelastin. Stimulation of the vasomotor nerve fibers by the sympathetic nervous systemcauses vasoconstriction in which the lumen diameter decreases. Relaxation of the smoothmuscle results in vasodilation, or an increase in lumen diameter.The outer layer is the tunica externa, or tunica adventitia, which is composed of looselywoven collagen fibers. This layer reinforces and protects the vessels, and it is the site



where nerve fibers and lymphatic vessels enter to provide nourishment.
ArteriesThe arteries near the heart are called elastic arteries because they contain a largeproportion of elastic fibers in the tunica media. They are large in diameter, thereforeproviding little resistance to blood flow. They expand to accommodate blood ejected fromthe ventricles. As the BP decreases, these vessels recoil, thus helping to maintainpressure. They are sometimes called conducting arteries because they carry blood tomore muscular, medium‐sized vessels. Elastic arteries include the aorta, thebrachiocephalic, common carotid, subclavian, vertebral, pulmonary, and common iliacarteries.The medium‐sized arteries are called muscular arteries because they contain more muscleand less elastic fibers in the tunica media. Being more muscular, they have a greatercapacity to vasoconstrict. They are sometimes called distributing arteries because theydeliver blood to various parts of the body.
ArteriolesThe smallest of the arteries, arterioles deliver blood to the capillaries. Large arteriolescontain all three tunics, with the tunica media having considerable smooth muscle andfew elastic fibers. The smallest arterioles consist of simply a layer of endothelial cellssurrounded by scattered smooth muscle cells. A metarteriole connects an arteriole with10–100 capillaries, making a capillary bed.
CapillariesCapillaries, also called exchange vessels, are the smallest vessels. Their walls consist ofonly a tunica interna. Although capillaries are found in most places in the body, they areabsent in epithelium, the cornea and lens of the eye, and cartilage.



Fig. 13.21 Precapillary sphincters. With vasodilation (A) blood passes through thecapillary bed. With constriction of the precapillary sphincters (B) blood flow is reduced orstopped completely.True capillaries originate from arterioles or metarterioles. At their origin is a ring ofsmooth muscle called the precapillary sphincter (Fig. 13.21). When contracted, thesphincter restricts the flow of blood into the capillary bed. Normally, blood flow within acapillary bed is intermittent due to changing vasomotor tone in the precapillary sphincter.There are three types of capillaries: continuous, fenestrated, and sinusoidal (Fig. 13.22).Found in skin and muscles, the most common type is continuous, in which the endothelialcells form an uninterrupted layer with tight junctions between cells. However, there areintercellular clefts, or gaps, between neighboring cells, allowing for exchange ofnutrients. Within the brain, continuous capillaries lack intercellular clefts and thereforeform a structural barrier between the blood and brain, called the blood–brain barrier.



Fig. 13.22 Types of capillaries. (A) Continuous, (B) fenestrated, and (C) sinusoidal.Fenestrated capillaries are like continuous capillaries, but they also have pores, orfenestrations, in the endothelial cells that allow substances to move out of the vessels.Such capillaries are found in the kidneys, villi of the small intestine, choroid plexus, ciliaryprocesses of the eyes, and endocrine glands.Sinusoidal capillaries have large, irregularly shaped lumens, and their endothelial cellshave large fenestrations. They also lack a complete basement membrane, and thus theyare very leaky. Such capillaries are found in the liver, bone marrow, and lymphoid tissuessuch as the spleen, anterior pituitary, and parathyroid glands.
VenulesThe smallest venules found close to capillaries consist of a tunica interna and a tunicamedia with a few smooth muscle cells. As the venules enlarge, they may also containtunica externa.



VeinsVeins have the same three layers as arteries, but their thicknesses vary. The tunicainterna and tunica media are thinner. The tunica externa is the thickest layer, containingcollagen and elastic fibers. In the largest veins, the tunica externa also contains alongitudinal smooth muscle layer.Unlike other vessels, veins also contain venous valves (Fig. 13.23). Formed from thetunica interna, these one‐way valves point toward the heart. The contraction of skeletalmuscle during movement and increased thoracic pressure associated with respirationsqueezes the veins, forcing blood toward the heart. As the skeletal muscle relaxes, thebackflow of blood is prevented by the venous valves.Because veins have a large lumen and thin walls, they can contain a large blood volume.Because veins can contain up to 65% of blood volume, they are called capacitance vessels.
AnastomosesMost tissues receive blood from multiple arteries. The merging of these multiple sourcesresults in an anastomosis. Such mergers provide alternate routes by which tissue canreceive blood. If blood flow through one artery is prevented by an occlusion or loss of avessel, blood still goes to the tissue through an anastomosis, thus providing collateralcirculation.
Portal SystemsIn several places throughout the body, there are also vessels that link one capillary bed toanother. These are known as portal vessels. Such vessels have the histological structureof veins. The complex of two capillary beds and the intervening portal vessel is known as aportal system.



Fig. 13.23 Venous blood flow. Contraction of skeletal muscle and increased thoracicpressure due to respiration squeezes the veins, which causes the blood to move towardthe heart. The blood is prevented from flowing backward, away from the heart, by one‐way venous valves located in the veins.One such portal system, called the hypophyseal portal system, consists of a capillarynetwork in the median eminence supplied by the superior hypophyseal artery. Thiscapillary network unites to form a series of vessels that spiral around the infundibulumand carry blood to a second capillary network located in the anterior pituitary.A second example of a portal system is the hepatic portal system. The capillaries along thedigestive system deliver blood into the inferior mesenteric vein, the splenic vein, and thesuperior mesenteric vein. These all deliver blood to the hepatic portal vein, which formsfrom a fusion of the superior mesenteric and splenic veins. The hepatic portal vein thencarries blood to a capillary bed located in the liver. While carrying blood to the liver, thehepatic portal vein receives more blood from the gastric veins draining the stomach andthe cystic vein coming from the gallbladder.
Capillary ExchangeThe purpose of the circulatory system is to deliver nutrients and remove waste fromtissues. This occurs through capillary exchange, in which substances move between theblood and interstitial fluid.



DiffusionCapillary exchange generally occurs by simple diffusion, where chemicals move alongtheir concentration gradient moving from an area of higher concentration to an area oflower concentration. O2 and nutrients are generally in higher concentrations within theblood and therefore pass into the tissue; waste products are in higher concentrations inthe interstitial space and pass into the blood.In all capillaries except sinusoids, the components in the space between endothelial cellsprevent the movement of plasma proteins from leaving the capillaries. In contrast, water‐soluble chemicals, including glucose and amino acids, pass out of the capillaries throughfenestrations or intercellular clefts. Lipid‐soluble materials such as O2, CO2, and steroidhormones pass directly through the endothelial cell membranes. In liver sinusoids, thegaps between the endothelial cells are large enough to allow proteins synthesized in theliver to enter the blood.
Bulk FlowThe passive movement of large numbers of materials across a membrane is called bulkflow. Bulk flow moves from an area of higher pressure to an area of lower pressure.Diffusion accounts for most nutrient exchange across the capillary wall; bulk flow controlsblood and interstitial fluid volume. The movement of fluid and solutes from capillaries intothe interstitial space is called filtration, and the movement from interstitial fluid into thecapillaries is called reabsorption.Capillary hydrostatic pressure (HPC) is the force exerted by blood against the capillarywall. This pressure tends to force fluid out of the capillary at the arteriole end of acapillary bed. HPC is opposed by the interstitial fluid hydrostatic pressure (HPIF), whichpushes inward against the capillary. Therefore, the net hydrostatic pressure (Net HP)acting on a capillary is HPC minus HPIF. However, HPIF is generally zero, so the effectivehydrostatic pressure acting on a capillary is equal to HPC. HPC is larger at the arterial endof a capillary than at the venule end of the capillary.HPC is also opposed by the colloid osmotic pressure (OPC) or oncotic pressure. This is theosmotic pressure inside the capillary caused by the presence of large plasma proteins thatcannot leave the capillaries. The main protein responsible for OPC is albumin. OPC doesnot vary between the arterial and venule end of the capillary. Because the interstitial fluidhas a few proteins, there is also an interstitial fluid osmotic pressure (OPIF) opposing OPC.OPIF is generally only around 1 mm Hg.Net filtration pressure (NFP), which is an interaction of hydrostatic and osmoticpressures, determines the direction of movement of fluids across the capillary wall (Fig.13.23). NFP is calculated as follows:
If we assume that at the arterial end of a capillary HPC is 40 mm Hg, OPC is 25 mm Hg,and OPIF is 1 mm Hg, then:
If, at the venule end of the capillary, HPC is 20 mm Hg, OPC is 25 mm Hg, and OPIF is 1 mm Hg, then:



Fig. 13.24 Fluid flow across the capillary wall. At the arteriole end of a capillary, thehydrostatic pressure inside the capillary exceeds the oncotic pressure inside the capillary,which results in a net outward filtration pressure. In contrast, at the venule end of thecapillary, the oncotic pressure inside the capillary exceeds the outwardly directedhydrostatic pressure, causing a net inwardly directed filtration pressure. The interstitialfluid that does not return to the capillary enters the lymphatic system.Because HPC varies along the capillary, there is a net movement of materials out of thecapillary at the arterial end of the capillary and a net movement inward at the venule end.About 85% of the fluid filtered at the capillary is reabsorbed. The remaining fluid entersthe lymphatic capillaries and eventually returns to the circulation at the subclavian vein(Fig. 13.24).Lack of reabsorption or an increase in filtration leads to edema and an abnormal increasein interstitial fluid volume. Lack of reabsorption can be caused by a decreasedconcentration of plasma proteins as can be seen during liver disease, burns, malnutrition,or kidney disease. An increase in filtration can result from increased capillary pressure ordamage to the endothelial wall caused by chemical, mechanical, or bacterial agents.Edema is common in late pregnant heifers and can extend from the anterior end of theudder nearly to the brisket in extreme cases. This is related to the accumulation ofproteins and solutes in mammary secretions, lack of closure of junctions betweensecretory epithelial cells in the mammary gland, that is, materials in interstitial fluids



acting to osmotically draw water into these spaces (Fig. 13.24). The tight junctions do notbecome truly tight until very close to calving.
Factors Affecting Blood Flow
Flow, Pressure, and ResistanceBlood flow (F) refers to the volume of blood flowing through a tissue during a givenperiod. Total blood flow is equal to CO. Blood flow is directly proportional to thedifference in BP between two points and is inversely proportional to the resistance (R) toblood flow in the vessels:

Because blood vessels have a great capacity to vasoconstrict and vasodilate, R has agreater effect on F than does BP. Because total blood flow is equal to CO, CO equalsΔBP/R.
Blood PressureBlood flow occurs because of the pumping action of the heart. BP is the hydrostaticpressure exerted by the blood against the blood vessel wall. BP occurs because there isresistance to blood flow. BP is highest in the arteries and decreases as blood movesthrough the circulatory system (Fig. 13.25).BP is highest at the end of ventricular contraction, which is called systolic BP. Duringdiastole, the semilunar valves close, preventing blood from returning to the heart, and theelastic recoil in the large arteries maintains pressure that keeps blood flowing. At the endof diastole, the BP is at its lowest point, which is called diastolic BP.Pulse pressure is the difference between systolic and diastolic BP. Mean arterial pressure(MAP) is the pressure that propels blood. Because the heart spends more time in diastolethan systole, MAP is not simply the average of diastolic and systolic BP. Instead, MAP isequal to diastolic BP plus one‐third of pulse pressure:



Fig. 13.25 Blood pressure throughout the circulatory system. The pulse pressure in thelarge arteries is substantial. As the blood moves through the circulatory system, pulsepressure declines. Although capillaries have a small cross‐sectional area, blood pressuredrops in the capillary bed due to the large number of capillaries. Blood pressure withinthe veins is low.Modified from Marieb (2004).

ResistanceVascular resistance opposes blood flow and is due to the friction between blood and thevessel walls. As shown in Figure 13.25, MAP and pulse pressure decline with increasingdistance from the heart. This is due to the increased friction between the blood and vesselwalls, and the decreasing elasticity of the vessel walls farther from the heart.Vascular resistance is dependent on the size of the blood vessel lumen, blood viscosity,and total blood vessel length.



Blood Vessel LumenAs lumen size decreases, resistance to blood flow increases. Resistance is inverselyproportional to the fourth power of the lumen diameter. Therefore:

where d is the lumen diameter. A small change in blood vessel diameter results in a largechange in resistance. Decreasing the diameter of a vessel by one‐half will increaseresistance by 24, or 16‐fold. Therefore, vasodilation and vasoconstriction have a largeinfluence on vascular resistance.
Blood ViscosityBlood viscosity is affected by the concentration of erythrocytes. Increasing theerythrocyte concentration, that is, increasing the hematocrit, increases blood viscosity.This can be a result of dehydration or polycythemia. In contrast, decreased viscosity canresult from hemorrhage or anemia.
Total Blood Vessel LengthResistance to blood flow is proportional to the blood vessel length. The longer the bloodvessel, the greater the resistance. Hence, obesity in animals can result in hypertensiondue to increased length of blood vessels associated with adipose tissue.
Venous Blood ReturnBP within the veins is relatively low due to the cumulative effects of peripheral resistancethroughout the vascular system (Fig. 13.25). Therefore, there are other factors besidesthe heart that are important in venous circulation. First, the respiratory pump involvesincreases in abdominal pressure associated with inhalation. This increase in pressuresqueezes venous blood toward the heart. As abdominal pressure increases, thoracicpressure decreases during inhalation, further allowing blood to enter the right atrium.Second, there is a muscular pump that aids in venous return. As an animal moves, theskeletal muscle squeezes the veins, thus moving the blood toward the heart. As themuscles relax, the one‐way valves in the veins prevent the backflow of blood. Varicoseveins occur when the venous valves are compromised. In humans, they are most oftennoted on the lower extremities and are likely more common in older persons who haveoccupations requiring prolonged standing.
Maintaining Blood PressureThere are both short‐ and long‐term mechanisms controlling BP and blood flow. Thesemechanisms are responsible for controlling HR, SV, systemic vascular resistance, andblood volume.
Neural RegulationThe cardiovascular center is in the medulla oblongata and is responsible for controllingHR and SV. As discussed above, the cardiovascular center sends sympathetic signals viathe cardiac accelerator nerve that increase HR and contractility. Conversely,parasympathetic signals from the cardiovascular center are carried via the vagus nerveand decrease HR and contractility. The cardiovascular center also sends signals to bloodvessels via the vasomotor nerves, resulting in vasomotor tone, or a moderate amount ofconstriction within the vessels. The vasomotor tone can be altered by eithervasoconstriction or vasodilation.



The cardiovascular center is involved in two reflexes controlling BP: the baroreceptorreflex and chemoreceptor reflex.
Baroreceptor ReflexThere are pressure‐sensitive mechanoreceptors located in swellings within the internalcarotid arteries, known as the carotid sinuses, the aortic arch, and the walls of most largearteries in the neck and thorax. In response to stretching, these receptors send signalsresulting in inhibition of the cardiovascular center. This results in vasodilation and adecrease in BP. Conversely, a sudden decrease in BP results in stimulation of thecardiovascular center, a resulting vasoconstriction, and an increase in BP.This reflex is important in making rapid adjustments in BP in response to acute positionalchanges. For example, as an animal stands, the pressure in the neck may decrease. Thebaroreceptor reflex quickly increases BP to maintain adequate flow to the brain. You havelikely at least on occasion noticed a momentary dizziness when you have arisen tooquickly.
Chemoreceptor ReflexChemoreceptors located in the carotid bodies and aortic bodies monitor blood O2, CO2,and H+ concentrations. Hypoxia, acidosis, or hypercapnia (i.e., increased blood CO2)stimulates the chemoreceptors. The resulting signals stimulate sympathetic output fromthe cardiovascular center, causing vasoconstriction and increased BP.
Chemical Regulation of Blood Pressure: Short‐Term ControlThere are several hormones and neurotransmitters that have significant effects on BP.Some act directly on blood vessels, and others have differential effects on organs.
Renin–Angiotensin–Aldosterone (RAA) SystemA decrease in BP or blood flow to the kidneys causes the juxtaglomerular cells of thekidneys to secrete renin. Renin acts on angiotensinogen produced in the liver to produceangiotensin I (ANG I). As ANG I travels through the lungs, it is converted to angiotensin II(ANG II), which raises BP in two ways (Fig. 13.26). First, it causes vasoconstriction, whichincreases vascular resistance, thereby increasing BP. Second, it causes the release ofaldosterone from the adrenal cortex. Aldosterone increases sodium and waterreabsorption by the kidneys. This results in an increase in blood volume and therebyraises BP.
Epinephrine and NorepinephrineSympathetic stimulation causes the adrenal medulla to secrete both NE and epinephrine.These neurohormones increase the rate and force of heart contractions, therebyincreasing CO. They also have a differential effect on various vascularbeds, causingvasoconstriction in the skin and visceral organs, while causing vasodilation in skeletalmuscle.



Fig. 13.26 Production and action of renin. Renin is produced by the juxtaglomerular cellsin the kidney in response to low blood pressure. Renin converts angiotensinogen,produced by the liver, to angiotensin I, which is then converted to angiotensin II (ANG II)by a converting enzyme located in the lungs. ANG II acts on the adrenal cortex to causethe release of aldosterone, causing the kidneys to reabsorb Na+, thus raising bloodvolume and blood pressure. ANG II also acts directly on blood vessels causingvasoconstriction.
Antidiuretic Hormone (ADH)ADH is secreted from the posterior pituitary. It acts in the kidneys to increase waterreabsorption, and it also acts directly on blood vessels to cause vasoconstriction. Boththese effects cause an increase in BP.
Atrial Natriuretic Peptide (ANP)Atrial natriuretic peptide (ANP) is released from the atria of the heart in response to highBP, that is, stretching of the atria. This hormone decreases sodium reabsorption from thekidneys, thereby decreasing water reabsorption from the kidneys. This results indecreased blood volume and BP.
Endothelial‐Derived FactorsSeveral chemicals affecting vasomotor tone are produced from the endothelial lining ofblood vessels. Endothelin release is stimulated by angiotensin II, ADH, thrombin,cytokines, reactive oxygen species, and shearing forces acting on the vascularendothelium. Its release is inhibited by NO, prostacyclin, and ANP. Endothelin causesvasoconstriction (Fig. 13.27).Endothelial cells also release a potent vasodilator called NO. Originally called endothelial‐derived relaxation factor, NO is a gas produced in response to high BP, acetylcholine, and



bradykinin. It diffuses to the neighboring smooth muscle cells, where it causes theproduction of cGMP, resulting in relaxation and vasodilation.
Inflammatory ChemicalsErythemia, or vasodilation, is associated with inflammation. Several chemicals areinvolved in this response, including histamine, prostacyclin, and kinins. This responseallows monocytes and neutrophils to leave the bloodstream and move toward the site ofinflammation.

Fig. 13.27 Endothelin production and action. Endothelin is produced by endothelial cellslining the blood vessels. Various stimuli activate endothelin‐converting enzyme (ECE),which converts pro‐endothelin‐1 (Pro‐ET1) to endothelin‐1 (ET‐1). ET‐1 diffuses tovascular smooth muscle cells and binds to the ETA receptors. These receptors are coupledto a G‐protein that activates phospholipase C (PLC), which results in the production ofinositol triphosphate (IP3). IP3 causes the release of ETA Ca2+ from the endoplasmicreticulum, which leads to smooth muscle contraction.
Renal Regulation of Blood Pressure: Long‐Term ControlAlthough most short‐term BP control mechanisms work by altering peripheral resistance,long‐term renal control alters blood volume (Fig. 13.27). Blood volume has a direct effecton CO, and therefore affects BP. An increase in EDV increases CO, thus increasing BP(Fig. 13.28).



Direct Renal MechanismAn increase in BP or blood volume causes an increased filtration rate in the kidney. As thefiltration rate exceeds the kidney tubules reabsorption rate, more urine is produced,resulting in increased fluid loss and decreased blood volume.
Indirect Renal MechanismIf arterial BP declines, the kidneys release the enzyme renin into the bloodstream. Asshown in Figure 13.26, renin induces angiotensin II (ANG II) production. ANG II has threeeffects that increase BP. First, it causes vasoconstriction. Second, it stimulates theadrenal cortex to secrete aldosterone, a hormone that stimulates sodium reabsorptionfrom the kidney tubules. Third, ANG II stimulates ADH release from the posteriorpituitary. ADH increases water reabsorption from the kidney tubules. Increased sodiumand water reabsorption from the kidneys leads to increased blood volume and BP.
Autoregulation of Blood PressureLocal oxygen needs to change throughout the body. To accommodate these local needs,capillary beds can alter their vasomotor tone in response to local physical and chemicalfactors.
Physical FactorsIncreased local temperature, such as during inflammation or exercise, causesvasodilation. Decreased local temperature causes vasoconstriction. In addition, thesmooth muscles in arteriole walls display myogenic responses, in which increased stretchcauses enhanced contraction while decreased stretch causes relaxation. Such responseshelp regulate local blood flow as follows: if arteriole blood flow decreases, the arteriolewall is stretched less, resulting in smooth muscle relaxation and vasodilation. Thevasodilation then increases blood flow through the arteriole.



Fig. 13.28 Renal control of blood pressure.
Chemical FactorsCells such as platelets, blood cells, smooth muscle, macrophages, and endothelial cellsrelease a variety of chemicals that modify blood vessel diameter. Metabolically derivedvasodilators include K+, H+, lactic acid, and ATP. Other tissue‐synthesized vasodilatorsinclude NO produced by endothelial cells, histamine from mast cells, and monocytes andkinins produced during inflammation. Vasoconstrictors include thromboxane A2 andserotonin from platelets, superoxide radicals, and endothelins from endothelial cells.Note that the systemic and pulmonary circulatory systems respond differently to changesin O2 levels. Systemic blood vessels dilate in response to low O2, whereas pulmonaryblood vessels constrict. Therefore, systemic vessels dilate to deliver more O2 to neededareas while pulmonary vessels constrict so that blood is diverted from poorly ventilatedalveoli.
Shock and HomeostasisCirculatory shock includes any condition in which blood vessels are unable to deliveradequate O2 and nutrients to meet cellular needs. This results in hypoxia in the affectedtissue, leading to a switch to anaerobic metabolism, lactic acid accumulation, and possiblytissue death.



Types of ShockThe most common type of shock is hypovolemic shock resulting from massive blood loss.Blood loss can occur internally from the rupture of an artery, or externally from trauma.Excessive loss of body fluids such as occurs in profuse sweating, diarrhea, or vomiting canalso cause hypovolemic shock. Treatment involves the restoration of fluids.Cardiogenic shock occurs when the heart fails to adequately pump. This can be caused bya myocardial infarction, ischemia of the heart, heart valve problems, impairedcontractility of the heart, or arrhythmias.Vascular shock is a result of abnormal expansion of the vascular bed. Although there is nochange in blood volume, there is a drastic drop in peripheral resistance leading to a dropin BP. Causes can include anaphylactic shock from an allergic reaction or neurogenicshock resulting from head trauma damaging the cardiovascular center. Another cause canbe septic shock resulting from bacterial toxins.
Circulatory Routes
Pulmonary CirculationThe pulmonary circulation functions to carry deoxygenated blood to the alveoli (air sacs)in the lungs where gas exchange occurs (Fig. 13.29). The blood picks up oxygen inexchange for carbon dioxide. The blood is pumped from the right ventricle into thepulmonary trunk, which then divides into the right and left pulmonary arteries. Thepulmonary arteries divide into lobar arteries following the bronchi into the lungs. Theythen branch, eventually forming pulmonary capillaries in the air sacs. These capillarybeds drain into the pulmonary veins. The pulmonary veins return to the left atria fromwhich the blood enters the left ventricle and is then delivered to the body.
Systemic CirculationSystemic circulation includes vessels that deliver oxygenated blood from the left ventriclethroughout the body and return deoxygenated blood to the right atrium (Fig. 13.30). Thesystemic circulatory system includes vessels supplying the tissue needs of the lungs, aswell as all the remaining tissues in the body. Therefore, while the pulmonary circulatorysystem supplies blood only to the gas exchange portion of the lungs, the systemiccirculation must supply blood to every tissue of the body. This is why the left ventricle hasa thicker muscular wall than the right ventricle.Systemic circulation begins with blood traveling through the aorta and ends with theblood returning via the superior vena cava, inferior vena cava, or coronary sinus.The aorta has four major divisions: the ascending aorta, arch of the aorta, thoracic aorta,and abdominal aorta. The ascending aorta emerges from the left ventricle and runsposterior to the pulmonary trunk. It gives rise to two coronary arteries that supply themyocardium (Fig. 13.31). It then curves left, giving rise to the aortic arch. It thencontinues caudally running close to the vertebral bodies. As it courses caudally, it is calledthe thoracic aorta until it passes through the diaphragm becoming the abdominal aorta.The aortic arch is a continuation of the ascending aorta. It gives rise to three majorarteries: the brachiocephalic trunk, the left common carotid, and the left subclavian (Fig.13.32). The brachiocephalic trunk gives rise to the right subclavian artery and rightcommon carotid artery. These vessels provide the arterial supply to the head, neck, frontlimbs, and a portion of the thoracic spine (Fig. 13.32).



Fig. 13.29 Schematic diagram of pulmonary circulation. The pulmonary circulationcarries deoxygenated blood to the lungs where the blood picks up oxygen in exchange forcarbon dioxide. The blood returns to the left side of the heart where it enters the systemiccirculation.



Fig. 13.30 Schematic diagram of systemic circulation. Blood delivered to the left side ofthe heart from the pulmonary circulation (pulmonary circulation has been omitted fromthis figure) leaves via the aorta to be circulated throughout the body. After passingthrough the capillary beds, the blood returns to the right side of the heart via the superioror inferior vena cava.



Fig. 13.31 Ascending aorta. The ascending aorta begins at the aortic valve and ascendsdorsal to the aortic arch. It gives rise to vessels supplying the heart.



Fig. 13.32 Aortic arch. The thoracic aorta gives rise to visceral and parietal branchessupplying the thorax wall and viscera (Fig. 13.30). The abdominal aorta supplies theabdominal walls and viscera. It ends in the right and left common iliac arteries supplyingthe pelvis and hind limbs (Fig. 13.33).



Fig. 13.33 Thoracic and abdominal aorta.



Chapter Summary
1. The cardiovascular system (cardio = heart; vascular = blood vessels) consists of threecomponents: blood, heart, and blood vessels.

Functions and Composition of Blood
Functions of Blood

1. The study of blood, blood‐forming tissues, and blood disorders is called hematology.2. Blood is a connective tissue consisting of materials suspended in a matrix calledplasma.3. Blood has three main functions: transportation, regulation, and protection.
Transportation

1. Blood transports O2 and CO2 between the lungs and tissues. Blood transportsnutrients from the gastrointestinal tract to the liver and other cells, hormones, andwaste products from cells to excretory sites, including the liver, kidneys, and skin, andheat throughout the body.
Regulation

1. Blood helps regulate pH, body temperature, and osmotic pressure by maintainingblood protein and electrolyte levels.
Protection

1. Some blood cells are phagocytic while others produce antibodies. Blood proteins suchas complements and interferons are important in immunity.2. Blood helps maintain homeostasis by clotting to prevent blood loss.
Physical Characteristics of Blood

1. Blood contains both cellular and liquid components.2. Blood can be separated into three distinct compartments. When centrifuged, theformed elements move toward the bottom of the tube while plasma appears on top. Atthe bottom will be the erythrocytes over which will be a buffy coat. This layer containsleukocytes, or WBCs, and platelets, which are cell fragments.3. The percentage of erythrocytes in blood is called the hematocrit. An abnormally highhematocrit is called polycythemia. Conversely, a low hematocrit indicates anemia.4. In dogs and horses, the spleen stores erythrocytes. Horses can store up to 50% of theerythrocytes in the spleen.
Plasma

1. Consisting of over 90% water, plasma also contains nutrients, gases, hormones, wasteproducts, electrolytes, and proteins.2. Plasma proteins are the most abundant plasma solute. They can function as carriersfor other nutrients such as transferrin that carries iron, act in immunity



(immunoglobulins), and help in blood clotting (fibrinogen).3. The liver synthesizes most plasma proteins.
Type of Blood Cells

1. Formed elements of blood include erythrocytes (RBCs), leukocytes (WBCs), andplatelets.
Erythrocytes

1. Erythrocytes, approximately 7–8 μm in diameter, are shaped like biconcave discs, thusincreasing their surface area to volume ratio. Erythrocytes in mammalian species lacka nucleus and organelles while avian RBCs are nucleated.2. Erythrocytes are filled with hemoglobin that functions in oxygen transport.3. Most carbon dioxide is transported in the plasma as bicarbonate.4. Erythrocytes live for about 120 days. Damaged erythrocytes are removed fromcirculation by fixed phagocytic macrophages in the spleen, bone marrow, and liver.
Leukocytes

1. Leukocytes, also called WBCs, generally account for only 1% of the blood volume butare an important component of the immune system.2. WBCs are grouped into either granulocytes or agranulocytes. Granulocytes includeneutrophils, eosinophils, and basophils. Agranulocytes include lymphocytes andmonocytes.
Granulocytes

1. Neutrophils account for 50–70% of WBCs and are the first cells to be attracted bychemotaxis to leave the bloodstream. Neutrophils phagocytize these foreign cells, andthen undergo a process called a respiratory burst, and then die.2. Eosinophils account for 2–4% of all leukocytes and function against parasitic wormsthat are too large to phagocytize.3. Basophils account for only 0.5–1.0% of leukocytes and when bound to immunoglobulinE, these cells release histamine. Histamine is an anti‐inflammatory chemical thatcauses vasodilation and attracts other WBCs to the site.
Agranulocytes

1. Lymphocytes account for 25% of the WBCs.2. Monocytes account for 3–8% of leukocytes. After leaving the bloodstream, monocytesbecome macrophages.
Platelets

1. Platelets, which are fragments of cells, coalesce at the site of injury and form aplatelet plug. Chemicals released from their granules aid in blood clotting.
Formation of Blood Cells

1. The formation of new blood cells is called hemopoiesis, or hematopoiesis. Before birth,hemopoiesis begins in the yolk sac and later occurs in the liver, spleen, thymus, and



lymph nodes of the fetus. After birth, it occurs in red bone marrow.2. Within the red bone marrow are pluripotent stem cells, which differentiate intodifferent blood cells, macrophages, reticular cells, mast cells, and adipocytes.3. Erythrocyte formation: Erythropoiesis is the production of erythrocytes.Hematopoietic stem cells divide to produce myeloid stem cells that transform intoproerythroblasts. Proerythroblasts give rise to erythroblasts, which synthesizehemoglobin, and then are transformed into normoblasts. When the normoblastcontains about 34% hemoglobin, it ejects most of its organelles becoming areticulocyte, the precursor of erythrocytes.4. EPO, produced mostly in the kidney, stimulates erythropoiesis.5. Leukocyte formation: Hematopoietic stem cells produce lymphoid stem cells, whichproduce T and B lymphocytes. Leukopoiesis is the production of WBCs.6. Platelet formation: Platelet formation is stimulated by the hormone TPO. TPO causesmyeloid stem cells to develop into megakaryocyte‐colony‐forming cells, which thenbecome megakaryoblasts. Megakaryoblasts are large cells that later splinter into2000–3000 fragments.
Formed Elements and Blood Cells in Birds

1. Formed elements of blood in birds include erythrocytes, leukocytes, andthrombocytes, the avian equivalent of platelets.2. Avian granulocytes include eosinophils, basophils, and heterophils (equivalent tomammalian neutrophils). Avian agranulocytes include lymphocytes and monocytes.3. Thrombocytes: Thrombocytes are found in birds, reptiles, amphibians, and fish. Unlikeplatelets, they are nucleated. There remains debate whether avian thrombocytes arisefrom antecedent mononucleated cells or multinucleated cells. Avian thrombocyteshave a similar function to mammalian platelets.4. Heterophils: Heterophils function similar to mammalian neutrophils.
Hemostasis

1. Hemostasis is a series of responses that stop bleeding. Hemostasis entails threemechanisms: (1) vascular spasms, (2) platelet plug formation, and (3) blood clotting(coagulation).
Vascular Spasm

1. When blood vessels become injured, the vessels constrict. This vascular spasm istriggered by injury to the vascular smooth muscle, chemicals released fromendothelial cells and platelets, and reflexes involving local pain receptors.
Platelet Plug Formation

1. Platelets contain several chemicals, including clotting factors, ADP, ATP, Ca2+,serotonin, enzymes that produce thromboxane A2, fibrin‐stabilizing factor, and PDGF.2. Platelet plug formation involves: (1) platelet adhesion, (2) platelet release reaction,(3) platelet aggregation, and (4) platelet plug.



Blood Clotting
1. When blood clots, it forms a straw‐colored liquid called serum and a gel‐like masscalled a clot.2. Clotting, or coagulation, involves a series of chemical reactions resulting in fibrinthread formation.3. The formation of a clot in an unbroken blood vessel is called a thrombosis. These oftenlodge in the lungs producing a pulmonary embolism.4. Clotting consists of three stages: (1) two pathways, called the intrinsic and extrinsicpathways, that lead to the production of prothrombinase, (2) conversion ofprothrombin to thrombin, catalyzed by prothrombinase, and (3) thrombin catalyzesthe conversion of fibrinogen into insoluble fibrin.5. Both the intrinsic and extrinsic pathways use a common pathway after the activationof factor X. Prothrombin is converted to thrombin by prothrombinase. Thrombin thencatalyzes the conversion of fibrinogen to fibrin.

Clot Retraction and Repair
1. The clot becomes more stable through a process called clot retraction. Plateletscontain actin and myosin, which begin to contract, like muscle contraction. Thisplatelet contraction pulls on surrounding fibrin strands, squeezing serum from theclot and pulling the ruptured edges of the vessel closer together.

Fibrinolysis
1. A clot is not permanent. Following healing, the clot is removed by a process offibrinolysis. The major clot‐busting enzyme is plasmin, which is produced when theblood protein plasminogen is activated by tissue plasminogen activator secreted byendothelial cells.

Blood Groups and Cross Matching
1. On the surface of erythrocytes are various glycoproteins and glycolipids that act asantigens. In humans, the most common blood groups are the ABO blood group and theRh blood group, whereas animals have a variety of different blood groups.2. Cattle have 11 major blood group systems, including A, B, C, F, J, L, M, R, S, T, and Z.The B group has over 60 different antigens. The J antigen is not a true antigen butinstead is a lipid found in body fluids that adhere to erythrocytes.3. In dogs, the antigen groups or blood types are known as the DEA system. They includeDEAs 1.1, 1.2, and 3–8. DEAs 1.1 and 1.2 account for 60% of the canine population.4. Cats have three AB blood groups. Type A is the most common accounting for 95% ofshort‐ and long‐hair domestic cats. Type B is less frequent, and type AB is rare.5. In sheep, there are seven blood groups, including A, B, C, D, M, R, and X. The B groupis highly polymorphic, and the R system is like the J system in cattle.6. Five blood groups have been identified in goats: A, B, C, M, and J, with J being likethat of cattle.

The Heart
1. The heart is an inverted cone‐shaped structure located in the mediastinum.



Coverings of the Heart
1. The heart is enclosed within a double‐layered sac made up of the outer fibrouspericardium (parietal layer) and the inner serous pericardium (visceral layers). Thepericardial cavity between the serous layers contains lubricating serous fluid.2. Inflammation of the pericardium is called pericarditis. This results in decreasedproduction of serous fluid and a roughened serous membrane.

Layers of the Heart Wall
1. The heart wall consists of three layers: the epicardium, myocardium, andendocardium. The epicardium is the outermost layer and is the visceral layer of thepericardium. The middle layer, or myocardium, is cardiac muscle and makes up thebulk of the heart. The innermost endocardium is a thin layer of connective tissueproviding a smooth lining for the chambers of the heart and valves.

Heart Chambers and Vessels
1. The heart has four chambers. Two atria located superiorly, receive blood and pump itto the ventricles. Two ventricles located posteriorly pump the blood away from theheart.2. Blood enters the right atrium from three veins: (1) the superior vena cava returnsblood from the body regions in front of the diaphragm, (2) the inferior vena cavareturns blood from areas posterior of the diaphragm, and (3) the coronary sinuscollects blood draining the myocardium. Blood passes from the right atrium into theright ventricle through the tricuspid valve.3. Blood enters the left atrium via four pulmonary veins. Blood passes from the leftatrium to the left ventricle via the bicuspid, or mitral, valve.4. The right ventricle wall is thinner than the left because it only must pump bloodthrough the lungs, whereas the left ventricle pumps blood to the body via the aorta,the largest artery in the body.5. Blood leaves the right ventricle via the pulmonary valve and the left ventricle via theaortic valve.6. Inside the ventricles are the papillary muscles, which serve as attachments for thechordae tendineae, attaching to the AV valves. The papillary muscles and chordaetendineae assist in valve function.

Pathway of Blood Through the Heart
1. The pulmonary circuit carries blood to and from the lungs while the systemic circuittransports blood throughout the remainder of the body.2. The AV valves lie between the atrium and ventricles. When the ventricles contract,pressure in the ventricles increases pushing blood back toward the atria, thus closingthe valves.3. The semilunar valves include the aortic and pulmonary valves, which allow blood topass from the ventricles into the aorta and pulmonary vein, respectively. These valvesare made of three crescent moon‐shaped cusps.4. There are no valves located at the entrance of the venae cavae into the right atrium orpulmonary veins into the left atrium.



Systemic, Pulmonary, and Coronary Circulation
Pulmonary Circulation

1. Pulmonary circulation transports deoxygenated blood from the right ventricle to thelungs where it picks up O2 while delivering CO2. The right side of the heart isresponsible for the pulmonary circuit.
Systemic Circulation

1. Systemic circulation distributes oxygenated blood throughout the body. Blood ispumped from the left ventricle into the aorta.
Coronary Circulation

1. Blood leaves the aorta and passes into the left and right coronary arteries arising atthe base of the aorta and encircling the heart in the AV groove.2. The left coronary artery has two branches. The anterior interventricular arterysupplies the interventricular septum and ventral walls of both ventricles. Thecircumflex artery supplies the left atrium and dorsal walls of the left ventricle.3. The right coronary artery also divides into two branches. The marginal artery suppliesthe lateral right side of the heart while the posterior interventricular artery travels tothe heart apex and supplies the posterior ventricular walls.
Cardiac Muscle and the Cardiac Conduction System
Cardiac Muscle

1. Cardiac muscle is also called involuntary, striated muscle. Cardiac muscle fibers areshorter and less circular than skeletal muscle fibers and generally contain a singlenucleus.2. Cardiac muscle fibers connect with neighboring fibers via thickening of thesarcolemma called intercalated discs. These discs contain desmosomes and gapjunctions. The gap junctions allow the cardiac muscle fibers to act as a functionalsyncytium so that the atria and ventricles can contract as a unit.3. Cardiac muscle fibers contain larger, more numerous mitochondria than skeletalmuscle. The T tubules in cardiac muscle fibers are wider and less abundant than inskeletal muscle. The SR is also less extensive in cardiac muscle fibers.
The Conduction System

1. The heart contains specialized cardiac muscle fibers called autorhythmic fibers thatcan self‐generate an action potential.2. There are specialized cardiac muscle fibers that form a conduction system thatprovides a path for electrical excitation to travel throughout the heart.3. The SA node is in the wall of the right atria and is the pacemaker. Depolarization ofthe SA node results in an action potential that is propagated throughout the atria. Theaction potential reaches the AV node, which delays the action potential by about 0.1 seconds before traveling to the ventricles. From the AV node, the action potentialmoves to the AV bundle also called the bundle of His. The right and left branchescarry the action potential to the Purkinje fibers, which complete the pathway to theheart apex and then turn superiorly, running up the outer walls of the ventricles



toward the atria. Purkinje fibers supply the papillary muscles as well as theventricular muscles.
Mechanisms of Heart Contraction

1. Action potentials generated in the heart by the SA node travel throughout the heartvia the conduction system.2. As a cardiac muscle fiber is stimulated by an action potential, voltage‐gated fast Na+channels open. This allows a rapid influx of Na+ from the extracellular fluid thatresults in depolarization.3. Plateau stage: As the voltage‐gated fast Na+ channels close, voltage‐gated slow Ca2+channels open in the sarcolemma and SR. The influx of Ca2+ from the extracellularspace (20%) causes a large release (80%) of Ca2+ from the SR. Simultaneously, themembrane permeability to K+ decreases. As a result, the membrane remainsdepolarized at around 0 mV for about 0.25 seconds, compared to about 0.001 secondsin skeletal muscle.4. After the relatively long plateau phase, voltage‐gated K+ channels open, allowingpotassium ions to flow out of the cell, and the membrane to repolarize.5. The refractory period, or time during which the next contraction cannot be triggered,is relatively long in cardiac muscle compared to skeletal muscle. The refractory periodprevents cardiac muscle from developing tetanus.6. The mechanism of contraction of cardiac muscle fibers is like that in skeletal musclefibers.
ATP Production

1. Cardiac muscle relies almost entirely on aerobic respiration. Therefore, cardiacmuscle needs a continuous supply of O2, which arrives via the coronary circulation oris released from myoglobin inside the cardiac muscle fibers.2. Cardiac muscle also contains creatine phosphate, which can be used to produce ATP.
Electrocardiogram

1. A recording of these electrical activities in the heart is called an electrocardiogram(ECG or EKG).2. A typical ECG has three characteristic waves with each heartbeat. The first, or Pwave, reflects atrial depolarization.3. The second wave, or QRS complex, represents ventricular depolarization. Its shape iscomplex because of the movement of the wave of depolarization.4. The third wave is the T wave and represents ventricular repolarization.
Heart Sounds

1. While four sounds are created during each heartbeat, two of these sounds are clearlyaudible. These sounds are typically described as lub‐dup.2. The first sound, lub, is the AV valve closing. The dup sound is caused by the semilunarvalves closing at the beginning of ventricular diastole.3. Heart murmurs include clicking, rushing, or gurgling sounds. Heart murmursgenerally indicate a valve disorder.



The Cardiac Cycle
1. The events associated with the movement of blood during one heartbeat are called thecardiac cycle. The contraction and relaxation periods are called systole and diastole,respectively.2. While the heart is relaxed, blood passively returns to the atria and into the ventriclesthrough the opened AV valves. Approximately 70% of ventricular filling occurs duringthis time.3. During atrial systole, the atria contract while the ventricles remain relaxed. Thevolume of blood in the ventricles is referred to as the EDV.4. The ventricles contract, appearing as the QRS complex on an ECG. Ventricularpressure increases causing the AV valves to close. When ventricular pressure exceedsthe pressure in the large arteries, the semilunar valves are forced open leading to theventricular ejection phase.5. The ventricles relax, and the amount of blood remaining in the ventricles is referred toas the ESV. As the pressure in the ventricles decreases, blood in the aorta andpulmonary arteries begins to return to the heart, causing closure of the semilunarvalves.

Cardiac Output
1. The amount of blood pumped by either the right or left ventricle per minute is calledthe CO. CO is equal to SV, the amount of blood pumped by the ventricle perheartbeat, multiplied by the HR.2. SV is equal to EDV minus ESV.

Regulation of Stroke Volume
1. The heart will pump all the blood returning from the body during systole. Threefactors regulate SV: preload, contractility, and afterload.2. Preload is the amount of stretch on the heart before contraction. Within limits, agreater stretch of the heart results in more forceful contraction (Frank‐Starling law ofthe heart).3. Contractility is the strength of contraction at a given preload and is independent ofmuscle stretch and EDV. Substances that increase contractility are called positiveinotropic agents while those that decrease contractility are called negative inotropicagents.4. The pressure that must be exceeded by the ventricles before blood can be ejectedthrough the semilunar valves is called afterload. Factors that increase afterload willincrease ESV and decrease SV.

Regulation of Heart Rate
1. Factors that increase HR are positive chronotropic factors while those that decreaseHR are negative chronotropic factors. The most important factor controlling HR is theautonomic nervous system.

Autonomic Nervous System Regulation
1. The cardiovascular center in the medulla oblongata influences HR. This centerreceives input from sensory receptors, the limbic system, and the cerebral cortex.



2. Proprioceptors monitor the positions of the limbs and joints. Chemoreceptors monitorblood chemical changes that can lead to changes in HR. Baroreceptors located in theaortic arch and carotid arteries monitor sudden changes in pressure in these regions.3. Activation of the sympathetic nervous system increases HR. The sympathetic nervefibers release NE, which binds to β1 adrenergic receptors in the heart.4. Activation of the parasympathetic nervous system releases acetylcholine, whichdecreases the spontaneous rate of depolarization of the SA node.
Chemical Regulation of Heart Rate

1. Epinephrine and NE increase HR and contractility.2. Thyroid hormones also increase HR and contractility.3. Elevated blood Na+ or K+ concentrations decrease HR and contractility. Increasingblood Ca2+ levels increases HR and contractility.
Blood Vessels and Hemodynamics
Structure and Function of Blood Vessels

1. Except in the smallest vessels, there are three layers, or tunics. These are the tunicainterna, or tunica intima, the innermost layer. The middle layer, or tunica media,consists of a circular layer of smooth muscle and elastin. The outer layer is the tunicaexterna, or tunica adventitia, which reinforces and protects the vessels.2. There are five main types of blood vessels: arteries, arterioles, capillaries, venules,and veins.
Arteries

1. The arteries near the heart are called elastic arteries because they contain a largeproportion of elastic fibers in the tunica media. They are sometimes called conductingarteries because they carry blood to more muscular, medium‐sized vessels.2. The medium‐sized arteries are called muscular arteries because they contain moremuscle and less elastic fibers in the tunica media. They are sometimes calleddistributing arteries.
Arterioles

1. The smallest of the arteries, arterioles deliver blood to the capillaries.
Capillaries

1. Capillaries, also called exchange vessels, consist of only a tunica interna. At theirorigin is a ring of smooth muscle called the precapillary sphincter.2. There are three types of capillaries: continuous, fenestrated, and sinusoidalcapillaries. In continuous the endothelial cells form an uninterrupted layer with tightjunctions between cells. Within the brain, continuous capillaries lack intercellularclefts and therefore form a structural barrier between the blood and brain, called theblood–brain barrier.3. Fenestrated capillaries are like continuous capillaries, but also have pores, orfenestrations, in the endothelial cells that allow substances to move out of the vessels.



4. Sinusoidal capillaries have large, irregularly shaped lumens, and their endothelialcells have large fenestrations.
Veins

1. Veins have the same three layers as arteries, but the tunica interna and media arethinner.2. Veins also contain venous valves. The backflow of blood is prevented by venousvalves.3. Because veins can contain up to 65% of blood volume, they are called capacitancevessels.
Portal Systems

1. When one capillary bed is linked to another it is called a portal system.2. The hypophyseal portal system consists of a capillary network in the median eminencesupplied by the superior hypophyseal artery. This network carries blood from theinfundibulum to the anterior pituitary.3. The hepatic portal system carries blood from the digestive system to the liver.
Capillary Exchange
Diffusion

1. Capillary exchange generally occurs by simple diffusion. Water‐soluble chemicals,including glucose and amino acids, pass out of the capillaries through fenestrations ofintercellular clefts. Lipid‐soluble materials such as O2, CO2, and steroid hormonespass directly through the endothelial cell wall.
Bulk Flow

1. The passive movement of large numbers of materials across a membrane is calledbulk flow. Diffusion accounts for most nutrient exchange across the capillary wallwhile bulk flow is what controls blood and interstitial fluid volume.2. The movement of fluid and solutes from capillaries into the interstitial space is calledfiltration while the movement from interstitial fluid into the capillaries is calledreabsorption.3. Capillary hydrostatic pressure (HPC) tends to force fluid out of the capillary at thearteriole end of a capillary bed. HPC is opposed by the interstitial fluid hydrostaticpressure (HPIF), which pushes inward against the capillary. Therefore, the nethydrostatic pressure (Net HP) is HPC minus HPIF.4. HPC is also opposed by the colloid osmotic pressure (OPC) or oncotic pressure.Because the interstitial fluid has a few proteins, there is also an interstitial fluidosmotic pressure (OPIF) opposing OPC.5. NFP is calculated as follows:



Factors Affecting Blood Flow
1. Blood flow (F) refers to the volume of blood flowing through a tissue during a givenperiod. Blood flow is directly proportional to the difference in BP between two pointsand is inversely proportional to the resistance (R) to blood flow.

Blood Pressure
1. BP is highest at the end of ventricular contraction, called systolic BP. At the end ofdiastole, BP is at its lowest point, called diastolic BP.2. Pulse pressure is the difference between systolic and diastolic BP. MAP is equal todiastolic BP plus one‐third of pulse pressure.

Resistance
1. Vascular resistance is dependent on the size of the blood vessel lumen, bloodviscosity, and total blood vessel length.2. As lumen size decreases, resistance to blood flow increases.3. Increasing the erythrocyte concentration increases blood viscosity. In contrast,decreased viscosity can result from hemorrhage or anemia.4. Resistance to blood flow is proportional to the blood vessel length. Hence, obesity inanimals can result in hypertension due to increased length of blood vessels associatedwith adipose tissue.

Venous Blood Return
1. BP within the veins is relatively low due. Therefore, other factors besides the heartare important in venous circulation.2. The respiratory pump involves increases in abdominal pressure associated withinhalation. This increase in pressure squeezes venous blood toward the heart.3. As an animal moves, the skeletal muscle (muscular pump) squeezes the veins, thusmoving the blood toward the heart.

Maintaining Blood Pressure
1. There are both short‐ and long‐term mechanisms controlling BP and blood flow.

Neural Regulation

1. The cardiovascular center sends sympathetic and parasympathetic signals via thecardiac accelerator nerve and vagus nerve, respectively, which affect heart rate andcontractility.2. The cardiovascular center also sends signals to blood vessels via the vasomotornerves, resulting in vasomotor tone.3. The cardiovascular center is involved in two reflexes controlling BP: the baroreceptorreflex and chemoreceptor reflex.4. There are pressure‐sensitive mechanoreceptors located in dilations within the internalcarotid arteries, known as the carotid sinuses, the aortic arch, and the walls of most



large arteries in the neck and thorax. The stretch of these receptors sends signalsresulting in inhibition of the cardiovascular center (baroreceptor reflex).5. Chemoreceptors located in the carotid bodies and aortic bodies monitor blood O2,CO2, and H+ concentrations. Hypoxia, acidosis, or hypercapnia (i.e., increased bloodCO2) stimulate the chemoreceptors (chemoreceptor reflex).
Chemical Regulation of Blood Pressure: Short‐Term Control

1. Renin–angiotensin–aldosterone (RAA) system: A decrease in BP or blood flow to thekidneys causes the juxtaglomerular cells of the kidneys to secrete renin, which causesthe production of angiotensin II (ANG II). ANG II causes vasoconstriction and therelease of aldosterone from the adrenal cortex. Aldosterone increases sodium andwater reabsorption by the kidneys.2. Sympathetic stimulation causes the adrenal medulla to secrete both NE andepinephrine, which increase the rate and force of heart contractions, therebyincreasing CO.3. Antidiuretic hormone (ADH): ADH is secreted from the posterior pituitary, whichincreases water reabsorption from the kidneys, and acts directly on blood vessels tocause vasoconstriction.4. ANP: ANP is released from the atria of the heart in response to high BP and causesdecreased sodium reabsorption from the kidneys.5. Endothelial‐derived factors: Endothelin release is stimulated by angiotensin II, ADH,thrombin, cytokines, reactive oxygen species, and shearing forces acting on thevascular endothelium. Its release is inhibited by NO, prostacyclin, and ANP.Endothelin causes vasoconstriction. Endothelial cells also release a potent vasodilatorcalled NO.6. Inflammatory chemicals: Erythemia, or vasodilation, is caused by histamine,prostacyclin, and kinins.
Renal Regulation of Blood Pressure: Long‐Term Control

1. Direct renal mechanism: An increase in BP or blood volume causes an increasedfiltration rate in the kidney. This causes more urine production, resulting in increasedfluid loss and decreased blood volume.2. Indirect renal mechanism: If arterial BP declines, the kidneys release the enzymerenin into the bloodstream. Rennin induces angiotensin II, which increases BP.
Autoregulation of Blood Pressure

1. Physical factors: Increased and decreased local temperature, such as changes inenvironmental temperature, causes vasodilation or vasoconstriction, respectively.2. Increased stretch causes enhanced contraction while decreased stretch causesrelaxation of blood vessel walls (myogenic response).3. Chemical factors: Metabolically derived vasodilators include K+, H+, lactic acid, andATP. Other tissue‐synthesized vasodilators include NO, produced by endothelial cells,histamine from mast cells, and monocytes, and kinins produced during inflammation.Vasoconstrictors include thromboxane A2 and serotonin from platelets, superoxideradicals, and endothelins from endothelial cells.



Shock and Homeostasis
1. Circulatory shock includes any condition in which blood vessels are unable to deliveradequate O2 and nutrients to meet cellular needs.

Types of Shock

1. The most common type of shock is hypovolemic shock resulting from massive bloodloss.2. Cardiogenic shock occurs when the heart fails to adequately pump.3. Vascular shock is a result of abnormal expansion of the vascular bed.
Circulatory Routes
Pulmonary Circulation

1. The pulmonary circulation functions to carry deoxygenated blood to the alveoli (airsacs) in the lungs where gas exchange occurs. The blood is pumped from the rightventricle into the pulmonary trunk, which then divides into the right and leftpulmonary arteries. Respiratory capillary beds drain into the pulmonary veins, whichreturn to the left atria.
Systemic Circulation

1. The systemic circulation includes vessels that deliver oxygenated blood from the leftventricle, throughout the body, and return deoxygenated blood to the right atrium.2. Systemic circulation begins with blood traveling through the aorta and ends with theblood returning via the superior vena cava, inferior vena cava, or coronary sinus.3. The aorta has four major divisions: the ascending aorta, arch of the aorta, thoracicaorta, and abdominal aorta.
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14
Respiratory System

IntroductionAs animals evolved from single‐celled organisms tomultilayered organisms, it became impossible for oxygen todiffuse effectively to all cells. Consequently, systemsevolved to deliver oxygen and nutrients and eliminatewaste products. The development of the respiratory andcirculatory systems solved these problems. The functions ofthe respiratory system include gas exchange, regulatingblood pH, olfaction, filtering inspired air, producingsounds, and elimination of water and heat via expired air.The primary function of the respiratory system is the intakeof oxygen and elimination of carbon dioxide from the body.The respiratory system consists of the nose, pharynx,larynx, trachea, bronchi, and lungs. Structurally, therespiratory system can be divided into the upperrespiratory system, including the nose, pharynx, andassociated structures, and the lower respiratory system,which includes the larynx, trachea, bronchi, and lungs.Functionally, there are two sections: (1) the conductingportion, which consists of a series of connected tubes, bothoutside and within the lungs, that filter, warm, moisten,and conduct air to and from the lungs. This portionincludes the nose, pharynx, larynx, trachea, bronchi,bronchioles, and terminal bronchioles and (2) therespiratory portion, the site of gas exchange between theair and blood, which consists of the respiratory bronchioles,alveolar ducts, alveolar sacs, and alveoli.



Functional Anatomy: Nose and
Paranasal SinusesThe nose is the externally visible portion of the respiratorysystem. It can be divided into an external and internalportion. The external nose consists of the bone, hyalinecartilage, muscle, skin, and mucous membrane protrudingfrom the face. The immovable portion of the external noseconsists of the rostral ends of the nasal bones and theincisive bones. The nasal cartilage extends rostrally fromthese bones.The external nares (nostrils) are the external openings tothe respiratory tract (Fig. 14.1). The philtrum is the areabetween the lips and nose. It is relatively deep incarnivores and small ruminants but shallow or absent inpigs, oxen, and horses. The pig possesses a rostral bone inthe tip of its flattened, cylindrical‐shaped nose, apparentlyto assist in rooting. The lateral portion of the nose hassebaceous and sweat glands. The most rostral portion ofthe nose lacks sebaceous glands, except in the horse.The nasal cavity extends from the external nares to thecaudal nares, and it is separated from the mouth by thehard and soft palates (Fig. 14.2). The hard palate consistsof the horizontal portions of the incisive, palatine, andmaxillary bones; the soft palate is a musculomucosalextension of the hard palate dividing the rostral part of thepharynx into the oropharynx and nasopharynx.The space inside the internal nose is the nasal cavity, whichis divided into two halves by the median nasal septum. Thisseptum is made of the vomer, nasal, and ethmoid bones, aswell as cartilage. The nasal cavity is divided into threesections. The vestibule is the most rostral portion, locatedjust inside the nostrils. The middle section is filled with thenasal conchae, which are scrolls of bone arising from the



lateral wall and are covered with a mucous membrane (Fig.14.2). Named superior to inferior, the three conchae aredorsal, ethmoidal (middle), and ventral nasal concha. Theareas between the conchae are called meatuses andinclude the dorsal, middle, and ventral nasal meatus. Thecommon nasal meatus is located between the median nasalseptum and conchae, and it is continuous with the othernasal meatuses.



Fig. 14.1 External nose of cat (left) and dog (right).Used with permission from Constantinescu, G.M., 2002. Clinical Anatomy forSmall Animal Practitioners. Iowa State Press, Ames, Iowa.



Fig. 14.2 Median aspect of the head of a large ruminant.The dorsal, ventral, and middle nasal concha are visible inthe nasal cavity. They are located dorsal to the hard palateand are separated by dorsal, middle, and ventral nasalmeatuses. Also shown are the oropharynx, nasopharynx,and laryngopharynx.Reprinted from Constantinescu and Constantinescu (2004). Used bypermission of the publisher.The caudal section of the nasal cavity contains manyethmoturbinates (conchae of the ethmoid bone). The nasalcavity communicates with the paranasal sinuses andposteriorly with the nasopharynx through two openingscalled the internal nares, or choanae (Fig. 14.3). Theparanasal sinuses are air‐filled cavities within some bonesof the skull. The major ones are the frontal and maxillarysinuses, but others may be present depending on thespecies. In horned cattle, the frontal sinus can extend intothe horn as the cornual diverticulum.



Fig. 14.3 Paranasal sinuses. (A) Lateral aspect of a horse.(B) Frontal aspect of a horse. (C) Lateral aspect of a largeruminant. (D) Frontal aspect of a large ruminant.Reprinted from Constantinescu and Constantinescu (2004). Used bypermission of the publisher.
Conducting Pathway Anatomy
Pharynx and NasopharynxThe pharynx connects the nasal cavity and mouth to thelarynx and esophagus, respectively. Commonly called thethroat, it directs food and air into the digestive andrespiratory systems, respectively. The soft palate dividesthe rostral portion of the pharynx into the oropharynx andnasopharynx (Fig. 14.2), and the common caudal portion isthe laryngopharynx.



The nasopharynx is located dorsal to the soft palate,extending from the internal nares to the laryngopharynx.The palatopharyngeal arches are found at the border of thenasopharynx and laryngopharynx. Because it is locatedabove the mouth, it serves as a passageway only for air.When the animal swallows, the soft palate and uvula movesuperiorly, closing off the nasopharynx and preventing foodand water from entering the nasal cavity.The pharyngotympanic, or auditory, tubes drain from themiddle ear to the nasopharynx. It helps equalize thepressure within the middle ear with atmospheric pressure.
Oropharynx and LaryngopharynxThe oropharynx lies ventral to the soft palate, extendingfrom the oral cavity to the base of the epiglottis. Thepalatoglossal arches lie at the border between the oralcavity and the oropharynx. This is a common pathway forboth swallowed food and inhaled air. The laryngopharynxalso serves as a common pathway for food and air. Itextends from the epiglottis to the larynx, the divergingpoint for the respiratory and digestive systems.
LarynxThe larynx connects the laryngopharynx with the tracheaand contains the vocal cords. The two functions of thelarynx are: (1) provide a routing mechanism for air andfood and (2) make sounds. Superiorly, the larynx attachesto the hyoid bone. The larynx is formed by five mucous‐covered cartilages, including single epiglottic, thyroid, andcricoid cartilages, as well as paired arytenoid cartilages(Box 14.1).



Box 14.1 Purring in cats

It is well known that cats purr while content, but theycan also purr when injured and in pain. The mechanismof purring is not well understood. It was once thoughtthat the purr was produced from blood surging throughthe inferior vena cava, but it is more widely believedthat the intrinsic (internal) laryngeal muscles are thelikely source for the purr. The laryngeal muscles areresponsible for the opening and closing of the glottis(space between the vocal cords), which results in aseparation of the vocal cords and thus the purr sound.There is an absence of purring in a cat with laryngealparalysis. Studies have shown that the movement of thelaryngeal muscles is signaled by a unique “neuraloscillator” in the cat's brain.
The epiglottic cartilage provides structure to the epiglottis,which closes the opening to the larynx during swallowing,thus preventing ingested materials from entering the lungs.The thyroid cartilage is the largest cartilage and forms the“Adam's apple” in humans. The cricoid cartilage connectsthe thyroid cartilage and trachea. The arytenoid cartilagesare paired and irregularly shaped. They have a ventralvocal process to which the vocal ligament (vocal cord) isattached. The glottis consists of the vocal ligaments and theslit‐like gap between them, the glottic cleft.
Trachea and BronchiThe trachea, or windpipe, is a cylindrical tube extendingfrom the larynx to the bifurcating right and left primarybronchi above the base of the heart. The cervical portionruns from the larynx to the thoracic inlet, while the



thoracic portion continues to the bifurcation of the primarybronchi. The thoracic inlet is formed by the first pair ofribs, the first thoracic vertebra, and the cranial parts of thesternum. The trachea consists of four layers: (1) mucosa,which is the deepest layer; (2) submucosa; (3) hyalinecartilage; and (4) adventitia, the most superficial layercomposed of areolar connective tissue. The mucosa ispseudostratified ciliated columnar epithelium resting onthe lamina propria containing elastic and reticular fibers.The trachea contains a series of dorsally incomplete, C‐shaped hyaline cartilage rings. These rings keep thetrachea open. The tracheal cartilages are united by theannular cartilage, which makes the trachea flexible (Fig.14.4). The trachealis muscle is a smooth muscle connectingthe open, dorsal portion of the cartilaginous rings.The trachea divides into the right and left primary, orprincipal, bronchi. Such as the trachea, the primarybronchi contain incomplete cartilaginous rings and arelined with pseudostratified ciliated columnar epithelium.Upon entering the lungs at the lung’s hilus, the primarybronchi divide into the smaller secondary, or lobar,bronchi. These keep dividing into the following sequence oftubes: tertiary, or segmental, bronchi > bronchioles > respiratory bronchioles > alveolar ducts > alveolar sac > alveoli (see Fig. 14.5; see also Fig. 14.7). This extensivebranching of the respiratory tubes is called the bronchialtree. The alveoli are thin‐walled sacs where gas exchangeoccurs. Below the tertiary bronchi, the mucous membranechanges from ciliated cuboidal epithelium with goblet cellsto nonciliated simple cuboidal epithelium in the respiratorybronchioles.



Fig. 14.4 Trachea of a goat. (A) Cross section of trachea.(B) Annular ligaments.Reprinted from Constantinescu (2001). Used by permission of the publisher.



Fig. 14.5 The canine bronchial tree.Reprinted from Constantinescu (2002). Used by permission of the publisher.
Respiratory Anatomy of the Lungs
and Pleural MembraneThe lungs are paired organs located within the thorax. Ingeneral, the left and right lungs have two and four lobes,respectively. The horse has three right lobes (Fig. 14.6).The cranial portion, or apex, of each lung is in the thoracicinlet; the base is the caudal end of the lung resting on thediaphragm. The hilus of the lung is the medial area wherethe bronchi, blood vessels, and nerves enter the lungs. Thecardiac notch is the indentation between the lobes wherethe heart contacts the lung.The lungs are surrounded by a serous membrane called thepleural membrane. The superficial layer lining the thoraciccavity is the parietal pleura, and the layer closely adheringto the lungs is the visceral pleura. The narrow parietalspace between these two layers contains a small amount ofpleural fluid that allows the two layers to slide over oneanother during breathing. Inflammation of the pleuralmembrane is called pleurisy. The mediastinum is themidline site formed where the two pleural membranesmeet. It contains the heart, large vessels, esophagus, andother structures, and separates the two lungs from oneanother.After the first breath, the lungs become less dense. Thisfact allows one to determine whether a newborn animal isstillborn. A sample of lung tissue can be placed in water tosee whether it floats. If it floats, it indicates that the animaltook at least one breath and therefore was born alive.The pressure inside the intrapleural space is negative. Thisnegative pressure is vital for the expansion of the lungs. If



an injury to the chest wall punctures the pleuralmembrane, it can allow air to enter the intrapleural space,resulting in a pneumothorax. Such an injury can be causedby a sharp object penetrating the chest cavity or atraumatic blow such as being struck by a car. Because thisallows the intrapleural pressure to equilibrate withatmospheric pressure, the lung on that side will collapse.
AlveoliSurrounding the alveolar ducts are many alveoli andalveolar sacs. Within the alveolar sac are two or morealveoli, balloon‐like bulges, lined with simple squamousepithelium resting on a thin elastic basement membrane(Fig. 14.7). Alveoli walls contain predominantly type Ialveolar cells, which are simple squamous epithelial cells.These are the primary sites of gas exchange. They alsocontain type II alveolar (or septal) cells, alveolarmacrophages, and fibroblasts that produce reticular andelastic fibers. Type II alveolar cells are cuboidal epithelialcells containing microvilli that secrete alveolar fluidcontaining surfactant. The alveolar macrophages arewandering phagocytes that remove debris from the lungs.



Fig. 14.6 Lungs of a horse. (A) Medial aspect of the leftlung. (B) Medial aspect of the right lung.Reprinted from Constantinescu and Constantinescu (2004). Used bypermission of the publisher.



Fig. 14.7 Alveolar sacs and respiratory membrane. Withinthe alveolar sac are several alveoli. The alveoli contain typeI alveolar cells that are the site of gas exchange. Type IIalveolar cells produce surfactant.Adapted fromhttp://php.med.unsw.edu.au/embryology/images/d/d4/Alveolar‐sac‐01.jpg.The respiratory membrane is where O2 and CO2 diffuseacross the alveolar and capillary walls. It is a very thinmembrane about 0.5 μm thick and consists of four layers.
1. A mix of type I and type II alveolar cells and alveolarmacrophages.2. The epithelial basement membrane.3. The capillary basement membrane.

http://php.med.unsw.edu.au/embryology/images/d/d4/Alveolar-sac-01.jpg


4. The endothelial cells lining the capillary.
Blood Supply to the LungsThe pulmonary and bronchial arteries supply blood to thelungs. The pulmonary artery carries deoxygenated bloodthrough the pulmonary trunk and into the right and leftpulmonary arteries. Oxygenated blood returns to the leftatrium via the pulmonary veins. In most vessels, hypoxiacauses dilation of blood vessels to increase O2 delivery.However, in the pulmonary blood vessels, hypoxia causesvasoconstriction. This is called ventilation–perfusioncoupling, which allows pulmonary blood to be diverted towell‐ventilated areas.Bronchial arteries arise from the aorta and deliver oxygento the lungs. They mostly perfuse the bronchi andbronchioles. Their blood returns mainly via the pulmonaryveins, with some return via the superior vena cava.During exercise, cardiac output can increase by as much aseightfold. During this time, blood flow to the lungs mustalso increase to collect oxygen. Pulmonary blood vesselsdilate in response. In the horse, pulmonary arterialpressure can be high enough to cause erythrocytes to leakfrom pulmonary capillaries, a condition called exercise‐induced pulmonary hemorrhage. This is a significantproblem in athletic horses.
Pulmonary VentilationRespiration, the process of gas exchange, occurs in threesteps:

1. Pulmonary ventilation, or breathing, is the mechanicalmovement of air into (inspiration) and out (expiration)



of the lungs.2. External respiration is the exchange of gases betweenthe lungs and the pulmonary capillaries, which occursacross the respiratory membrane. The blood gains O2and loses CO2.3. Internal respiration is the exchange of gases betweensystemic capillaries and tissue. The blood gains CO2and loses O2.
Pressure Changes During Respiration
InspirationBoyle's law states that at constant temperature andpressure, there is an inverse relationship between thevolume and pressure of a gas:
where P is the pressure of the gas (mL of Hg), and V is thevolume (cm3). Therefore, the pressure inside a closedcontainer will decrease as the volume of the containerincreases, and vice versa. When this law is applied to thelungs, we find that the pressure inside the lungs decreasesas the volume of the lungs increases. Air moves into thelungs because of a decrease in air pressure within thelungs.In most animals, inspiration is an active process. The mainmuscles responsible for quiet inhalation are the diaphragmand external intercostal muscles. The diaphragm is a dome‐shaped muscle innervated by the phrenic nerves. As thediaphragm contracts, it increases the horizontal dimensionsof the thoracic cavity, thus increasing the volume of thethorax. This causes the volume of the lungs to expand,



causing a decreased pressure inside the lungs. This resultsin inspiration.Contraction of the external intercostal muscles causes theribs to move cranially and ventrally, which also increasesthe diameter of the thorax. This change accounts for about25% of the entry of air into the lungs with each inspirationcycle.In a horse at rest, the intrapleural pressure is negative,about 754 mmHg. As inspiration begins, this pressure dropsto approximately 744 mmHg. Atmospheric pressure is 760 mmHg at sea level. As the volume of the thoracic cavityincreases during inspiration, the parietal pleura is pulledoutward, and the visceral pleura is pulled with it. As aresult, the pressure inside the lungs, the alveolar pressure,decreases. The air then flows from an area of high pressure(the atmosphere) to an area of lower pressure (the alveoli).As an animal increases the force of inspiration, additionalmuscles are engaged. These include thesternocleidomastoid muscles that move the sternumrostrally, the scalene muscles that pull the first two ribsforward, and the pectoralis minor muscles that pull severalother ribs forward.
ExpirationNormal expiration is a passive process involving no activemuscle contraction. Like inspiration, it is due to pressuregradients, but in the opposite direction. Because of theelastic recoil of the lungs and chest wall, there are twoinwardly directed forces producing this recoil: (1) theelastic fibers that were stretched during inhalation and (2)the inwardly directed force due to the surface tensionarising from the alveolar fluid.As the neural signals to the diaphragm cease, it relaxes,and this dome‐shaped muscle moves rostrally, thus



decreasing the volume of the thoracic cavity. The externalintercostal muscles also relax, allowing the ribs to movedorsally and caudally, thus further decreasing the volumeof the thoracic cavity. This decreases lung volume andcauses alveolar pressure to increase approximately 2 mmHg above atmospheric pressure. As a result, air flowsout of the lungs to an area of lower pressure.During forceful exhalation, the abdominal and internalintercostal muscles contract. This causes the ribs to movecaudally and dorsally, compressing the abdominal visceraand decreasing the thoracic volume. This increasespressure inside the thoracic cavity and forces air outward.
Other Factors Involved in Pulmonary
Ventilation
Surface Tension of Alveolar FluidAlveolar fluid coats the inside surface of the alveoli.Because of hydrogen bonding, this fluid has a surfacetension. In a sphere such as that found in the alveoli, thissurface tension produces an inwardly directed forcecausing the alveoli to assume the smallest possiblediameter. To expand the lungs, this surface tension must beovercome. This surface tension accounts for approximatelytwo‐thirds of the lung's elastic recoil.Surfactant, produced by type II alveolar cells, is a complexof lipids and proteins that reduces the surface tension inmuch the same way that soap allows lipids to dissolve inaqueous solutions. Because surfactant is one of the lastcompounds produced during embryonic development,premature animals often have respiratory distress becauseof the underdeveloped respiratory system. In the case ofsheep, surfactant is released into the alveolar spaces near



the beginning of the fourth month of gestation. Its releasecorrelates with a rise in plasma cortisol levels (Box 14.2).
Box 14.2 Surfactant production in premature
infants

Premature infants are at risk for respiratory distresssyndrome. This is due to the lack of surfactantproduction, which does not line the alveolar walls untilnear parturition. The National Institutes of Healthrecommends the broad use of maternal glucocorticoidtherapy to stimulate surfactant production in the fetus.In addition, surfactant replacement therapy isrecommended in low‐birth‐weight immature infants. Thepreterm lamb is often used as a model for investigatingthe effects of glucocorticoids on surfactant productionand its effects on postnatal development (Ikegami et al.,1997).
Compliance of the LungsThe distensibility of the lungs is referred to as lungcompliance. High lung compliance means that the lungswill expand easily. Lung compliance is related to (1) thedistensibility of lung tissue and the thoracic cage and (2)alveolar surface tension. Lung compliance is normally highdue to the elasticity of the lung's tissue and decreasedalveolar surface tension because of surfactant secretion.Compliance can be decreased by several factors: (1) scartissue formed in the lungs because of certain diseases, (2)pulmonary edema resulting from the accumulation of fluidin the lungs, (3) insufficiency of surfactant, and (4)decrease in the ability of the thoracic cage to expand.



Airway ResistanceThe flow of air into the lungs is inversely related to airwayresistance:

where F is the gas flow, P is the pressure, and R is theresistance. The walls of the airways into the alveoli,particularly the bronchioles, create resistance to airflow.The larger the diameter of the airway, the less theresistance to airflow. The diameter of the airways can bealtered by the degree of contraction of the smooth musclein these airways. Stimulation of the sympathetic nervoussystem causes relaxation of these walls, which allows air tomore readily enter the lungs. Diseases or injuries to theairways can increase airway resistance.During exercise, animals decrease airway resistance bydilating the external nares and vasoconstriction of thevascular tissue in the nose. As exercise rate increases, cowsand dogs breathe through their mouth to bypass thegreater airway resistance associated with the nose.However, horses are considered obligatory nose breathersand must rely on their ability to decrease airway resistanceto increase airflow. One can watch the nostrils of a horseflare during exercise (Box 14.3).
Lung Volumes and CapacitiesThe respiratory capacities, or the amount of air that movesin and out of the lungs, depend on the strength ofinspirations and expirations. During normal, quietbreathing, the volume of air moving in and out of the lungsis called the tidal volume (TV). Only about 70% of TVreaches the lungs. The remaining portion of the air is foundin the airways, including the nose, pharynx, larynx, trachea,



bronchi, bronchioles, and terminal bronchioles. Theseairways are collectively called the anatomical dead space.The minute volume (MV) is the volume of air inhaled andexhaled each minute and is calculated as:



Box 14.3 Airway obstruction in short‐nosed
dogs

The term brachycephalic, or brachiocephalic, meansshort‐nosed and refers to dogs with short muzzles,noses, and mouths. Brachycephalic airway obstructionsyndrome (BAOS), also called brachycephalic airwaydisease (BAD) and brachycephalic airway syndrome(BAS), is an inherited condition in the Cavalier KingCharles spaniel, English bulldog, pug, Boston terrier,and Pekingese, in particular. The throat and breathingpassages in brachycephalic dogs often are undersized orflattened.The symptoms of this disorder typically include laboredand constant open‐mouthed breathing, noisy breathing,snuffling, snorting, excessive snoring, gagging, retching,exercise and/or heat intolerance, general lack of energy,and pale or bluish tongue and gums due to a lack ofoxygen. Precautions should be taken to avoidoverheating, excessive excitement, and excessiveexercise, which may cause increased panting. Excessivebarking or panting may cause the throat to swell, whichcould result in a totally blocked airway. Mostimportantly, the owner should not let the dog get toohot, particularly in the summer months, and should notallow the dog to become overweight because obesity willexacerbate respiratory difficulties. If severe, thisdisorder can result in death from such related causes asheatstroke.



Table 14.1 Tidal volume and respiration rate.a
Species Body

Weight
(kg)

Condition Respiration
Rate
(Breaths/min)

Tidal
Volume
(mL/kg
Body
Weight)Cat 3.7 Anesthetized 30 9.2Holsteincow 516 Standing 26 8.2

Jerseycow 450 Standing 27 8.4
Dog 19 Anesthetized 13.6 10.712.6 Anesthetized 21.0 11.4Horse 486 Resting 10 15.4
a Data from Swenson and Reece (1993).



Fig. 14.8 Respiratory volumes and capacities. During quietrespiration, the volume of air inspired and expired is calledthe tidal volume. The additional air brought into the lungsduring a forced inspiration is called the inspiratory reservevolume, and the additional air that can be expired during aforced expiration is called the expiratory reserve volume.The air remaining in the lungs after a forced expiration iscalled the residual volume.The respiration rate varies by species (Table 14.1). Becauseof the anatomical dead space, not all the MV is available forgas exchange. The alveolar ventilation rate (AVR) is thatportion of the TV that reaches the site of gas exchange:



If an animal inhales more forcefully, it can increase thevolume of air entering the lungs above normal TV (Fig.14.8). The additional inhaled air is called the inspiratoryreserve volume. Similarly, an animal can force more air outof its lungs than occurs during quiet respiration. Thisadditional exhaled volume is called the expiratory reservevolume. Following a forced expiration, the air remaining inthe lungs is the residual volume.
Exchange of Oxygen and Carbon
Dioxide
Dalton’s Law and Henry’s LawThe exchange of oxygen and carbon dioxide betweenalveolar air and pulmonary blood is a passive process,explained by two gas laws. Dalton’s law describes howgases move by diffusion based on pressure differences;Henry’s law describes the diffusion of gas based on itssolubility.
Dalton’s LawDalton's law states that each gas within a mixture exerts itsown pressure independent of the other gases present. Thepressure of an individual gas is called its partial pressure,designated Px. The total pressure of a gas mixture iscalculated by summing all its partial pressures.Atmospheric air is primarily a combination of nitrogen (N2),oxygen (O2), carbon dioxide (CO2), and water vapor.At sea level, atmospheric pressure is 760 mmHg.Atmospheric air is 78.6% nitrogen, 20.9% oxygen, 0.04%



carbon dioxide, 0.06% other gases, and varying watervapor, depending on the humidity. Therefore, atmosphericair pressure can be computed as follows:

Henry's LawHenry's law says that the quantity of a gas that will dissolvein a liquid is proportional to its partial pressure and itssolubility coefficient. Therefore, gases will dissolve in bodyfluids more readily if they have a greater partial pressureand solubility coefficient. The solubility coefficient of CO2 is24 times higher than that of O2. Therefore, CO2 dissolves inblood more readily than O2. In contrast, the solubility ofnitrogen is very low, so even though atmospheric air has79% N2, it has little effect on body functions.
External and Internal RespirationExternal respiration, also called pulmonary gas exchange,is the diffusion of O2 and CO2 from the alveoli to pulmonaryblood. Pulmonary blood is deoxygenated blood arrivingfrom the right ventricle. Blood circulating through the bodypicks up CO2 and delivers O2. As this blood travels throughthe pulmonary capillaries, CO2 diffuses into the alveoli



while O2 diffuses from the alveoli to pulmonary blood. Theexchange of these gases occurs independently andpassively.Pulmonary gas exchange is facilitated by a very thinrespiratory membrane. In addition, there is a closeassociation between the amount of gas reaching the alveoli,that is, ventilation, and the blood flow through thepulmonary capillaries, that is, perfusion. When ventilationbecomes inadequate within alveoli, the  will decrease.This causes an autoregulatory response in whichpulmonary arterioles constrict. Conversely, if  increases,the pulmonary arterioles dilate, allowing more blood toflow to those areas that can maximize gas exchange. Notethat this is the opposite of what happens in systemiccirculation, where a decrease in  results in vasodilation.Internal respiration, or systemic gas exchange, occurs atthe tissue level, where there is an exchange of O2 and CO2between systemic capillaries and tissue. O2 diffuses fromthe capillaries into the cells; CO2 diffuses from the cellsinto the systemic capillaries.
Transport of Oxygen and Carbon
Dioxide
Hemoglobin and Oxygen TransportOxygen has a low‐solubility coefficient, so it does notreadily dissolve in blood. Instead, over 98% of O2 is boundto hemoglobin. The heme portion of hemoglobin containsfour atoms of iron, each able to bind to one molecule of O2.Adult hemoglobin consists of two alpha and two betachains. Fetal hemoglobin contains two alpha and twogamma chains. More than 400 different types of abnormal



hemoglobin have been identified, but the most commonassociated with diseases in humans are the following:
Hemoglobin S. This type of hemoglobin is present insickle cell anemia.Hemoglobin C. This is another type of hemoglobinfound in sickle cell anemia.Hemoglobin E. This type of hemoglobin is found inpeople of Southeast Asian descent.Hemoglobin D. This type of hemoglobin may be presentwith sickle cell anemia or thalassemia.Hemoglobin H (heavy hemoglobin). This type ofhemoglobin may be present in certain types ofthalassemia (Box 14.4).

Box 14.4 Onion toxicity in cats and dogs

Allium species (meadow garlic, nodding onion, Pacificonion, and wild garlic) contain organosulfur compoundsthat can be very toxic when consumed by cats or dogs.These compounds can cause oxidative hemolysis, whichresults in cell lysis of erythrocytes. Consuming as littleas 5 or 15–30 g/kg of onions in cats and dogs,respectively, can cause this problem. Treatmentincludes inducing emesis in asymptomatic dogs and catsknown to have ingested these products. If severelyaffected, a blood transfusion and supplemental oxygenmay be necessary.
Oxygen bound to hemoglobin forms oxyhemoglobin.Hemoglobin that has released O2 is called reducedhemoglobin, or deoxyhemoglobin. Because it picks up an



H+ ion after releasing O2, reduced hemoglobin isabbreviated as HHb.
 is the most important factor controlling how much O2 isbound to hemoglobin? When reduced hemoglobin isconverted to oxyhemoglobin, it is fully saturated. Whenonly a portion of hemoglobin exists as oxyhemoglobin, it ispartially saturated. This can be graphically represented asan oxygen–hemoglobin dissociation curve (Fig. 14.9). At thelevel of the lungs, hemoglobin becomes fully saturated. Asblood passes through tissue where the  drops to 40 mm Hg, hemoglobin unloads its oxygen and is only 75%saturated.The oxygen–hemoglobin dissociation curve has a steepslope between 10 and 50 mmHg . When an animal is atrest, hemoglobin releases only about 25% of its oxygen. Itmaintains a reserve that is available when needed. If theanimal begins vigorous exercise, hemoglobin can respondby releasing more O2.

Other Factors Affecting the Oxygen–
Hemoglobin Dissociation CurveAlthough the  is the most important factor affectinghemoglobin's affinity for oxygen, other factors can alsoinfluence this association. These factors can shift theoxygen–hemoglobin curve to either side of normal (Fig.14.10):

1. pH of the blood. Increasing the acidity of blood, that is,lowering the pH, lowers the affinity of hemoglobin forO2. Therefore, as the metabolism of tissue increases,resulting in increased lactic and carbonic acid at the



same , hemoglobin releases more O2 at that site.Mechanistically, this occurs because the binding of H+to hemoglobin causes a conformational change,decreasing hemoglobin's O2‐carrying capacity. Thisshift of the curve to the right is called the Bohr effect.The reverse reaction can also occur in which thebinding of O2 to hemoglobin causes the liberation ofH+. Decreasing the acidity shifts the oxygen–hemoglobin dissociation curve to the left.



Fig. 14.9 Oxygen–hemoglobin dissociation curve. Thesaturation of hemoglobin is affected by changes in .In the lungs, hemoglobin is 100% saturated. As theblood passes through tissue in which the  is lower,hemoglobin can rapidly unload O2.



Fig. 14.10 Bohr effect. Increases in temperature,decreases in pH, or increases in blood  shift theoxygen–hemoglobin dissociation curve to the right.2. Temperature. An increase in temperature also shiftsthe oxygen–hemoglobin dissociation curve to the right.Like increased acidity, increased temperature is a by‐product of increased metabolism. Increased metabolismrequires additional O2, so shifting this curve to theright provides the necessary O2.3. BPG. An increase in the production of 2,3‐bis‐phosphoglycerate (BPG), also calleddiphosphoglycerate, also shifts the curve to the right,thus liberating more O2. Increased production of BPG isalso associated with increased metabolism.4. . A decrease in pH acts similarly to an increase in. As shown below, CO2 can react with water to



form carbonic acid, which then dissociates to formbicarbonate and H+. Thus, increased  is associatedwith decreased pH.

Hemoglobin–Nitric OxideNitric oxide (NO), a gas, plays an important role invasomotor tone. It is a potent vasodilator. Produced in lungand endothelial cells, NO can be carried by hemoglobin.The binding of O2 to hemoglobin causes a change in theconformation of hemoglobin, allowing NO to bind to thecysteine of hemoglobin. This protects NO from beingbroken down by the Fe in hemoglobin. As oxyhemoglobinreleases its O2, it simultaneously releases NO. NO dilateslocal blood vessels, aiding in supplying O2 to areas in need.
Carbon Dioxide TransportCarbon dioxide is a waste product of metabolism. It istransported in the blood to the lungs in three forms:

1. Dissolved CO2. Accounting for the smallest amount oftransported CO2, 7–10% is carried dissolved in theplasma.2. Carbamino compounds. Approximately 20% of CO2 istransported in the red blood cells (RBCs) attached tothe amino acids of globin formingcarbaminohemoglobin. Because CO2 is bound to globinand not the heme molecule, the CO2 does not competewith O2 or NO transport:



The formation of carbaminohemoglobin is influenced by and the degree of oxygenation of hemoglobin. In thelungs where  in alveolar air is low, carbon dioxidedissociates from hemoglobin and is exhaled. At the tissuelevel, where  is high, the formation ofcarbaminohemoglobin is favored because deoxygenatedhemoglobin readily combines with CO2.
3)  Bicarbonate ions. Most carbon dioxide, about 70%,is transported in the blood as bicarbonate ions (HCO3−)(Fig. 14.11). As tissues produce CO2, it diffuses into thesystemic capillaries where most of it enters the RBCs,and, in the presence of carbonic anhydrase, it combineswith water to produce carbonic acid. Carbonic aciddissociates into bicarbonate and hydrogen ions. Thehydrogen ions bind to hemoglobin, causing the Bohreffect and enhancing the release of O2. The HCO3−diffuses from the RBCs into the plasma and istransported to the lungs. As HCO3− leaves the RBCs,chloride ions (Cl−) enter, a process called the chlorideshift.



Fig. 14.11 Transport of O2 and CO2 in the blood. The topportion of the figure shows gas exchange at the tissue level,and the bottom portion is at the level of the lungs. As CO2is produced in the tissues, it diffuses into the red bloodcells (RBCs), where it combines with water to formcarbonic acid. As carbonic acid dissociates, the HCO3− thatwas formed diffuses out of the RBC and into the plasma inexchange for Cl−, which moves into the RBC, a processcalled the chloride shift. Most CO2 (70%) is transported asHCO3−; the remainder is transported as either dissolvedCO2 (7%) or carbaminohemoglobin (22%). The bottomportion of the figure shows how the gases move when theblood arrives in the lungs. Hb, hemoglobin.



Control of Respiration: Neural
MechanismsThe medullary rhythmicity area is in the medulla oblongata,and it controls the basic respiration rhythm. It consists oftwo areas, the inspiratory and expiratory areas, also calledthe dorsal respiratory group and ventral respiratory group,respectively. The inspiratory area sends signals to thediaphragm via the phrenic nerves and to the externalintercostal muscles via the intercostal nerves. These signalscause muscle contraction, resulting in inspiration. Whenthese signals cease, inspiration is concluded, which allowsthe diaphragm and external intercostal muscles topassively relax, during which time the elastic recoil of thelungs and thoracic walls causes the volume of the thoraciccavity to decrease. Transection between the spinal cordand medulla oblongata stops breathing.Although not active during quiet breathing, forcefulexpiration requires signals from the expiratory area thatcause contraction of the internal intercostals andabdominal muscles. Contraction of these muscles furtherdecreases the volume of the thoracic cavity, thus increasingexhalation.
Pneumotaxic and Apneustic AreaLocated in the upper pons, the pneumotaxic area, alsocalled the pontine respiratory group, sends inhibitorysignals to the inspiratory area. These signals primarilyfunction to prevent overfilling of the lungs. Conversely, theapneustic area located in the lower pons sends stimulatorysignals to the inspiratory area that prolong inspiration. Thepneumotaxic area can override the apneustic area.



ChemoreceptorsThe respiratory system functions to bring in O2 andeliminate CO2 from the body. This function is assisted byspecialized receptors called chemoreceptors that monitorthe levels of CO2, O2, and H+ and then send suchinformation to the respiratory center.These chemoreceptors are in several locations. There arecentral chemoreceptors found in the medulla oblongatathat respond to changes in cerebrospinal fluid H+ and .Peripheral chemoreceptors include the aortic bodies andcarotid bodies, whose removal eliminates a respiratoryresponse to hypoxia. The aortic bodies are a cluster ofchemoreceptors in the aortic arch; the carotid bodies areoval nodules in the wall of the left and right commoncarotid arteries, where they bifurcate into the internal andexternal carotid arteries. Axons from the chemoreceptors inthe aortic bodies are part of the vagus nerve (cranial nerveX), whereas those of the carotid bodies project in theglossopharyngeal nerves (cranial nerve IX).The levels of CO2 and H+ are highly correlated. Throughoutthe body, CO2 is quickly converted to carbonic acidcatalyzed by the enzyme carbonic anhydrase. Carbonic aciddissociates into HCO3− and H+. (See the formula from #4under “Other factors affecting the oxygen–hemoglobindissociation curve” previously in this chapter.) Therefore,increases in CO2 lead to increases in H+, while decreases inCO2 lead to decreases in H+. As a result,  has a largeeffect on respiration, whereas  affects respiration only ifits levels change substantially.Increases in arterial blood CO2, called hypercapnia, causean increase in H+. This has a particularly large effect on



central chemoreceptors because there is little proteinwithin the cerebrospinal fluid to buffer the H+. Activationof the central chemoreceptors causes increased respirationrate, possibly causing hyperventilation. Conversely, lowarterial blood CO2, called hypocapnia, inhibits respiration.Large drops in arterial  increase ventilation bystimulating peripheral chemoreceptors. An increase inplasma H+ is also detected by the aortic and carotid bodies,which are highly responsive to changes in arterial H+concentration.
Pulmonary and Airway ReceptorsThree types of sensory receptors have been identified inthe lungs, including slowly adapting stretch receptors,irritant receptors, and unmyelinated C fibers. The stretchreceptors increase their firing rate as the lungs and largerairways inflate.
Avian RespirationThere are several differences between the avian andmammalian respiratory systems. Unlike mammals, birdlungs are inelastic and therefore do not change volumeduring respiration. In birds, the relative volume of thetrachea is much larger, and therefore the bird mustcompensate for this large dead space. Rather than havingalveoli, gas exchange in birds occurs in air capillaries.Furthermore, because birds lack a diaphragm, themovement of the ribs and the sternum is important inchanging the abdominal pressure to move air in and out ofthe air sacs, another structure unique to birds.



Anatomy of the Avian Respiratory SystemThe avian respiratory system has a unique structurecompared to other vertebrates (Fig. 14.12). The lungs donot expand; instead, air sacs act as bellows to move air inand out of the lungs. Gas exchange occurs in the lungs, butnot in the air sacs. Also, birds have no diaphragm, and thethoracic cavity is at atmospheric pressure instead ofnegative pressure as in mammals. Although birds have alarynx, the sound is instead generated in the syrinx, whichis composed of cartilage and vibrating soft tissue.The avian lung is a rigid structure located in thethoracoabdominal cavity. The trachea extends from thelarynx to the syrinx, and it is composed of completetracheal cartilage. Tracheal volume in birds is about 4.5times larger than in mammals because avian trachea islonger and wider, creating a larger dead space. Birdscompensate by having a larger TV and lower respiratoryfrequency.



Fig. 14.12 Respiratory system in birds.Reprinted from http://www.paulnoll.com/Oregon/Birds/Avian‐Respiratory.html.Short primary bronchi extend from the syrinx to the lungs.The intrapulmonary primary bronchus travels through thelungs to the abdominal air sac at the caudal border of thelungs. Two groups of secondary bronchi exist. The cranialgroup includes 4–5 medioventral secondary bronchioriginating from medioventral intrapulmonary bronchi; thecaudal group includes 6–10 mediodorsal secondarybronchi. There is also a third group, which varies amongspecies, consisting of lateroventral secondary bronchi. Theprimary and secondary bronchi do not participate in gasexchange.The parabronchi, also called tertiary bronchi, originatefrom the secondary bronchi and are the site of gasexchange. There are two types of parabronchi. Themedioventral and mediodorsal secondary bronchi, alsocalled paleopulmonic parabronchi, appear as parallel tubesextending from the secondary bronchi. Gas flow throughthe paleopulmonic parabronchi is unidirectional. There isalso an irregular branching system of neopulmonic

http://www.paulnoll.com/Oregon/Birds/Avian-Respiratory.html


parabronchi through which gas flow is bidirectional. Thelumen of the parabronchi is lined with smooth musclesurrounding the entrances to the atria that branch off andlead to the infundibula, which give rise to air capillaries.The air capillaries intermesh with pulmonary bloodcapillaries, the site of gas exchange.
Air SacsAir sacs are poorly vascularized, thin membranousstructures connected to either the primary or secondarybronchi via ostia. Comprising most of the volume of therespiratory system, they do not participate in gas exchangebut function to move air through the lungs so that gasexchange can occur in the parabronchi. Air sacs can alsoextend into selected bones.Birds possess nine air sacs; four are paired and one isunpaired (Fig. 14.12). The cranial group of air sacs consistsof paired cervical and cranial thoracic air sacs and theunpaired clavicular air sacs. The caudal group includes thepaired caudal thoracic and paired abdominal air sacs.
Avian Ventilation and Gas ExchangeSince birds do not have a diaphragm, they have a singlethoracoabdominal cavity, which functionally behaves as asingle compartment. During inspiration, the sternum movesboth cranially and ventrally as the coracoids and furcula(wishbone) simultaneously rotate forward at the shoulders(Fig. 14.13). The sternal ribs also move cranially, thuslaterally expanding the sternal ribs and thoracoabdominalcavity. Both inspiration and expiration are active processesinvolving various muscles (Table 14.2). Therefore, in birds,the volume of the respiratory system is half of the end‐inspiratory and end‐expiratory volume when relaxed. This



contrasts with mammals, where during relaxation only theresidual volume remains.During inspiration, approximately half the TV first entersthe caudal air sacs and half enters the cranial air sacs. Asthe thoracic cavity expands during inspiration, the volume,and therefore pressure, inside the air sacs decreases. Thiscauses air to move caudally through the intrapulmonarybronchus. About half of this air goes through theneopulmonic lung, continuing directly to the caudalthoracic and abdominal air sacs. The other half goes intothe mediodorsal secondary bronchi, into the paleopulmonicparabronchi, and then into the cranial group of air sacs(Fig. 14.14). During expiration, contraction of theexpiratory muscles decreases the volume of thethoracoabdominal cavity, causing air to flow out of thecaudal thoracic and abdominal air sacs (Fig. 14.14). Thisgas passes through the neopulmonic lungs to thepaleopulmonic lungs. Simultaneously, air leaves the cranialair sacs through the medioventral secondary bronchi,flowing into the primary bronchus and the trachea to exitthe body. Therefore, during quiet breathing, all air movesthrough the paleopulmonic parabronchi, and air passesthrough the paleopulmonic parabronchi in a caudal‐to‐cranial direction while traveling through the neopulmonaryparabronchi bidirectionally.



Fig. 14.13 Changes in the thoracic skeleton duringrespiration in birds. Solid lines show thoracic position atthe end of expiration; dashed lines show position at the endof inspiration.Reprinted from Whittow (2000). Used by permission of the publisher.
Table 14.2 Muscles involved in respiration in birds.
Inspiration Expiration
M. scalenus Mm. intercostals externi offifth and sixth spaces
Mm. intercostals externi(except in fifth and sixthspaces)

Mm. intercostals interni ofthird to sixth spaces
M. intercostalis interni insecond space M. costasernalis pars minor
M. costostrernalis pars major M. obliquus externusabdominis
Mm. levatores costarum M. obliquus internusabdominis



Inspiration Expiration
M. serratus profundus M. transversus abdominis

M. rectus abdominis
M. serratus superficialis,pars cranialis, and caudalis
M. costoseptalisGas exchange occurs between the air capillaries and bloodcapillaries. As shown in Figure 14.15, the flow of gas withinthe air capillaries is in the opposite direction as the flow ofblood in the blood capillaries. Thus, this is a countercurrentsystem. As air moves through the parabronchus, CO2 isadded to the blood while O2 is removed from the blood. Theinteraction between the respiratory system and thecardiovascular system is shown in Figure 14.16.

Prehatching Respiration in BirdsBird eggs contain all the nutrients necessary for embryonicdevelopment except oxygen. Oxygen passively diffuses intothe egg through the pores found in the eggshell whilecarbon dioxide diffuses out of the same pores. A normalchicken egg contains approximately 10,000 pores. Thenumber of these pores is important because the shell mustallow adequate entry of oxygen to meet the embryo's needswhile simultaneously preventing too much moisture loss,which would result in dehydration, or too little carbondioxide loss, thus disrupting acid–base balance.



Fig. 14.14 Pathway of gas flow through the avianpulmonary system during inspiration and expiration. (A)Inspiration through the right paleopulmonic parabronchi;the neopulmonic parabronchi have been omitted for clarity.(B) Expiration.Used with permission from John W. Ludders and Michael Simmons, CornellUniversity, http://people.eku.edu/ritchisong/birdrespiration.html.
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Fig. 14.15 Crosscurrent gas exchange in the avian lung.The parabronchi lie parallel to the intrapulmonary primarybronchus. Air capillaries branch perpendicular from theparabronchi. Gas exchange occurs between the aircapillaries and blood capillaries, each of which flows in anopposite direction.Modified from Sturkie (1986).



Fig. 14.16 Cooperation between respiratory andcirculatory systems. Oxygen diffuses from the aircapillaries to the pulmonary capillaries. It is then carriedthrough the cardiovascular system and delivered to thetissues.Reprinted from Sturkie (1986). Used by permission of the publisher.During the first 18 days of incubation, the prenatal period,the capillaries located in the chorioallantoic membrane,analogous to the mammalian placenta, function in gasexchange across the shell and its associated shellmembranes. Such gas exchange is ample to meet theembryonic needs through 18 days of incubation. After this



time, the embryo prepares for hatching. Simple diffusionacross the shell is insufficient to meet the oxygen needs ofthe embryo.On day 19 of incubation, the chick's beak penetrates theinternal shell membrane, thus poking into the air celllocated at the blunt end of the egg. This process, calledinternal pipping, allows the chick to begin pulmonaryrespiration using air located in the air cell. This time duringwhich the embryo is breathing from the air cell is called theparanatal period. About 6 hours after internal pipping, thechick's beak penetrates the eggshell, which is calledexternal pipping. The chick is now able to receive sufficientoxygen to complete the hatching process.
Defense Mechanisms of the
Respiratory SystemAlthough animals are grazing or playing outside, there isgenerally little particulate matter in the air. However, whenanimals are housed in confined areas or are beingtransported, exposure to particulate matter can increasedramatically. Such particulate matter can contain manyharmful materials such as bacteria, viruses, and allergens.The respiratory system contains defense mechanisms tominimize the harmful effects of these materials.
Nonspecific Defense MechanismsInhaled air can contain aerosols, airborne particles smallenough to float in the air, and unwanted gases. Whenairborne particles encounter the wall of the conductingairway or a respiratory unit, they undergo a process ofdeposition, which prevents them from becoming airborneagain. This can happen in one of four ways:



Sedimentation, which is a settlement by gravity, tendsto occur in larger airways.Inertial impaction occurs when an airstream changesdirection, especially in the nose but also in other largeairways. This happens in places where there are bendsin the large airways, and airborne particles fail to makethe turns.Interception applies mainly to irregular particles suchas asbestos or fibrous dust, which, because of theirshape, avoid sedimentation and inertial impaction.However, they are intercepted by collision with walls ofbronchioles, especially at bifurcations or if the fibersare curved.Diffusion is when very small aerosol particles reachperipheral airways and alveoli, contact the epithelialsurface, and then move inward in the mucousmembrane.
Most particles larger than 20 μm in diameter are filteredwithin the nose during breathing at rest. However,conditions that increase respiration rate or favor mouthbreathing (e.g., high ventilation rates and obstructivedisease of the nasal airways) cause large particles tobypass this filter. Slow, deep breathing favors themovement of particles deep into the lung; rapid, shallowbreathing favors deposition in the larger airways.



Box 14.5 Chronic obstructive pulmonary
disease (COPD)

COPD is the fourth leading cause of death in humansand also occurs in animals. It is a lung disease thatresembles human asthma. The condition is also knownas heaves, recurrent airway obstruction, broken wind,emphysema, chronic bronchitis, or small airway disease.Horses are more at risk for COPD if they spend theirwinters stabled and fed on hay. Small dust and fungalspores, particularly Micropolyspora faeni and
Aspergillus fumigatus, enter the airways when the horseeats, causing irritation to the lungs and inflammationand narrowing of the airways.Treatment first involves lifestyle changes to decreasethe animal's exposure to allergens. If this provesineffective, the animals may need to be givencorticosteroids (prednisone, dexamethasone, andtriamcinolone) to suppress inflammation. Long‐term useof corticosteroids can cause problems, particularly heartproblems, immune suppression, and decreased ability toheal. The animals can also be given bronchodilators(clenbuterol, pirbuterol, and albuterol) to help decreasesmooth muscle contraction and reduce mucusproduction. Although oral administration is the easiest,the most effective treatment is to administer these drugsdirectly into the airways. This results in minimalsystemic side effects, but it requires a special mask.

Particles trapped in the mucous lining of the respiratorytract are transported back toward the pharynx by themucociliary escalator. The movement of the cilia pushes themucus back toward the mouth, thus carrying unwanted



particles out of the respiratory system. Allowing a horse tolower its head facilitates such movement and decreases theincidence of pneumonia by preventing the accumulation ofbacteria in the lungs.
Specific Defense MechanismsThe alveolar lining contains many macrophages. Alveolarmacrophages are the cells within the lungs thatphagocytize microbes and particulate matter, for example,inhaled dust. Alveolar macrophages begin as monocytesproduced in the bone marrow, and then they differentiatewhile in transit through the bloodstream, where they leavethe capillaries and enter the lungs.Alveolar macrophages can function in two ways. They caneither be fixed, in which case they are contained within theconnective tissue of the alveolar walls, or they can be free,in which case they are mobile and can scavenge forparticles that are trapped within the surfactant layer.These cells can leave the lungs by ascending in the layer ofmucus on the mucociliary escalator to the larynx, or theycan pass through the alveolar wall and pass into alveolarlymphatics.Alveolar macrophages may phagocytize erythrocytes thathave left the pulmonary capillaries because of pulmonarycongestion. Such macrophages stain positively for iron andthe altered pigment hemosiderin. These “heart failure”cells may be coughed up by the animal in its sputum (Box14.5).If the lung is injured by infectious agents, it can producecytokines and chemokines that come from monocytes,injured epithelial or endothelial cells, or other cellsinvolved in the inflammatory response. These compoundsare involved in the inflammatory response.



Chapter Summary
Respiratory System

1. The respiratory and circulatory systems are hownutrients are delivered to each cell, and wastes areremoved.2. The functions of the respiratory system include gasexchange, regulating blood pH, olfaction, filteringinspired air, producing sounds, and elimination of somewater and heat via expired air.3. Functionally, it can also be divided into two sections:(1) the conducting portion consists of a series ofconnected tubes that filter, warm, moisten, andconduct air to and from the lungs. (2) The respiratoryportion is the site of gas exchange between the air andblood and consists of the respiratory bronchioles,alveolar ducts, alveolar sacs, and alveoli.
Functional Anatomy
Nose

1. The nose is the externally visible portion of therespiratory system. The external nares (nostrils) arethe external openings to the respiratory tract. Thephiltrum is the area between the lips and nose.2. The nasal cavity extends from the external nares to thecaudal nares and is separated from the mouth by thehard and soft palates.3. The nasal cavity communicates with the paranasalsinuses and posteriorly with the nasopharynx through



two openings called the internal nares or choanae.4. The paranasal sinuses are air‐filled cavities within somebones of the skull. The major ones are the frontal andmaxillary sinuses.
The PharynxThe pharynx connects the nasal cavity and mouth to thelarynx and esophagus, respectively. It directs food and airinto the digestive and respiratory systems. The pharynx isdivided into the oropharynx and nasopharynx, and thecommon caudal portion is the laryngopharynx.
Larynx

1. The larynx connects the laryngopharynx with thetrachea and contains the vocal cords. The two functionsof the larynx are: (1) provide a routing mechanism forair and food and (2) make sounds.2. The larynx is formed by five cartilages, including singleepiglottic, thyroid, and cricoid cartilages, and pairedarytenoid cartilages. The epiglottic cartilage closes theopening to the larynx during swallowing.
Trachea

1. The trachea extends from the larynx to the right andleft primary bronchi above the base of the heart. Itconsists of four layers: (1) mucosa, which is the deepestlayer, (2) submucosa, (3) hyaline cartilage, and (4) theadventitia, the most superficial layer composed ofareolar connective tissue.2. The trachea contains a series of dorsally incomplete,“C”‐shaped hyaline cartilage rings.



Bronchi
1. The trachea divides into the right and left primarybronchi.2. The primary bronchi contain incomplete cartilaginousrings and divide into the smaller secondary bronchi.These keep dividing into the following sequence ofchannels: tertiary, or segmental, bronchi → bronchioles → respiratory bronchioles → alveolar ducts → alveolarsac → alveoli.

Lungs
1. In general, the left and right lungs have two and fourlobes, respectively. The horse has three right lobes.2. The cranial portion, or apex, of each lung is in thethoracic inlet, while the base is the caudal end of thelung resting on the diaphragm.3. The cardiac notch is the indentation between the lobeswhere the heart contacts the lung.

Pleural Membrane
1. The lungs are surrounded by a serous membrane calledthe pleural membrane. The narrow parietal spacebetween these two layers contains a small amount ofpleural fluid that allows the two layers to slide over oneanother during breathing. Inflammation of the pleuralmembrane is called pleurisy.2. The pressure in the intrapleural space is negative. Thisnegative pressure inside the intrapleural space is vitalfor the expansion of the lungs. If an injury to the chestwall punctures the pleural membrane, it can result in apneumothorax. The lung on that side can collapse.



Alveoli

1. Surrounding the alveolar ducts are many alveoli andalveolar sacs. Alveoli walls contain predominantly typeI alveolar cells, which are the main site of gasexchange.2. Alveolar walls also contain type II alveolar, alveolarmacrophages, and fibroblasts that produce reticularand elastic fibers. Type II alveolar cells secretesurfactant.3. The respiratory membrane is where O2 and CO2 diffuseacross the alveolar and capillary walls. It is a very thinmembrane about 0.5 μm thick and consists of fourlayers.
Blood Supply to the Lungs

1. The pulmonary and bronchial arteries supply blood tothe lungs. The pulmonary artery carries deoxygenatedblood through the pulmonary trunk and into the rightand left pulmonary arteries. Oxygenated blood returnsto the left atrium via the pulmonary veins.2. Bronchial arteries arise from the aorta and deliveroxygen to the lungs. They mostly perfuse the bronchiand bronchioles.
Pulmonary VentilationRespiration occurs in three steps:

1. Pulmonary ventilation, or breathing, is the mechanicalmovement of air into (inspiration) and out (expiration)of the lungs.



2. External respiration is the exchange of gases betweenthe lungs and the pulmonary capillaries.3. Internal respiration is the exchange of gases betweensystemic capillaries and tissue.
Pressure Changes During Respiration
Inspiration

1. Boyle's law states that there is an inverse relationshipbetween the volume and pressure of a gas: P1V1 =
P2V2. The pressure inside the lungs decreases as thevolume of the lungs increases. Air moves into the lungsbecause of a decrease in air pressure within the lungs.In most animals, inspiration is an active process.2. The main muscles responsible for quiet inhalation arethe diaphragm and external intercostal muscles. As ananimal increases the force of inspiration, additionalmuscles, including the sternocleidomastoid muscles,scalene muscles, and pectoralis minor muscles, areinvolved.

Expiration

1. Normal expiration is a passive process involving noactive muscle contraction.
Other Factors Involved in Pulmonary
Ventilation

1. Surface tension of the alveolar fluid. Alveolar fluidcoats the inside surface of the alveoli. To expand thelungs, the surface tension of the alveolar fluid must beexceeded. This surface tension accounts forapproximately two‐thirds of the lungs elastic recoil.



2. Compliance of the lungs. The distensibility of the lungsis referred to as lung compliance. High lungcompliance means that the lungs will expand easily.Lung compliance is related to (1) the distensibility oflung tissue and the thoracic cage and (2) alveolarsurface tension. Compliance can be decreased byseveral factors: (1) scar tissue formed in the lungsbecause of certain diseases, (2) pulmonary edemaresulting from the accumulation of fluid in the lungs,(3) insufficiency of surfactant, and (4) a decrease in theability of the thoracic cage to expand.3. Airway resistance. The flow of air into the lungs isinversely related to airway resistance:
where F is the gas flow, P is the pressure, and R is theresistance. The larger the diameter of the airway, the lessthe resistance. Stimulation of the sympathetic nervoussystem causes relaxation of these walls, which allows air tomore readily enter the lungs. Diseases or injuries to theairways can increase airway resistance.
Lung Volumes and Capacities
Respiratory Volumes

1. The respiratory capacities, or the amount of air thatmoves in and out of the lungs, depend on the strengthof inspiration and expiration. During normal, quietbreathing, the volume of air moving in and out of thelungs is called the TV. Only about 70% of TV reachesthe lungs.2. The remaining portion of the air is found in the airways,including the nose, pharynx, larynx, trachea, bronchi,



bronchioles, and terminal bronchioles. These airwaysare collectively called the anatomical dead space.3. The MV is the volume of air inhaled and exhaled eachminute and is calculated as:a. MV = TV × Respiration Rate4. The respiration rate varies by species. Because of theanatomical dead space, not all the MV is available forgas exchange.5. The AVR is that portion of the TV that reaches the siteof gas exchange.

6)  If an animal more forcefully inhales, it can increasethe volume of air entering the lungs above normal TV.The additional inhaled air is called the inspiratoryreserve volume. Similarly, an animal can force more airout of its lungs than occurs during quiet respiration.This additional volume exhaled is called the expiratoryreserve volume. Following a forced expiration, the airremaining in the lungs is the residual volume.
Exchange of Oxygen and Carbon
Dioxide
Dalton's Law and Henry's Law

1. The exchange of oxygen and carbon dioxide betweenalveolar air and pulmonary blood is a passive process,which is explained by two gas laws. Dalton's lawexplains how gases move by diffusion based on



pressure differences, while Henry's law describes thediffusion of gas based on its solubility.2. Dalton's law states that each gas within a mixtureexerts its own pressure, independent of the other gasespresent. The pressure of an individual gas is called itspartial pressure, designated Px. The total pressure of agas mixture is calculated by summing all its partialpressures.3. Henry's law says that the quantity of a gas that willdissolve in a liquid is proportional to its partialpressure and its solubility coefficient. Therefore, gaseswill dissolve in body fluids more readily if they have agreater partial pressure and solubility coefficient. Thesolubility coefficient of CO2 is 24 times higher than thatof O2. Therefore, CO2 dissolves in blood more readilythan O2. In contrast, the solubility of nitrogen is verylow, so even though atmospheric air has 79% N2, it hasvery little effect on body functions.
External and Internal Respiration

1. External respiration, also called pulmonary gasexchange, is the diffusion of O2 and CO2 from thealveoli to pulmonary blood. Pulmonary blood isdeoxygenated blood arriving from the right ventricle.Blood circulating through the body picks up CO2 anddelivers O2. As this blood travels through thepulmonary capillaries, CO2 diffuses into the alveoliwhile O2 diffuses from the alveoli to pulmonary blood.The exchange of these gases occurs independently and
passively.2. Pulmonary gas exchange is facilitated by a very thinrespiratory membrane.



3. In addition, there is a close association between theamount of gas reaching the alveoli, that is, ventilation,and the blood flow through the pulmonary capillaries,that is, perfusion. When ventilation becomesinadequate within alveoli, the  will decrease. Thiscauses an autoregulatory response in which pulmonaryarterioles constrict. Conversely, if  increases, thenthe pulmonary arterioles dilate, allowing more blood toflow to those areas that can maximize gas exchange.Note that this is the opposite of what happens insystemic circulation, where a decrease in  results invasodilation.4. Internal respiration, or systemic gas exchange, occursat the tissue level where there is an exchange of O2 andCO2 between systemic capillaries and tissue. O2diffuses from the capillaries into the cells while CO2diffuses from the cells into the systemic capillaries.
Transport of Oxygen and Carbon
Dioxide
Oxygen Transport

1. Oxygen has a low solubility coefficient, so it does notreadily dissolve in blood. Instead, over 98% of O2 isbound to hemoglobin. The heme portion of hemoglobincontains four atoms of iron, each able to bind to onemolecule of O2. Oxygen bound to hemoglobin formsoxyhemoglobin. Hemoglobin that has released O2 iscalled reduced hemoglobin, or deoxyhemoglobin.Because it picks up an H+ ion after releasing O2,reduced hemoglobin is abbreviated as HHb.



2)   is the most important factor controlling howmuch O2 is bound to hemoglobin? When reducedhemoglobin is all converted to oxyhemoglobin, it is fullysaturated.3)  When an animal is at rest, hemoglobin only releasesapproximately 25% of its oxygen. It maintains a reservethat is available when needed. If the animal beginsvigorous exercise, hemoglobin can respond byreleasing a greater amount of O2.
Other Factors Affecting the Oxygen–
Hemoglobin Dissociation Curve

1. Other factors influence oxygen–hemoglobindissociation.a. pH of the blood. Increasing the acidity of the blood,that is, lowering the pH, lowers the affinity ofhemoglobin for O2. Therefore, as the metabolism oftissue increases, resulting in increased lactic andcarbonic acid at the same , hemoglobin releasesmore O2 at that site. This is termed the Bohr effect.b. Temperature. An increase in temperature, likeincreased acidity, is a by‐product of increasedmetabolism. Increased metabolism requiresadditional O2, so shifting the dissociation curve tothe right provides necessary O2.c. BPG. An increase in the production of BPG,formerly called diphosphoglycerate, liberates moreO2. Increased production of BPG is also associatedwith increased metabolism.



d. . A decrease in pH acts similarly to an increasein . As shown below, CO2 can react with waterto form carbonic acid, which then dissociates toform bicarbonate and H+. Thus, increased  isassociated with decreased pH.

Hemoglobin–Nitric Oxide
1. Nitric oxide (NO), a gas, plays an important role invasomotor tone. It is a potent vasodilator. Produced inlung and endothelial cells, NO can be carried byhemoglobin.2. The binding of O2 to hemoglobin causes a change in theconformation of hemoglobin, allowing NO to bind to thecysteine of hemoglobin. This protects NO from beingbroken down by the Fe in hemoglobin. Asoxyhemoglobin releases its O2, it simultaneouslyreleases NO. NO dilates local blood vessels, thusfurther aiding in supplying O2 to areas in need.

Carbon Dioxide TransportCarbon dioxide is a waste product of metabolism. It istransported in the blood to the lungs in three forms:
1. Dissolved CO2. Accounting for the smallest amount oftransported CO2, 7–10% is carried dissolved in theplasma.2. Carbamino Compounds. Approximately 20% of CO2 istransported in the RBCs attached to the amino acids of



globin, forming carbaminohemoglobin.

3)  Bicarbonate ions. Most carbon dioxide, about 70%,is transported in the blood as bicarbonate ions(HCO3−).
Control of Respiration‐Neural
Mechanisms

1. The medullary rhythmicity area is in the medullaoblongata, and it controls the basic respiration rhythm.It consists of two areas, the inspiratory and expiratoryareas, also called the dorsal respiratory group andventral respiratory group, respectively.2. The inspiratory area sends signals to the diaphragm viathe phrenic nerves and to the external intercostalmuscles via the intercostal nerves. These signals causemuscle contraction, which produces inspiration.Transection between the spinal cord and medullaoblongata stops breathing.3. While not active during quiet breathing, forcefulexpiration requires signals from the expiratory areathat cause contraction of the internal intercostals andabdominal muscles. Contraction of these musclesfurther decreases the volume of the thoracic cavity,thus increasing exhalation.



Pneumotaxic and Apneustic Area
1. Located in the upper pons, the pneumotaxic area, alsocalled the pontine respiratory group, sends inhibitorysignals to the inspiratory area. These signals primarilyfunction to prevent overfilling of the lungs.2. Conversely, the apneustic area located in the lowerpons sends stimulatory signals to the inspiratory areathat prolongs inspiration. The pneumotaxic area canoverride the apneustic area.

Chemoreceptors
1. The respiratory system functions to bring in O2 andeliminate CO2 from the body. This function is assistedby specialized receptors called chemoreceptors thatmonitor the levels of CO2, O2, and H+ and then sendsuch information to the respiratory center.2. Respiratory chemoreceptors are in several locations.Central chemoreceptors found in the medulla oblongatarespond to changes in cerebrospinal fluid H+ and .Peripheral chemoreceptors include the aortic bodiesand carotid bodies, whose removal eliminates arespiratory response to hypoxia.3. The levels of CO2 and H+ are highly correlated.Throughout the body, CO2 is quickly converted tocarbonic acid catalyzed by the enzyme carbonicanhydrase. Carbonic acid dissociates into HCO3− andH+. Therefore, increases in CO2 lead to increases in H+,while decreases in CO2 lead to decreases in H+. As aresult,  has a large effect on respiration, whereas



 only affects respiration if its levels changesubstantially.4. Increases in arterial blood CO2, called hypercapnia,cause an increase in H+. This has a large effect oncentral chemoreceptors, which causes increasedrespiration rate, possibly causing hyperventilation. Lowarterial blood CO2, called hypocapnia, inhibitsrespiration. Large drops in arterial  increaseventilation by stimulating peripheral chemoreceptors.
Pulmonary and Airway Receptors

1. Three types of sensory receptors have been identifiedin the lungs, including slowly adapting stretchreceptors, irritant receptors, and unmyelinated Cfibers. The stretch receptors increase their firing rateas the lungs and larger airways inflate.
Avian Respiration
Anatomy of the Avian Respiratory System

1. The lungs do not expand, but instead, air sacs act asbellows to move air in and out of the lungs.2. Gas exchange occurs in the lungs, but not in the airsacs.3. Birds have no diaphragm, and the thoracic cavity is atatmospheric pressure.4. Sound is generated in the syrinx, which is composed ofcartilage and vibrating soft tissue.5. The avian lung is a rigid structure located in thethoracoabdominal cavity.



6. Tracheal volume in birds is about 4.5 times larger thanin mammals, creating a larger dead space. Birdscompensate by having a larger TV and lowerrespiratory frequency.7. The primary and secondary bronchi do not participatein gas exchange. The parabronchi, also called tertiarybronchi, originate from the secondary bronchi and arethe site of gas exchange.8. There are two types of parabronchi. The paleopulmonicparabronchi appear as parallel tubes extending fromthe secondary bronchi, and gas flow is unidirectional.9. There is also an irregular branching system ofneopulmonic parabronchi through which gas flow isbidirectional.
Air Sacs

1. Air sacs are poorly vascularized, thin membranousstructures connected to either the primary orsecondary bronchi. They do not participate in gasexchange but function to move air through the lungs sothat gas exchange can occur in the parabronchi.2. Air sacs can also extend into selected bones.3. Birds possess nine air sacs; four are paired, and one isunpaired.
Avian Ventilation and Gas Exchange

1. During inspiration, approximately half the TV firstenters the caudal air sacs and half enters the cranial airsacs. About half of this air goes through theneopulmonic lung, continuing directly to the caudalthoracic and abdominal air sacs. The other half goesinto the mediodorsal secondary bronchi, into the



paleopulmonic parabronchi, and then into the cranialgroup of air sacs.2. During expiration, contraction of the expiratorymuscles causes air to flow out of the caudal thoracicand abdominal air sacs. This gas passes through theneopulmonic lungs to the paleopulmonic lungs.Simultaneously, air leaves the cranial air sacs throughthe medioventral secondary bronchi, flowing into theprimary bronchus and the trachea to exit the body.Therefore, all air moves through the paleopulmonicparabronchi, and air passes through the paleopulmonicparabronchi in a caudal‐to‐cranial direction whiletraveling through the neopulmonary parabronchibidirectionally.3. Gas exchange occurs between the air capillaries andblood capillaries.
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Immunity

IntroductionThe capacity of animals to run from or disable potentialpredators is the essence of survival. Perhaps less apparentis the need to protect cells and tissues from attack byharmful agents—parasites, bacterial pathogens, toxins, orcells that have become cancerous.Some everyday examples help us understand thephysiological processes involved in the protection ofanimals from these various agents. Let us suppose thatyour puppy is playing in the yard, and he is splashed byyour little brother as your brother rides his bicycle througha puddle of debris from the gutter. Secretions from thepuppy's eyes and mucus membranes of his nostrils act toflush material away to prevent the chance of infection.Similarly, his hair covering, eyelashes, and thick skinprevent bacteria and debris from the dirty water fromgaining entrance. Even sebaceous secretions of his skin orear canals can produce conditions that limit the potentialgrowth of harmful bacteria. These are all examples ofnonspecific defenses.Let us suppose that your puppy simultaneously steps on abroken bottle as he runs through the puddle chasing yourbrother. He manages to soak the cut with dirty bacterial‐filled water. However, fortunately for him, he has receiveda good supply of antibodies from his mother's colostrum.This means that he likely has specific antibodies in hisbloodstream from his mother. This allows his fledglingimmune system to recognize and ultimately kill bacteria



present in the dirty water. This would be an example ofspecific but passive immunity. As the puppy grows and isexposed to various materials in his environment, he willdevelop his own complement of specific antibodies and thecells necessary to regenerate additional supplies of specificantibodies. Thus, defense mechanisms are divided intononspecific and specific divisions. The immune systemrelies on both divisions to provide protection.The basis for specific immunity arose from observations inthe late 1800s when scientists discovered that animals thathad survived a bacterial infection had protective agents intheir blood (now known to be immunoglobulins orantibodies) that defended the animals against a subsequentattack by the same pathogen. It was also shown that ifantibody‐containing serum from the surviving animals wasgiven to animals that had not been exposed to thepathogen, these animals were also protected againstattack. It was initially believed that the production ofantibodies was the only critical requirement for protection.However, in cases where the transfer of antibody‐containing serum failed to provide protection, the transferof the donor's white blood cells often did provideprotection. As experiments became more elaborate, itbecame clear that immunity involved both circulatingagents and populations of white blood cells or leukocytes.Thus, the two overlapping arms of specific defense arehumoral immunity (meaning blood‐derived) and cell‐mediated immunity (Rodriguez et al., 2012) (Box 15.1).



Box 15.1 Antibodies and vaccines

You may recall that early in our recent scourge with theCOVID‐19 pandemic, before the arrival of effectivevaccines, some very ill patients were treated withinfusions of antibodies directed against proteins on thevirus surface. Casadevall and Paneth (2024) describesome of the history of this antibody‐based passiveimmunity. In many respects, this approach is analogousto the passive immunity conferred on young mammalsvia consumption of colostrum or transfer of maternalantibodies in utero. The idea of passive immunity andantibody therapies is based on the concept that transferof specific antibodies from an immune host to anonimmune host would confer immunity to the person oranimal receiving the infusion or in the case of existingdisease, aid the recovery of the patient. While notinvolving the transfer of serum, infusions of preparedmonoclonal antibodies (mAbs) to patients are the sameconcept. In most instances, the antibodies for infusionare derived from the culturing of clones of B cellsmodified or coaxed to secrete the desired antibody.While the promise of mAbs is huge, the very greatspecificity of the mAbs can be a disadvantage. In atypical antibody response, multiple variations ofantibodies are induced in response to the exposure tothe disease agent. This is because multiple proteins orglycoproteins that are part of the offending bacteriumare likely to induce multiple, distinct antibodies. In themAbs all the antibodies are identical, that is, they arederived from a clone of B cells. In contrast with theirlimited use against infectious agents, mAbs have beenused very effectively in some cancer therapies,



especially where the targets on the host are well definedor not as antigenically varied.Examples of diseases that have been treated withimmune or convalescent serum include anthrax,botulism, brucellosis, diphtheria, pneumococcalpneumonia, and tetanus, among others. Serum therapywas largely abandoned with the advent of effectiveantimicrobial agents. However, serum therapy hascontinued as a niche treatment for some viral diseases,toxin‐caused diseases, reactions to bites of poisonousanimals, and bites from rabid animals.The history of vaccines to eradicate smallpox, achievedin 1980, is well known and is one of the miracles ofmodern medicine. Another example is the vaccineagainst poliomyelitis, a debilitating, crippling,sometimes fatal disease that produced fear in the UnitedStates in the 1950s. Indeed, I can recall classmates inelementary school who were in leg braces or oncrutches because of the disease. I also recall getting thevaccine and associated boosters as a child. A recentreview (Shattock et al., 2024) provides a comprehensivesummary of the impacts of the 50 years of the ExpandedProgram on Immunization (EPI) that was launched bythe World Health Organization in 1974. Thiscollaborative initiative sought to vaccinate all childrenagainst smallpox, tuberculosis, diphtheria, tetanus,pertussis, poliomyelitis, and measles by 1990. While thatlofty goal has not been achieved, global coverage with athird dose of the diphtheria‐tetanus‐pertussis (DTP3)vaccine, a proxy for program performance, increasedfrom about 5% coverage in 1974 to 86% in 2019 beforethe COVID‐19 pandemic and is currently about 84%.Detailed, comprehensive modeling and analysis of EPIhave been completed to estimate the years of life gainedand deaths averted by this vaccination program against



these 14 pathogens: diphtheria, Hemophilus influenzaetype B, hepatitis B, Japanese encephalitis, measles,meningitis A, pertussis, invasive pneumococcal disease,poliomyelitis, rotavirus, rubella, tetanus, tuberculosis,and yellow fever in 194 WHO member states between1974 and 2024. The program is estimated to haveaverted 154 million deaths with 146 million in childrenyounger than five years old. Expressed as life‐years thisequals 9 billion or over 200 million healthy life‐yearsgained per year globally.The utility and benefit of vaccinations to individuals,communities, countries, and the world is undisputed. Itis a sad commentary on our society that misinformation,failure of scientific understanding, and spreading ofblatant lies have thwarted wider acceptance and use ofthese lifesaving tools. This does not mean that medicalprocedures are risk free, but a fair analysis of riskversus benefit (to self and community) makes clear thatthe benefits of vaccination far outweigh possible risks.Twana and Smith (2024) explore some of these societaland belief issues.
One of the major types of white blood cells is thelymphocyte. Furthermore, there are two broad classes oflymphocytes. When they are activated, B lymphocytes,usually simply called B cells, are induced to divide togenerate clones of cells. You may have read or heard ofpolyclonal or mAbs being used in scientific experiments ormore recently in some cancer treatments (Herceptin, e.g.).It is worth taking a moment to consider the differencebetween monoclonal and polyclonal antibodies. When theimmune system in an animal is induced to produceantibodies, this is in response to multiple surveillance cellsdetecting the offending agent, this, then, elicits activation



of multiple B cells responding to the epitopes presented forreaction. Because each of these sensing cells is likelyresponding to different regions or proteins or even parts ofproteins or cellular components of the invader, thedifferent activated B cells produce plasma cells thatgenerate diverse antibodies against multiple epitopes. Forexample, antiserum contains multiple unique antibodiesdirected against the invader. Hence these are polyclonalantibodies (poly = many) generated by many differentclones of B cells. By contrast, laboratory generatedmonoclonal (mono = one) antibodies are very highlyspecific and more narrowly focused on a target. Thisattribute can be either an advantage or disadvantage,depending on the circumstances.Regardless, in normal whole animal immune responses,some of these clonal cells are retained as memory B cells.Other B cells differentiate into plasma cells that synthesizeand secrete large quantities of antibodies. The presence ofthe memory B cells explains the marked increase inantibody concentration (titer) in the blood when animalsare exposed to the same pathogen or antigen a secondtime. Essentially the pieces required for more antibodyproduction are already in place. Cell‐mediated immunitydepends on T lymphocytes, which include severalsubclasses of cells (helper T cells, cytotoxic T cells, andsuppressor T cells). Other cells critical to functioning ofboth branches of the immune system include the antigen‐presenting cells (APCs) (fixed and wandering macrophages,neutrophils, and dendritic cells). For the most part, thesevarious classes of cells have been identified based on theiractions and on the fact that the cells express variousclasses of markers on their cell surfaces. When specificantibodies against these surface antigens are available, itallows researchers and clinicians to quantify and classifythe various groups of white blood cells. Because these cells



often circulate in the bloodstream or appear in secretions,it has been possible to use these markers and flowcytometry methods to identify and isolate populations ofcells with specific marker characteristics. Thesetechniques, along with cell culture and utilization oftransgenic mouse models, have led to an explosion indetailed information about immune responsiveness ingeneral and functional attributes of the different classes ofleukocytes specifically. The point is that understanding ofimmunity, disease interactions, and physiological responsesis growing exponentially. Our purpose is to provide anoverview and basic ideas but like other topics covered inthis text, please be aware of the rate at which currentresearch is expanding all aspects of immunology.While it might seem intuitive to consider innate immunityof lesser value than the specific immunity associated withantibody generation, and activation of the cells associatedwith cell‐mediated immunity this would be a mistake. Asdescribed by Carpenter and O'Neill (2024), many aspectsof innate immunity were long ignored or neglected asimmunologists focused on adaptive immunity as moreimportant or relevant. It is now clear that both thesedivisions are critical. In simple terms, the innate immunesystem is key to recognizing and alerting the adaptiveimmune systems to dangers. This is analogous to having afirst‐class trauma response team but no effectivemechanism to transport the patient or notify the emergencymedical technicians (EMTs), physicians, and nurses of theaccident or danger at hand.It is now accepted that the animal's defense againstpathogens requires multiple cells and factors in addition tothe activation of lymphocytes. Moreover, these innateimmunity events can elicit a kind of memory in myeloidcells that are epigenetic rather than the direct geneticalterations needed for creation of clones of B cells and



generation of novel antibodies. This process has beencalled trained immunity to distinguish it from thegeneration of memory T or B cells. This recognition led tothe concept that leukocytes generally have important rolesin immune responses. This training memory, unlike theadaptive immune memory, which can last for the lifetime ofthe animal, exists for periods of months or perhaps years.This might explain how the vaccine bacillus Calmette‐Guerin (BCG), created against tuberculosis, can provideprotection against a broader range of infectious agents.Support for the surveillance features of the innate immunesystem, exploded as researchers worked on the idea of theexistence of “pattern recognition receptors” (PRRs),postulated by Janeway, (1989) as receptors that recognize“pathogen‐associated molecular patterns” (PAMPs). Sincethis time, a multitude of such receptors on and in variousleukocytes have been discovered. These are divided intofamilies of PRRs, including Toll‐like receptors (TLRs), NOD‐like receptors (NLRs), C‐type lectin receptors (CLRs),nucleic acid sensors, and inflammasomes. Such workconfirms the concept that sensing and becoming aware ofdanger in an immunological sense is just as critical ashaving the tools (adaptive immunity) to counter thesecellular and molecular dangers.As research and interest in all aspects of immunity haveexpanded in the past 25 years, there have been a relatedexplosion in identification, characterization, and naming ofthe cellular markers that act as immune regulators. Indeed,the title of an article by Kuśnierczyk (2024) succinctlysummarizes the current situation: “Redundancy and AbsurdNames in Immunology.” Some of this is to be expected asresearchers independently isolate and characterize newlydiscovered marker molecules and, in turn, apply their ownnames. Here is an example. Cluster of differentiation 80 isa membrane protein expressed on the surface of many



immune cells, including B cells, T cells, and especially APCssuch as the ubiquitous dendritic cells. It acts as a ligand forother cluster of differentiation (CD) family proteins, forexample, CD28, which together with CD80 alters T cellfunction. However, here is the rub. CD80 is also known asB lymphocyte activating antigen B7‐1, B7‐H1, CD28 ligand(CD28LG); CD28 ligand 1 (CD28LG1), LAB7, or BB1. Thereare also names that are whimsical or simply odd. Forexample, chemokine (C–C motif) ligand 5 is also known asCCL5, D17S1136E, SCYAS, SIS‐delta, SISd, TCP228, eoCP,C–C motif chemokine ligand 5, and finally regulated on
activation, normal T cell expressed and secreted(RANTES). The molecule was first described by Dr. TomSchall, who named the protein based on an Argentinianmovie Man Facing Southeast about an alien who shows upin a mental ward. The alien's name was Rantes, and so theacronym for the protein was made up to fit the name of thecharacter in the movie.This problem of different names for the same molecule isrampant in immunology research and consequently isconfusing, confounding, and irritating for students andothers trying to understand immunology. A similar problemexists for the naming and nomenclature of growth factorsand the cascade of cell surface and intracellular moleculesthat explain mechanisms of action for both growth factorsand hormones.



Fig. 15.1 Overview of defense mechanisms. Nonspecific orinnate protection provides a first line of defense. Thebarrier derived from the epidermis of the skin, or thestratified squamous epithelium of body openings and theirsecretions is a first line of protection. General effects ofphagocytes, natural killer T cells, and antimicrobialproteins are also important. Humoral immunity involves theactivation of clones of B lymphocytes to produce memory Bcells and daughter B cells that differentiate into plasmacells that synthesize and secrete large amounts ofantibodies. Cell‐mediated immunity depends on theselection of clones of T lymphocytes by the action ofantigen‐presenting cells, which stimulate proliferation ofthe T cells. Subtypes of T cells (helper, cytotoxic, andsuppressor T cells) fine‐tune cell‐mediated immunity.Therefore, practically speaking, the actions of the two



divisions of the immune system are closely interwoven.However, generally, humoral immunity is most effectiveagainst bacteria and their toxins or free viruses becauseantibody binding can directly inactivate these attackers, forexample, cause precipitation, agglutination, or masksurfaces, to make them susceptible to destruction byphagocytic cells or complement activation. Cell‐mediatedimmunity is a better weapon against cellular targets;examples include cells that have been infected by viruses,parasites, or perhaps cancer cells.In subsequent sections, we will consider some of theseelements of the immune system in more detail. However,let us begin by considering defense attributes of theimmune system and physiological systems generally.Defense of the internal environment centers on three mainfunctions (Fig. 15.1):
Destruction or neutralization of bacterial, viral, orparasitic pathogens.Destruction of aged or damaged cells, that is, considerthe finite life of red blood cells.Surveillance to detect and eliminate abnormal cells,cancerous, virally infected, etc.

Innate or Nonspecific DefensesAs the name suggests, nonspecific defenses do notdistinguish one threat from another. The protection that isafforded is the same no matter what the circumstances.These measures include physical barriers, phagocytic cells,complement, general inflammatory response, and fever.The first line of defense against pathogens at first blushseems minor but the protective properties of the skin andthe mucous membranes are substantial. Consider the



physical barrier that intact skin provides but problems thatrapidly occur if there are abrasions, cuts, or open wounds.The stratified nature of the skin epithelium, presence ofdesmosomes to link the cells together, keratinized surface,and secretions of sebaceous and sweat glands are highlyprotective. The importance of lanolin on the wool of sheepto provide protection from the elements is anotherexample. Extend this to many animals and the addedphysical protection provided by fur, hair, or wool becomesapparent. The acidity of skin secretions (pH 3–5) alsoinhibits bacterial growth. Move to the internal passagewaysof the respiratory, digestive, and urinary tracts. As youshould recall, the exterior portions of these tracts (oralcavity, esophagus, rectum, etc.) are also covered bystratified squamous epithelial cells. In more internalregions the epithelium is typically thinner and simple, butthe cells are linked by tight junctions, which increase thebarrier function of the epithelium. In addition, specializedglands (goblet cells and various multicellular glands)provide mucus and specific proteins that act to coat andprotect the internal surface. Saliva and lacrimal fluids ofthe eye contain the protein lysozyme and enzymes that canattack bacteria. In mammary secretions produced duringthe nonlactating or dry period accumulation of the proteinlactoferrin binds to iron, which acts to impair growth ofbacterial cells. The stomach mucosa with the secretion ofhydrochloric acid (HCL) and peptidases also kills manyingested microorganisms.As a specific agricultural example, consider the importanceof the epithelial layer of the teat end of the dairy cow in theprotection of the internal mammary gland from mastitis(inflammation of the mammary gland caused by invadingmicroorganisms). The teat of the ruminant has a singleopening called the streak canal that leads directly into aspace within the teat called the teat cistern (see Chapter



18). This means that the structure of the streak canal iscritical as a primary defensive barrier against mastitis. Thelowest 2 cm of the streak canal is especially importantbecause of the capacity of tissues in this region to act as abarrier to minimize milk leakage or entrance ofenvironmental agents. Intuitively the diameter of the streakcanal is positively related to the rate of milk flow but cowswith the best balance of acceptable rates of milk flow andprotection from bacterial invasion have the greatestlongevity in the herd. Because the teat canal is lined withlongitudinal folds, dilation of the streak canal during milkcauses the epithelial lining to become flattened and thinduring milking. This is analogous to the changes intransitional epithelium in the bladder. Regardless, thisperiodic stretch allows the keratin to spread over thesurface to form a bactericidal barrier. With milking some ofthe keratin is flushed away during the periodic opening andclosing of the teat canal but fortunately, it is constantlybeing renewed by the epithelium (Capuco et al., 1990). Thekeratin itself has antibacterial agents that inhibit thegrowth of pathogens. Some researchers also suggest thatthe minute areas of secretory tissue around Furstenberg'srosette (near the opening of the teat cistern) secreteprotein(s) with bactericidal effects, but others suggest thematerial is lipid‐like and made by the epithelial cellsproducing the keratin. Reports describing the synthesis andsecretion of β‐defensins by mammary cells and otherimmune cells support the idea that locally producedproteins likely add a layer of protection again mastitispathogens (Daneshi et al., 2023). Certainly, the epithelialcells of the streak canal are constantly being renewedbased on the appearance of mitotic cells in the basal layersof the epithelium (stratum germinativum). Passage ofcannula through the teat canal or use of teat dilatorsscrapes away the keratin and can traumatize theepithelium. Experimentally, resistance to mastitis is



markedly reduced if the keratin layer is removed. Studiesin which pathogens were inoculated 3 mm into the streakcanal caused infections in about one‐third of treatedglands. Inoculations 4 mm into the streak canal increasedinfection rates further and inoculations 5 mm into thestreak canal nearly always caused infection. This confirmsthe significance of this barrier function. Becausepathogens, which cause mastitis, are not motile, to gainentrance into the parenchymal tissue they must be movedby physical forces from the outside of the teat, through thestreak canal, teat and gland cistern, larger ducts, and tothe alveoli. Other than the period around milking thekeratin of the streak canal makes an effective barrier.However, animals with inherently thin keratin or animalswith damaged teat areas are susceptible to localcolonization with microbes and are therefore at greater riskfor infection. During milking itself, retrograde movement ofmilk due to vacuum fluctuations or vacuum slips withleakage of air around the teat cups can allow bacteria‐laden droplets to pass the streak canal.During machine milking, there are certainly dramaticeffects on the teat and teat end. Given the rate of milk flow7 to 8 m/s, it is reasonable to expect that resulting shearforces might remove some of the protective keratin. It isalso probable that some milk constituents are absorbed intothe keratin during the time of milking or from milk dropletsremaining after milking. If milking removes substantialamounts of the keratin and if renewal is delayed or changesin composition favor the formation of bacterial colonies oradherence, this could have marked effects on the streakcanal as the primary defense against mastitis.Phagocytes are cells that engulf pathogens and cell debris.These include neutrophils and eosinophils that normallycirculate in the blood and macrophages that typicallyreside within tissues. Some of these macrophages are



considered fixed because they are permanent residents of atissue. Examples include the Kupffer cells of the liver or thestar‐shaped dendritic cells of the skin. Other “free”macrophages are more mobile and can respond toproblems throughout the body or act to patrol local tissueareas. An example of the latter is the alveolar macrophagesof the lung, which patrol the internal surface of the alveoli.Monocytes in the bloodstream are converted intomacrophages when they exit the circulation.Macrophages (monocytes) and microphages (neutrophilsand eosinophils) share the ability to migrate and squeezebetween the endothelial cells of capillaries by a processcalled diapedesis. This process is typically initiated byinjury to the endothelial cells and/or appearance of factorsthat act as attractants for the cells. This is calledchemotaxis. The process begins with adhesion followed bythe leukocytes forming a sort of pavement of cells lined upalong the periphery of the capillary. With increasedpermeability or damage, there is then an often‐rapiddiapedesis of the cells between the endothelial cells to theregion where the bacterial cells or their toxins are located.Figure 15.2 illustrates general events that occur with aninflammatory response. Many of these effects are mediatedby the release of compounds produced by injured cells,proteins that appear in exudates released into thecirculation, as well as molecules released by stimulatedplatelets and phagocytes. The local response to infection iscalled inflammation but depending on the circumstances,the physiological response can become more widespread.Fever, a higher‐than‐normal body temperature, occurs inresponse to some microorganisms and their toxins. Forexample, in dairy cattle, mastitis caused by Staph aureusspecies is typically localized but mastitis caused by E. coliis characteristically associated with marked systemiceffects well beyond the appearance of abnormal milk, heat,



and redness of the udder. Fever, lethargy, absence ofappetite, and markedly reduced milk production arecommon. Neither is it uncommon for systemic problems tobecome so severe that physiological systems can fail, anddeath occurs. With marked activation of leukocytes exposedto especially potent pathogens, pyrogens secreted by theleukocytes and toxins from the microorganisms act to resetthe hypothalamic neurons responsible for homeostaticcontrol of body temperature. Prolonged high fevers aredangerous because excess heat denatures enzymes.However, milder fever is beneficial because metabolic ratesof tissues are increased, allowing for more rapid repair andhealing. Interestingly, while fever is known to occur invirtually all mammals, responses in birds are poorlyunderstood (Gray et al. 2013).





Fig. 15.2 Bacterial attack and inflammation response.Following penetration of the epithelial barrier by bacteriadamage to tissues or release of bacterial products, theliberation of histamine, complement, and other moleculesinitiates a cascade of responses. Increased vasodilation,capillary permeability, and appearance of substanceschemotactic to phagocytes produce rapid migration ofthese cells to the region. The four primary signs of acuteinflammation are heat, redness, pain, and swelling.When infection is severe responses can be dramatic. Thecreamy or yellowish pus that fills infected tissue areas is amixture of dead cells, tissue debris, and dead or dyingmicroorganisms. If repair mechanisms do not clear the areaof debris, these materials can become walled off by layersof collagen fibers and other extracellular matrix proteins,essentially scar tissue. This is a protective mechanism, forexample, isolation of the affected area, but this can alsolead to the creation of an abscess. In these cases, it is oftennecessary to surgically drain the material before healingcan take place. In some particularly difficult infections,bacterial cells can be engulfed by macrophages but notdestroyed. The macrophages with their now protectedresidents become encased in clusters or granulomas. Sincethe bacteria are not actually destroyed, if the granulomasare disrupted an activate infection can resurface. Thisexplains why tuberculosis bacilli, which are resistant todigestion by macrophages and therefore protected fromantibiotic treatment, can be so difficult to treat. It isbelieved that some mastitis‐causing organisms behave in ananalogous manner. Specifically, such organisms appear tofind “protected” areas (likely walled off by connectivetissue elements) so that they are safe from destruction.This could explain why some cases of mastitis are causedby the same organism repeatedly and/or some subclinicalcases of mastitis.



Table 15.1 Agents involved in inflammation.
Agent Source ReactionHistamine Basophils and mastcells; released afterinjury, response tomicroorganisms orsecretions fromneutrophils

Vasodilation ofarteriolesincreasedpermeability
Prostaglandins From arachidonic acidpresent in cellmembranes ofneutrophils, platelets,and so on

Stimulation ofendothelial cellsand leukocytes tosecreteinflammatorymodulatorsKinins Kininogens intointerstitial fluidcleaved by kallikrein toproduce active peptide
Effects similar tohistamine but alsochemotaxis

Complement System of ∼20 plasmaproteins When activatedmechanism toinactivate bacteriaand target foreigndebris for removalCytokines Circulation,lymphocytes,macrophages, andother immune cells
Examples includeinterferons,interleukins, andothers all act toregulate immunefunctionSome of the important substances involved in inflammationand their effects are summarized in Table 15.1. Before wemove to specific immunity, let us consider some of theeffects of these molecules and related molecules involved in



inflammation and chemical defenses. Some tissue proteinscan inhibit or slow bacterial cell growth. For example,lactoferrin is a protein that is produced in secretions of thenonlactating mammary gland where it accumulates to ahigh concentration. This is important because it acts tobind iron that is needed for bacterial cell growth (Brock2012). Histamine released by local mast cells at the site ofan attack increases capillary permeability and vasodilation,increasing blood flow. Mast cells also produce moleculesthat induce chemotaxis, which act as signals to induce themigration of phagocytic cells. Moreover, the binding ofthese agents to receptors on the cell surface ofmacrophages increases Ca++ flow into the cells. Theincrease in Ca++ activates contractile elements in the cellsthat allow amoeba‐like movement of the cells along thegradient of chemotactic signals (Box 15.2).As illustrated in Figure 15.3, kallikrein secreted fromphagocytes cleaves inactive kininogens produced by theliver. These molecules appear in circulation and diffuse intoinflamed areas because of increased vasodilation wherethey are converted into active kinins. Kinins subsequentlystimulate several steps in complement activation, reinforcevascular bed changes initiated by histamine release,activate pain receptors, and serve as chemotactic agents toproduce even more leukocyte migration and more kininproduction in a positive‐feedback pattern of action. Thisenhances the opportunity to defeat the offending agent.These inflammatory reactions can be likened to an alarmresponse as a large mixture of chemicals is released intothe extracellular fluids.



Box 15.2 Protective secretions

As mentioned in an earlier chapter, it is believed thatsecretions from skin glands evolved to provide moistureand protection (antimicrobial agents) for the parchment‐like shelled eggs laid by mammalian ancestors.Evolutionary pressure likely promoted the incorporationof molecules such as lysozyme or iron‐bindinglactoferrin into these secretions. Certainly, the capacityto prevent desiccation of the eggs and protection frommicrobial attack would have been highly beneficial. Theimportance of lactoferrin has come full circle with theproduction of human‐specific lactoferrin in the milk oftransgenic animals, as well as the appearance of milk‐extracted lactoferrin in products such as infant formula,human and pet foods, skin care products, toothpaste,and mouthwash (Stelwagen et al. 2009; Brock 2012).In this chapter on the integumentary system, wediscussed the evolution of other protective factorsassociated with skin, especially the discovery of a largefamily of naturally occurring antimicrobial proteinscalled β‐defensins. Daneshi et al. (2023) consider thepossibility of taking advantage of these proteins asagents to fight bovine mastitis to reduce use ofantibiotics. In support of this idea, β‐defensins exhibitbactericidal activity against a host of pathogens but areespecially relevant in mastitis because of their activityagainst critical mastitis pathogens, Escherichia coli and
Staphylococcus aureus.



Fig. 15.3 Role of kallikrein in inflammation. Activatedneutrophils release kallikrein, which acts enzymatically onkininogens to produce kinins. These kinins promotemultiple reactions that ultimately aid the body to fightinflammation.Myeloid precursor cells in the red bone marrow give rise tomonocytes, which can progress to macrophages, or thesemyeloid precursors can be induced by cytokines totransition into immature dendritic cells. Macrophagesgenerally and the specialized macrophages (Kuffler cells inthe liver, Langerhans cells in the skin, and surveillancealveolar macrophages in the lungs) along with dendriticcells are especially important because these cells expressproteins on their surface called TLRs. The receptors werenamed because they have a similar structure to a proteintranscribed by the Toll gene in drosophila. They are alsocharacterized as pattern recognition receptors and are



appreciated for their capacity to recognize or bindmolecules that are present on many pathogens but distinctfrom host surface molecules. These groupings of moleculesare called pathogen‐associated molecular patterns(PAMPs).Characterized, based on composition and structure, PRRscan be sorted into five types, based on their primaryfunctions, cellular location, specificity of ligands involved,or evolutionary linkages (Carrol et al. 2024; Duan et al.2022; Kawai et al. 2024).
1. TLRs2. AIM2‐like receptors (ALRs)3. CLRs4. Retinoic acid‐inducible gene—(RIG) I‐like receptors(RLRs)5. NLRs

TRLs and CLRs are membrane‐bound transmembraneproteins, and the others function as receptors within thecytoplasm. As you consider the fact that many leucocytescan be actively phagocytic and that debris from destroyedbacterial cells and infected cells can also be engulfed, thelogic of intracellular receptors becomes more apparent(Sameer and Nissar, 2021).Fundamentally the TLRs and other PRRs on these immunecells act to fill the gap between the time when innateimmune cells first recognize pathogens or theircomponents and subsequent activation of the adaptiveimmune response. Essentially, when these surveillancecells encounter triggering patterns, they become activated(by altered expression of surface proteins) to then engagewith T cells and other cells in the adaptive immunity side of



the immune system. Essentially, they become APCs. Youcould think of these cells as detectives reporting back tothe police station to start procedures to stop a crime orprovide aid to someone in need. Figure 15.4 illustratessome of the reactions involved when an activated dendriticcell engages with a CD4+ positive T cell.Signaling from the family of TLRs can regulate T‐cellactivation, growth, differentiation, and function in amultitude of conditions and ultimately is critical for cell‐mediated immunity. In addition, TLRs are involved in notjust defense against infectious agents but in reactions toautoimmune diseases and cancer. After binding PRRsinduce downstream signal cascades, for example, nuclearfactor kappa B (NK‐κB), type I interferon (IFN), andinflammasome signaling pathways. These reactions resultin the production of proinflammatory or antiviral cytokinesand chemokines. The NK‐κB family of transcription factorsis involved in immune and inflammatory responses and, forexample, is important in the regulation of β‐defensinexpression in the bovine mammary gland. TLR2 is activatedby the lipoteichoic acid (LTA) of Gram‐positive bacteria andTLR4 is stimulated by lipopolysaccharides (LPS) of Gram‐negative bacteria.



Fig. 15.4 Interactions between an activated antigen‐presenting dendritic cell, and a CD4+ T cell is illustrated.After the TLR2/4 receptor recognizes its associated ligand,it can alter the expression of chemokine receptors, whichinduce migration from the site of infection to a nearbylymph node, where quiescent T cells become stimulated.TLR2/4 signaling allows the processed antigen to bind themajor histocompatibility complex II for presentation to theCD4+ T cells. This is the first step in the activation of theCD4+ cells. TLR signaling also induces upregulation ofstimulatory molecules on the surface of the dendritic cellsproviding further activation of the now antigen‐specificCD4+ cells. Illustrated by the interaction betweenCD80/CD86 on the surface of the dendritic cell and CD28on the surface of the CD4+ T cell.The TLR signaling also promotes maturation of dendriticcells and induction of leucocytes needed for clearing



pathogens. TLRs are part of a family of type I integralmembrane glycoproteins with leucine‐rich extracellulardomains and a cytoplasmic tail with a Toll/interleukinreceptor domain. Combined with interleukin‐1 (IL‐1), thesereceptors are part of superfamily of receptors with similarattributes because all its members share the Toll‐Il‐receptor structural domain.To the present time, 13 distinct TLRs have been identified.Each of the receptors recognizes a particular class ofmicrobes based on the components of the bacterial cellwall. Activation of the TLR, in turn, triggers the release ofcytokines. Most cytokines are low molecular weight,soluble proteins produced following activation of a“sensing” cell, for example, the macrophages withactivated TLR, as described above.Cytokine is a general term given to the chemicalmessengers that regulate cells involved in immuneresponses. However, based on genetic linkages andstructural similarities many hormones and growth factorscan be classified as cytokines. Interleukins are a subclass ofcytokines that were first identified because they aresecreted by leukocytes. At least 40 distinct interleukins areknown. Classification of the various interleukins iscomplicated because they are grouped differently based onactivity or how they interact with lymphocytes, thestructural attributes of the proteins themselves, thestructures of the receptors for these messengers, or if theyexhibit proinflammatory or anti‐inflammatory actions.Figure 15.5 illustrates the relationship between cytokinesand interleukins, actions, and properties.Most are produced by T lymphocytes, which are identifiedbased on their actions and expression of specific cellsurface markers, especially CD4. The interleukins are keyin the induction and differentiation of T cells, B cells, and



other hematopoietic cells. It is telling that interleukins arealso detected in other nonimmune tissues and receptors forthese proteins are widely distributed. Thus, roles for thesepowerful signaling molecules will certainly expand in thefuture.



Fig. 15.5 Interrelationships linking multiple signalingmolecules that are part of the family of cytokines are shownin panel (A). These include interleukins, specifichematopoietic cytokines, interferons, chemokines, andmembers of the tumor necrosis factor (TNF) group ofpowerful regulators. Panel (B) illustrates the three modesin which interleukins act. These are autocrine (thesecreting cell, responds itself), paracrine (the agentsecreted targets neighboring cells), and endocrine(secreted interleukin enters the bloodstream to impacttargets in other areas or tissues). Panel (C) illustrates themultiple properties and modes of activity for theconstellation of cytokines and interleukins.Cytokines are produced by nearly all cells involved inimmunity, but the T cells are especially important. The



activation of cytokine‐producing cells triggers them tosynthesize and secrete their class of cytokines. Thecytokines then bind to specific cytokine receptors on othercells of the immune system and influence their activity insome manner. Actions of cytokines are described asmultifaceted, redundant, and pleiotropic. The idea is that aspecific cytokine is likely to impact multiple target cells notjust one type of cell. In addition, some cytokines areantagonistic so that one cytokine stimulates a particularaction while another cytokine inhibits the same function. Inother cases, cytokines act synergistically to produce agreater effect than either would have alone. These featuresmean that there are enormous opportunities for control andregulation of immune responses. Most of the cytokines acton leukocytes or endothelial cells to affect inflammatoryresponses. However, there is also an overlap betweenclassic hormones and cytokine signaling pathways. Forexample, leukocytes and macrophages express prolactinreceptors. It seems likely that, in addition to its well‐characterized actions in mammary development andreproduction, prolactin also acts as a cytokine in theimmune system. Leptin, a hormone produced byadipocytes, is also now recognized for its impacts on theimmune system (Procaccini et al. 2012). Some features of afew selected cytokines are described below.TNFα is the major cytokine involved in acute inflammation.It is primarily synthesized by monocytes, macrophages, andhelper T cells. When produced in very large amounts it isbelieved to be the cause of systemic shock in severereactions. It acts on the endothelial cells to stimulateinflammation and blood clotting. It also promotesendothelial cells to secrete selectins (adhesion molecules)that are important for diapedesis of leukocytes.Furthermore, it triggers macrophages and endothelial cellsto secrete chemokines. Chemokines also impact diapedesis



and chemotaxis, and additionally promote macrophages tosecrete interleukins (see below). Finally, TNFα is directlycytotoxic for some tumor cells, thus explaining its name.The interleukins include a very large family of structurallysimilar cytokines. IL‐1 is especially significant. It hasactions functionally such as TNFα (an example of some ofthe redundancy among cytokines). Common effects includeinduction of fever and sleep and stimulation of collagensynthesis as well as collagenase needed for tissue repairand remodeling. It also stimulates T and B lymphocytes toproliferate. IL‐1 is also produced by monocytes,macrophages, dendritic cells, and a variety of other cells inthe body.Other interleukins include IL‐2, which is secreted primarilyby helper T cells to stimulate the proliferation of helper Tcells and activate the NK T cells. It is also called T‐cellgrowth factor. IL‐3 promotes hemopoiesis to generateprecursors of lymphocytes and mast cells. IL‐4, alsoproduced by the helper T cells, stimulates B cells andenhances antibody secretion by active plasma cells,especially the secretion of IgE. IL‐5 behaves in a similarfashion but is more likely to promote plasma cells tosecrete IgA‐type antibodies. It also acts as achemoattractant for eosinophils. IL‐6 has wide‐rangingeffects, including the promotion of differentiation of B cellsinto plasma cells and stimulation of the liver to secrete amannose‐binding protein, which triggers complementprotein binding to the surface of microorganisms that havemannose‐containing polysaccharides in their cell walls. IL‐8promotes angiogenesis, an action that is clearly importantin the repair of tissue damage. IL‐10 acts to dampen or turndown immune responses so it is important in the overallregulation of immune function (Mertowska et al., 2024).



Transforming growth factor β (TGF‐β) is also a suppressorof immune responses by its capacity to inhibit theproliferation and function of T cells and the proliferation ofB cells. Along with the other cytokines released, TGF‐β isan important participant because of its role in severalstages of wound healing. Vascular endothelial cells areearly responders. There is enhanced secretion of adhesionmolecules (VCAM‐1, ELAM‐1, and ICAM‐1) around theendothelial cells that gives a foundation for the anchoringof circulating leukocytes, which express receptors(integrins, selectins, etc.) to recognize these adhesionfactors and allow accumulation of the leukocytes,chemotactic attraction, and diapedesis. Indeed, TGF‐β is apotent chemoattractant. Because of its effects on thesecretion of extracellular matrix proteins by stromal cells(fibroblasts), it also promotes tissue repair. TGF‐β isproduced by T‐lymphocytes, macrophages, and otherstromal tissue cells and appears in circulation in a latentform that is activated by tissue proteases.The colony‐stimulating factors (CSFs) are an additionalgroup of proteins that impact immune function by theirability to induce the production of colonies of the differentleukocyte types in the bone marrow. Some specific CSFmembers include granulocyte‐macrophage colony‐stimulating factor (GM‐CSF), granulocyte colony‐stimulating factor (G‐CSF), and macrophage colony‐stimulating factor (M‐CSF). Aside from effects onproliferation the CSFs also influence leukocyte function.For example, when GM‐CSF binds to receptors onneutrophils, eosinophils, or monocytes, it activates the cellsand enhances cell survival. GM‐CSF increases the capacityof these phagocytes to form pavements involved indiapedesis between endothelial cells and improves theability of the cells to destroy engulfed bacterial cells. CSFsare produced mostly by T cells and macrophages.



A final group of cytokines to introduce are the interferons.As the name suggests these molecules were characterizedby having an ability to interfere with something. In thiscase, it is the replication of viruses. Like other cytokines,there are multiple types of interferons (α, β, and γ). Inshort, as illustrated in Figure 15.6, interferon providessome resistance to viral infections by interfering with thereplication of the virus in neighboring potential host cells.In addition, interferon(s) enhance the phagocytic activity ofmacrophages and stimulate the secretion of antibodies byplasma cells. Furthermore, these molecules markedlyimprove the function of NK and cytotoxic T cells, which areimportant in the destruction of virus‐infected andcancerous cells.Figure 15.7 provides an overview of an essential aspect ofinflammation, the migration of phagocytes to the affectedarea. In this example, the rapid response of PMN into themammary gland following an experimental insult, that is,intramammary infusion of endotoxin, is shown. Since thesite of the inflammation is deep within the areas of themammary gland that store milk, the phagocytes must moveout of the capillaries (between the endothelial cells) butadditionally pass the basement membrane and between theepithelial cells that compose the outer structure of themammary alveoli. In these cases, the phagocytes haveresponded to chemoattractant agents in milk that havediffused into surrounding interstitial fluids and localcapillary beds.As an example, the somatic cell count of raw milk is themost common dairy producer‐related method to evaluatemilk quality and udder health status of individual lactatingcows. Leukocytes and a small percentage of epithelial cellsnormally occur in milk. This combination of cells is referredto as the milk somatic cell count (MSCC). The termsomatic, which means body, alludes to the fact that these



are normal body‐derived cells. Most ~98% of the cells areleukocytes, and most of these are neutrophils, sometimescalled polymorphonuclear leukocytes (PMN). Thisdescriptive term is a reference to the lobed nucleus ofthese cells. Milk from uninfected cows typically containsless than 200 000 cells per ml and it is not uncommon tofind uninfected cows with MSCC of 50 000 cells or less.Milk samples with values greater than 400 000 cells per mlare very likely from cows with inflammation most likelycaused by mastitis‐producing organisms. These leukocytesenter the milk because of homing to the mammary glandfrom the bloodstream in response to chemicals releaseddirectly by bacterial cells or materials released by injuredmammary cells. These chemicals induce chemotaxis thatinitially recruits neutrophils and thereafter macrophages(monocytes) into the udder. Since an increase in MSCC isclosely correlated with intramammary infection, the MSCCis measured for milk samples collected as a part of routinemonitoring of milk composition in many dairy herds.However, it is important to remember that strictlyspeaking, bacteria‐induced mastitis can only be confirmedby the isolation of pathogenic organisms in asepticallycollected milk samples by approved bacteriologicalmethods. Figure 15.8 shows the marked ability of PMN torespond to an intramammary signal. In this case, themammary gland of the cow was infused with purifiedendotoxin diluted in sterile physiological saline. By the timeof the next milking the MSCC has increased ~30‐fold andthere is a corresponding sharp decrease in milk production.However, after several days, the cell response and milkproduction return to normal. This is an experimentalsituation, but it certainly demonstrates the dramaticresponse that phagocytic cells can make in response tostimulation.



Fig. 15.6 Action of interferon. In step 1, a cell is invadedby a virus. In response, the infected cell produces andsecretes interferon. The interferon binds to receptors onneighboring cells and induces the cells to produce inactiveenzymes capable of breaking down viral mRNA. In step 2, acell previously impacted by interferon is subsequentlyinvaded by the virus. The virus blocking enzymes areactivated and viral replication in this cell is prevented.



Fig. 15.7 Leukocyte (PMN) response in the mammarygland. Chemotaxis causes PMNs to migrate from thecapillaries and form a pavement along the basementmembrane of the infected alveoli (A). Some groups ofepithelial cells become damaged by the toxins or PMNactivity and are sloughed into the alveolar spaces(damaged cells indicated by the broken cell membranes).Neutrophils and macrophages congregate (B) where theyengulf bacterial cells (C) and destroy them along with celldebris, as (Nickerson and Pankey 1983; Capuco et al.,1986) reviewed (Akers and Nickerson, 2011)





Fig. 15.8 Cell and milk production responses in cows.Changes in MSCC (Panel A) and milk production (Panel B)in cows given an intramammary infusion of bacterialendotoxin are shown. Note the marked increase andcorresponding decrease in mammary function.Adapted from McFadden et al. (1988).Fortunately, most tissue regions have macrophages thatare residents. For example, with a skin break, theseresident macrophages can begin phagocytizingmicroorganisms (assuming they are recognized asinvaders) almost immediately. However, the number ofcells is limited so a full‐blow response depends onchemotaxis to recruit additional phagocytes (moremacrophages and neutrophils). It is important, of course,that these cells express the ability to recognize foreignmaterial so that normal cells are not harmed. The taggingof materials to be engulfed is complex but when it comes tobacterial cells, the complement system is especiallyimportant. This is because the effects of activatedcomplement can be very potent but secondly presence ofspecific antigens and antibodies on the surface of thebacterial cells (or other materials) acts to mark theseinvaders for destruction by phagocytes as well as attack bycomplement proteins.The complement system, usually simply called complement,is a complex of at least 20 proteins present in thecirculation (originally produced by the liver). Theseproteins provide an important mechanism for thedestruction of foreign substances because, when activated,they greatly enhance the inflammatory response but evenmore impressive they can stimulate the direct destructionof bacteria and some other cells by causing the cells torupture. Aside from direct effects on bacterial cells,



activated complement also enhances inflammation inseveral ways.
Stimulates release of histamine from mast cells.Promotes vasodilation and thereby increases vascularpermeability.Activates kinins.Coats the surface of microorganisms and acts as anopsonizing agent.

Thus, while complement is nonspecific, it clearly enhancesor “complements” the immune response, hence the name.The effects of complement on bacterial cells are illustratedin Figure 15.9.





Fig. 15.9 Complement activation. In the classic activationpathway, the binding of antibodies to bacterial antigensinduces complex formation with complement proteins C1,C2, and C4. Alternatively, plasma proteins (factors B, D,and P) can bind with surface polysaccharides in the cellwalls of some bacteria and fungi. Regardless of thepathway, both converge with the activation of complementprotein C3. This activation produces a cleavage reaction toyield C3a and C3b. When C3b binds to the bacterial cellsurface it initiates the recruitment of complement proteinsC5b, C6, C7, C8, and C9 to produce the membrane attackcomplex (MAC). This complex penetrates the cell wall tocreate a hole or pore that leads to cell lysis. In addition,binding of C3b induces opsonization or coating of thebacterial cell, which enhances targeting by phagocytes forengulfment. Finally, the presence of free C3a and C5a inthe area promotes inflammation.
Specific ImmunityDespite the impressive benefits of non‐specific defenses,this alone is not sufficient. Hallmarks of both cellular andhumoral immunity include (1) specificity, (2) systemicrather than local responses, and (3) evidence of memory.Specificity indicates that the immune response is directedat a unique antigen. Systemic responsiveness refers to thenotion that a response to an attack can be mountedregardless of the point of entry. Memory indicates that theimmune system is better prepared with a faster responsewhen exposure to an antigen occurs a second time. This isthe idea behind vaccinations. A vaccination is essentiallythe induction of a specific immune response and creation ofimmunological memory because of a planned exposure tothe antigen in a manner that does not cause illness. Forexample, immunization with cell wall components or killed



bacterial cells (incapable of causing disease) cannonetheless induce an immune response because of theforeign proteins or polysaccharides present in thesepreparations. If the animal is then exposed to livemicroorganisms, the animal can respond more quickly sothat the chance of exhibiting the disease is reduced orsymptoms are milder and less severe compared withnonimmunized animals.Let us first consider humoral or antibody‐mediatedimmunity. However, it is worth remembering that the twodivisions of the immune system (humoral and cell‐mediated) do not function independently but rathertogether to enhance protection. As shown in Figure 15.10,it is also important to realize that immunity can be eitherpassive or active. Clearly, the protection provided to thenewborn calf (or puppy in our earlier example) by sucklingcolostrum from its mother is critical, but it is limited. Theantibodies provided in the colostrum are only a stopgapmeasure until the calf or puppy can begin mounting its ownimmune responses with related immunological memory.



Fig. 15.10 Types of acquired immunity. Both naturally andartificially acquired immunity can be very important butactive immunity is most associated with the establishmentof immunological memory. Once antibodies from themother or via injection are degraded, they cannot bereplaced by the animal.
Antibody Structure and FunctionThere are five major classes of immunoglobulins: IgA, IgG,IgM, IgD, and IgE. IgG is the most abundant and diverseantibody in circulation. It accounts for ~80% of the total. Itis primarily responsible for both primary and secondaryantibody responses (increased blood titers) followingimmunization or other exposure to antigens. IgG alsocirculates as a monomer. IgA also appears as a monomerbut is limited in the circulation. It occurs more frequentlyin secretions (saliva, sweat, intestine, etc.) associated with



mucous membranes and epithelial surfaces. It also is mostfrequently secreted as a dimer with the two antibodymolecules joined by a third element called the secretorypiece. IgM appears as a monomer and in groupings of fiveantibodies (pentamer) linked together. In the monomericform, the antibody is usually attached to the surface of Bcells. During primary antibody responses, the pentamerform of IgM is the first class of antibody released by theplasma cells. Because there is usually only a small amountof IgM free in circulation, detection of an increase in theblood is diagnostically useful as an indicator of a currentinfection in an animal. IgD is nearly always attached to thesurface of B cells where it functions as a receptor for theactivation of the cells. IgE is secreted by plasma cells in theskin and mucosal membranes. When the IgE is bound toantigen, the stem region of the molecule reacts with mastcells and basophils, causing them to release histamine andother chemicals. Unfortunately, hyper or inappropriate IgE‐induced activation of these cells is involved in many allergicreactions. This explains the significance of antihistaminetreatments in treating allergic reactions.Whatever it's specific class, each antibody molecule has abasic structure that consists of four protein chains linkedtogether by disulfide bonds. Two identical heavy chains ofabout 400 amino acids each make up the bulk of astructure that resembles the shape of the letter Y. Twoadditional identical protein chains (the light chains)essentially overlap the portions of the heavy chains in thearms of the Y and are joined by sulfide bonds. The heavychains have a hinge‐like region near the top of the stem ofthe Y. The two ends at the top of the letter Y of theantibody molecule create the sites for binding of theantibody to its antigen. This means that the antibody isdivalent; that is, one antibody molecule is capable ofbinding two antigen molecules. The stem region of the



molecule is significant because it contains sites forcomplement binding and macrophage activation. Thesesites are important because the binding or fixing of theantibody allows the development of a cascade of reactionsimportant in the immune attack. The structure of anantibody molecule is illustrated in Figure 15.11.Although antibodies do not directly destroy pathogens,their binding to antigens on the surface of bacterial cells,for example, marks the cells for destruction. Antibodybinding to toxins or foreign debris can also inactivate theseagents by neutralization, precipitation, or, in the case ofcell‐associated antigens, agglutination. These reactionsgreatly enhance inflammation, along with inflammation‐induced chemotaxis and recruitment of leukocytes thatdestroy bacterial cells by phagocytosis. Antibody bindingalso triggers complement fixation and exposes themacrophage‐binding sites on the antibody molecule. Thecoating of foreign substances with antibodies is calledopsonization.



Fig. 15.11 Basic antibody structure. An antibody moleculeconsists of four protein chains, two heavy and two lightchains. The portion of the heavy chain resembling the stemof the letter Y provides sites of activation of complementand interactions with macrophages. The combination oflight and heavy chains at the ends of the arms of the Ycreates two identical antigen‐binding sites. Disulfide bondsare prominent in linking heavy and light chains together aswell as at locations within the chains.Antigens are substances that can activate the immunesystem thereby provoking an immune response. Most often



these are large, complex molecules (typically proteins) thatdo not normally appear in the body. In other words, theimmune system does not recognize them as self. In the caseof completely reactive or immunogenic antigens, thesemolecules induce the proliferation of specific lymphocytesand the synthesis and secretion of specific antibodies. Inother cases, many small peptides and nucleotides are notimmunogenic in themselves, but when linked with otherself‐proteins the new combinations can produce dramaticeven harmful responses. This is the basis of some allergenicresponses. Researchers were able to take advantage of thisproperty to create antibodies against normallynonresponsive molecules, that is, steroid hormones tocreate many immunological‐based assays, for example,radioimmunoassay, enzyme‐linked immunoassays (ELISA),and western blotting.
B Cell Selection and Antibody SecretionWhen B cells are stimulated by antigens a cascade isinitiated so that antigen binding to surface receptors on a(naïve or previously inactivated B cell) becomes activatedto complete its differentiation cycle. This activationprocess, usually in combination with T cells, triggers clonalselection and expansion. The initial step induces B cellgrowth followed by rapid proliferation of an army or cloneof identical daughter cells all of which express receptorsspecific to the antigen that initiated the process. Since allthe cells are identical, they form a group called a clone. Incases where a particular antigen leads to the production ofa single clone of cells, this would be called a monoclonalresponse. This situation is taken advantage ofexperimentally to produce highly specific mAbs. More oftenin physiological situations, several different families orclones of stimulated B cells are generated. Because each ofthe antibodies that are produced is likely to recognize



different epitopes of the same antigen, these antibodies arereferred to as polyclonal antibodies.Most of the stimulated B cells are induced to becomeplasma cells. This is fortuitous because plasma cells havean extensive array of rough endoplasmic reticulum (RER).Thus, the capacity of these plasma cells to synthesize andsecrete antibody molecules (proteins) is very high. Antigenstimulation of B cells is illustrated in Figure 15.12.In the primary stimulation, antigen (green spheres) bindsto receptors on the surface of selected B cells. This inducescell proliferation and production of clones of identical cells.Some of the cells enlarge into B lymphoblasts and thenplasma cells that secrete antibodies specific to the antigen.Other clonal B cells remain as memory B cells. With asubsequent exposure to the antigen (weeks, months, oreven years later), a second more rapid induction andsecretion of antibodies and generation of additionalmemory B cells occurs (Rawlings et al., 2012).It is estimated that each plasma cell can secrete more than2000 antibody molecules per second. These antibodies havethe same antigen binding capacity as the receptor proteinson the surface of the B cells that first bound the antigen.Clonal B cells that are not activated to become plasma cellsbecome long‐lived memory cells. It is the presence of thememory B cells that explains the very rapid and sustainedsecretion of antibodies that occurs when an animal isexposed to an antigen for a second time. This pattern ofresponse is illustrated in Figure 15.13.



Fig. 15.12 Antigen stimulation of B cells. In the primarystimulation, antigen (green spheres) binds to receptors onthe surface of selected B cells. This induces cellproliferation and production of clones of identical cells.Some of the cells enlarge into B lymphoblasts and thenplasma cells that secrete antibodies specific to the antigen.Other clonal B cells remain as memory B cells. With asubsequent exposure to the antigen (weeks, months, oreven years later), a second more rapid induction andsecretion of antibodies and generation of additionalmemory B cells occurs.



Fig. 15.13 Primary and secondary antibody responses. Theblue line illustrates the relative antibody secretionresponse to immunization with antigen X. The initialresponse begins after several days, peaks at a relativelylow level, and declines markedly by four weeks. A secondexposure to antigen X currently elicits a rapid andrelatively much greater response. Exposure to a secondantigen Y at the same time has no effect on the response toantigen X and the relative response to antigen Y is like theinitial reaction noted to immunization with antigen X.The blue line illustrates the relative antibody secretionresponse to immunization with antigen X. The initialresponse begins after several days, peaks at a relativelylow level, and declines markedly by four weeks. A secondexposure to antigen X elicits a rapid and relatively muchgreater response. Exposure to a second antigen Y at the



same time has no effect on the response to antigen X andthe relative response to antigen Y is like the initial reactionnoted to immunization with antigen X.
Cell‐Mediated ImmunityAntibodies are extremely important, but it is also clear thateffectiveness depends on the capacity of the antibodies torecognize specific pathogens. How are our animalsprotected against viruses or infections frommicroorganisms that can “hide” from detection byantibodies? The T cells provide this added more complexlayer of protection. Two primary groups of T cells havebeen recognized based on the complexes of glycoproteinsthat are expressed on their cell surfaces. These are CD4+cells, also known as helper T cells (TH), and a largerpopulation the CD8+ cells that include cytotoxic T cells(TC). Some of the CD8+ expressing T cells are alsosuppressor (TS) cells that act as modulators of cell‐mediated immunity.While B cells and antibodies bind to and respond directly toantigens, T cells do not have this ability. Instead, the T cellscan recognize and respond to pieces or fragments ofprotein antigens that have been processed by other cells ofthe immune system, the APCs (macrophages, neutrophils,dendritic cells of the skin, etc.). This process is illustratedin Figure 15.14.Cytotoxic T cells (TC), also called killer T cells, can directlyattack and kill other cells. When activated these cellsmigrate through the circulation and the lymphoid tissuesseeking cells that express antigens for which the TC cellshave been sensitized. The primary targets of the cells areother cells that have been infected by viruses but undersome circumstances, they can attack cells that are infected



by bacteria or parasites. They can also act on cancer cellsand are the primary cells involved in transplant rejectionreactions (Qu et al., 2024).

Fig. 15.14 Antigen processing in macrophages. Bacterialcells are engulfed by macrophages and antigens areprocessed and expressed on the surface of the macrophage.Helper T cells associate with the macrophage and bindfragments of bacterial cell proteins “presented” by themacrophage. This activates the helper T cell so that it isstimulated to secrete cytokines, which stimulate theproliferation of B cells and conversion into plasma cellsthat secrete antibodies specific to the bacterial antigen.Before the cells can respond, the TC cells must link or dockwith potential targets by binding them to the self/nonselfcomplexes on the cell surface. Briefly, the surface of allcells expresses a myriad of proteins. However, if the



immune system has been appropriately programmed allthese self‐antigens are not recognized as foreign by theanimal but are strongly antigenic to other animals. This isthe essence of blood transfusion or graft rejection betweenunrelated animals. Some of the major surface proteins arepart of a group of glycoproteins called majorhistocompatibility complex or MCH proteins that are codedby major histocompatibility complex (MHC) genes. Becausethere are virtually millions of possible combinations for thecomplex of genes that code for these proteins, except foridentical twins, it is very unlikely that two animals wouldhave expression patterns that would be the same betweenindividual animals. It is even more complex in that thereare two major clusters of MHC proteins and genes. Class IMHC proteins are expressed on surfaces of essentially allcells, but class II MHC proteins appear only on certain cellsof the immune system. Each MHC protein has a cleft orgroove that displays a peptide. In normal cells, the peptidesthat are displayed in this cleft are peptides that are derivedfrom the normal recycling of cellular proteins. When somecells become infected or are altered by cancer the MHCproteins can bind and display peptides derived frombacterial cells, viruses, or cancer‐mediated processes. Thisthen acts to mark the infected or cancerous cells as nonselfthereby targeting it for close surveillance and possibleattack by the TC cells.Essentially the CD8+ class of lymphocytes or TC cells isactivated when they dock with other cells that haveprocessed antigens in combination with the class I MHCproteins that are not recognized as self. The exampleshown in Figure 15.15 illustrates the activation of TC cellsthat have encountered a virus‐infected cell andconsequently a clone of activated TC cells is produced.These cells can then detect and bind to other infected cells.



The fundamental result is that this encounter induces theTC cell to divide and produce clones of identical cells. Someof these new cytotoxic T cells become memory T cells whileothers are activated to seek out cells that exhibit theantigen/MHC on the cell surface that initiated the processin the beginning. Another class of cells the NK cells isdiscussed in Box 15.3.



Fig. 15.15 Cytotoxic and helper T‐cell activation. Both TCand TH cells are stimulated to proliferate and produceclones when they are associated with foreign antigens (1)that are in complexes with MHC proteins on cell surfaces.In this example, a competent TC cell docks with a cellexpressing a foreign viral antigen in combination with MHCproteins (2). Activation (3) induces proliferation leadingformation of more TC cells (memory) as well as currentlyactivated cells. When the activated TC cells complex withan infected cell (4) the infected cell is ultimately (5)destroyed. Activation of TH cells would occur in a similarfashion except the complex would involve class II MHCproteins rather than class I MHC proteins.



Box 15.3 Natural killers

Just the idea of some of our or our animal's lymphocytes“running around” with the capacity to kill other cellsseems somehow unnerving. The notion that selected Tcells can be induced to target virus‐infected cells ortumor cells is more comforting. As reviewed by Boysenand Storset (2009), so‐called natural killer (NK) cellswere first discovered in the 1970s as cells that couldspontaneously lyse and kill tumor cells without priorimmunization. That is, they did not need to beresponding to a specific antigen on the surface of thetargeted cell. They were shown to be directly cytotoxicand actively secreting cytokines and chemokines. Theywere initially called null cells because they did notexpress surface markers usually found on other T cellsstudied at the time. It was also noted that NK cellsappeared to be larger than typical lymphocytes and thatthey contained large granules in their cytoplasm. Itturns out that these vesicles contain enzymes, forexample, perforin, that can destroy membrane integrityof targeted cells. As such, NK cells are like and/orrelatives of so‐called cytotoxic Tc cells, which becomeactivated to attack virus‐infected cells.It was subsequently recognized that NK cells attackcells that cannot be “identified” as self (i.e., the absenceof surface markers common to somatic cells of anindividual). As surveillance agents, NK cells can bind toMHC class I (MHC I) molecules present in “normal”cells. In other words, healthy cells have an inhibitorysignal that says, “not me, I belong here”. If theinhibitory signal is not present the activation of thecytotoxic cascade can proceed. Essentially, if the NKcells do not recognize a self MHC class I molecule on a



potential target cell, no inhibitory signal is delivered,and the target cell is doomed. NK cells are now knownto also express TLRs, so they have multiple ways todetect harmful targets.Like other activated lymphocytes, NK cell function isheightened by secretion of tumor necrosis factor (TNF)‐α and type I interferons induced during viral infections,especially by secretion of IFN‐γ, which stimulatesmacrophages and other immune cells, along with theupregulation of major histocompatibility II proteins,which aid the recruitment of CD4+ T cells to the site ofthe action (Lanier, 2024).It has been recognized for many years that B and T cellscan acquire immunological “memory,” dependent onantigenic specific receptors, induction of cell division,and sequestering of selected clones of cells. NK cellscan respond to previously encountered abnormal cells orinfected cells through innate memory. This is anunusual, unexpected property the mechanism of whichis still unclear. Although it seems that stimulation of NKcells with a complex of interleukins (Il‐12, Il‐15, and Il‐18) may be especially important. Regardless, it isevident that continuing research offers new andunexpected possibilities, especially in cancer therapieswhere the key need is finding and destroying roguecells.
The actual mechanism for the TC destruction of the“foreign” cell is complex and poorly understood but severalevents occur at least in some cases. When binding betweenthe cells occurs the TC cell releases granules that contain aprotein called perforin, which inserts itself into the plasmamembrane of the cell targeted for destruction. Especially inthe presence of Ca++ the perforin molecules combine to



create pores through the plasma membrane. This allowsthe entrance of inactivated enzymes called granzymes, alsocontained in the vesicles released from the T cell, to enterthe cytoplasm of the targeted cell. Once inside the targetcell, like a miniature Trojan horse, the proteases areactivated, and the cellular machinery begins to degrade. Inother cases, the TC cells can produce the death of targetedcells by secretion of lymphotoxin, a protein that causes thefragmentation of the target cell's DNA. Other TC cellsrelease γ interferon, which activates macrophages in thearea to killer status so that the death of the targeted cells isindirect. This is analogous to hiring a hitman to do thedeed. Details of a TC attack are illustrated in Figure 15.16.A final type of T cell to consider is the suppressor (TS) cell.As the name suggests these cells act to dampen theaggressive action of the TC cells once the inflammation hassubsided. In addition, it is believed that the TS cells areimportant in minimizing autoimmune reactions, that is, asituation where the immune system can attack normalhealthy cells. However, suppression does not occurimmediately. In part, this is because most of the activationthat initiates the T cells to respond in the beginningincreases the number of TC and TH cells to a much greaterextent than for TS cells. Table 15.2 summarizes the immunecells that participate in defense of tissues and cells.It is worth noting that active research in all aspects ofimmunity is ongoing. As more is learned about thepopulations of proteins expressed on the surfaces of all thecells of the immune system, there will certainly be moreand more detailed analysis to describe subpopulations of Tcells, B cells, neutrophils, macrophages, and others withunique and special attributes. Much of this effort is focusedon the search to find immunological tools capable ofdetecting and destroying cancer cells without the harsh



and debilitating effects of the toxic chemicals currentlyused to fight cancer. It seems that combined withimproving gene manipulation techniques, we are inchingtoward a future where primed, focused immunological toolscan make this goal reality.



Fig. 15.16 Cytotoxic T‐cell attack. Once the TC cell hasencountered and responded to an infected cell severaldifferent mechanisms can be induced to producedestruction of the target cell. Release of lymphotoxin canessentially poison the cell by disrupting its metabolism.Release of perforin can act to perforate and disrupt theplasma membrane of the target. Granzymes released by Tccell vesicles (granules) can degrade target cell proteins.Finally, some cytokines release act to promote apoptosis(programmed cell death) in the target cell.
Table 15.2 Immune cells are involved in defense of tissueand cells.
Cell Type ActionsMast cells and Stimulate and coordinate inflammation by



Cell Type Actionsbasophils release of histamine, prostaglandins, andother agentsNeutrophils(PMN) Aside from resident macrophages, theseare the first of the phagocytes to arrive ata site of infectionEosinophils Important in phagocytosis of antigen–antibody complexes and in allergicreactionsMacrophages Both fixed and wandering essentialphagocytes and antigen‐presenting cells(APCs)B cells Class of lymphocytes in response tostimulation divided to produce memorycells and plasma cells which synthesizeand secrete antibodiesPlasma cells Derived from B cellsHelper T cells(TH) Regulator T cells that interact withantigens presented by APCs stimulateother immune cellsCytotoxic Tcells (TC) Activated by antigen presented by somaticcells, recruited by TH cells can directly killvirus‐infected and cancer cellsSuppressor TScells Inhibit the activity of B and T cells,especially in later stages of infectionMemory cells Daughter cells from previously stimulatedB or T cells; memory refers to theircapacity for rapid response when exposedto an antigen for a second timeAPCs One of several types (macrophages,dendritic cells, activated B cells) thatengulf antigens then present these



Cell Type Actionsantigens or parts on their cell surfaces incombination with MCH proteins; allowsrecognition by T cells and continuedactivation
Avian Versus Mammalian SystemsAt a global level, many aspects of immunology are similarbetween species. For example, the presence of humoralversus cellular immunity, significance of circulatingantibodies, impact of inflammation, and the role of cellsignaling in maturation of various classes of leucocytes.However, understanding of immune responses in avianspecies, especially chickens, is especially significantscientifically. In 1956, Glick et al. reported that the chickenbursa of Fabricius (BF) was essential for the developmentof humoral immunity. Bursectomized chickens had noantibody production responses when challenged.The BF is an invagination of a portion of the cloaca. Itcontains 10–15‐folds surrounding a lumen with tissuecontaining approximately 10 000 follicular structures.These follicles develop in part from stem cells that migratefrom the yolk sac and embryonic liver to the BF. Asdevelopment progresses, BF structures change from smallbuds to colonies of clonal B cells that proliferate and moveto the outer regions of the BF. Complex generearrangements and gene conversion events ultimatelycreate populations of potential B cells. Complicated signallyassociated with cytokines specific to the bursa and cellinteractions leave only about 5% of these cells to becomefully functional B cells that are active in humoral immunity(Scott, 2004). Thus, the identification of these cells as Blymphocytes reflects the fact that in birds these cellsdevelop in the BF. It also distinguishes these lymphocytes



from T cells, which are thymus‐derived. Mammals do nothave a structure equivalent to the BF. Consequently, thebone marrow serves as a site for B cell maturation.As you might guess, B cell development occurs inprogressive steps, but based primarily on mouse models,each stage depends on dramatic gene alterations. Asdiscussed earlier, the antibody molecule is composed of twolight (L) and two heavy (H) chains. Moreover, the genesdirecting the synthesis of these proteins are found incorresponding L and H chain loci. An H chain locus hasthree regions: V, D, and J, which recombine randomly asthe cells mature. This creates unique variable domains inthe immunoglobulin that can be made by each individual Bcell. Similar rearrangements occur for L chain locus butthere are just two regions [V and J]. The outline givenbelow briefly describes events during the sequentialdevelopmental stages of B cell maturation.
Progenitor B cells start with germ cell H and L genes.Early Pro‐B cells get the beginnings of D and Jrearrangement on the H chains.Late Pro‐B cells have beginnings of rearrangement ofV, D, and J on the H chains.Large Pre‐B cells emerge as the H chain is VDJrearranged, from the germ line L genes.Small Pre‐B cells undergo further V‐J rearrangement onthe L chains.In immature B cells, the VJ is rearranged on L chains,VDJ is rearranged on H chains and expression of IgMreceptors occurs.Mature B cells exhibit initial expression of IgDmolecules.



If the B cell fails in any step of the maturation process,apoptosis leads to the death of the cell. Moreover, if thecell recognizes a self‐antigen during the maturationprocess, the cell either becomes arrested or undergoesapoptosis. This probably explains why only a smallpercentage of precursor B cells survive to become part ofthe peripheral B cell pool.
Lymphatic SystemIt would be reasonable to discuss the lymphatic systemwith either the circulatory system or the immune systembecause in many ways it is a link between the two. Thefundamental parts include the lymph nodes and nodules,the spleen, the thin vessels that link them together, and, ofcourse, the fluid (tissue fluid or interstitial fluid) or lymphthat flows in the vessels. In addition to circulation in blood,lymph provides routes for the passage of lymphocytes andready links between clusters for lymphoid tissues. Becauseof the way interstitial fluid drains from many organs,localized lymph nodes are often one of the first sites thatare impacted by localized tissue infections. A primeexample is the paired supernumerary lymph nodes locatedon the dorsal aspect of the two rear mammary glandsbetween the upper portion of the udder and the body wallof the cow. In older animals, it is common to see these twolymph nodes greatly enlarged, because of the proliferationand activation that occurred because of mastitis and thedrainage of lymph containing antigens. The consequencesof poor drainage and osmotic changes induced by thepresence of leaking milk proteins in lymph are frequently acause for the udder edema that is relatively common in firstcalf heifers.The lymph vessels are part of a one‐way pathway for fluidsthat roughly parallels the venous circulation. These vessels



with branches occurring throughout the body progressivelycoalesce and empty into the general circulation in thecranial vena cava. The beginnings of this circulatorypathway are essentially thin blind‐ended pouches thatcollect interstitial fluid that drains to localized tissue lymphnodes, the regional nodes, and the large lymph vessels thatparallel the trunk of the body. Lymph drainage from theforelimbs, neck, and head also empties into the thoracicduct. The fluid flow through the lymphatic vessels is one‐way because of the presence of valves. Moreover, becauseit is not pressurized (as in the sense of the circulatorysystem) movement of lymph depends on passive muscleactivity, along with the impact of changes in thediaphragm, which aids emptying of lymph into the thoracicduct.The microscopic structure of lymphoid tissue is somewhatvariable but common features are clusters or clumps oflymphocytes essentially trapped within strands ofconnective tissue, especially reticular fibers. In someregions (the submucosa of the gastrointestinal tract [GI]tract) the tissues also appear in diffusely scattered clumpsor more organized nodules (Peyer's patches). Otherlymphoid tissues (spleen, tonsils, thymus, and nodes) aremuch more highly structured and encapsulated.A typical node has an outside capsule with multipleentering or afferent lymphatic vessels, which provide fluidthat essentially percolates through the organ as well asefferent vessels that typically exit from an indentationcalled the medullary sinus. Bands of connective tissuecalled trabeculae pass from the outer capsule into theinternal structure of the nodes to help organize the clustersof lymphocytes and provide structural integrity. Theinternal structure contains many clusters of lymphocytes aswell as sinuses and vessels that converge in the medullarysinus where the efferent vessels exit the node. The gross



structure is somewhat reminiscent of kidney or adrenalgland. There is an outer cortex, paracortex, and medulla.The afferent vessels provide fluid to a subcapsular space ofsinus, which connects with smaller internal sinuses andprogressively slow drainage to the medulla and the hilus ofthe node where the efferent lymphatic vessels and bloodvessels exit.



Chapter Summary
IntroductionThe immune system, through both nonspecific (innate) andspecific (humoral and cellular) pathways, acts to preventinfections and fight infections when they do occur.Examples of nonspecific protection include the skin and itsmodifications, that is, hair and sebaceous secretions.Proteins such as lactoferrin or defensins and otherantibacterial lipids appear in the milk and in other bodyfluids. The mucus that coats internal surfaces is alsoprotective.
Specific ImmunityTwo key features of specific immunity are (1) that defenseis “engineered” to attack and destroy a particularbacterium or agent and (2) that responses have an aspectof memory. While it is convenient to discuss cellularimmunity, that is, the actions of lymphocytes (T cells and Bcells), macrophages, neutrophils, and dendritic cells asindependent of humoral immunity (production andcirculation of antibodies), it is important to appreciate thatfunctions occur in concert. In other words, theeffectiveness of either depends on the other.
AntibodiesThere are multiple classes of antibodies (IgA, IgG, etc.) butthese immunoglobulins are produced and secreted by Bcells that have been stimulated by antigens in connectionwith other lymphocytes (T cells or macrophages) to firstdivide and produce daughter cells. Some of these daughtercells are further stimulated to differentiate into plasmacells. The plasma cells are essentially miniature antibody‐



making factories. This explains the increase in antibodies incirculation in the days and weeks following exposure to aforeign antigen. An antigen is a protein, polysaccharide, orother molecule that can elicit the proliferation of Blymphocytes and the differentiation to create plasma cells.Some of the B cells that were initially stimulated (thepopulation of daughter cells) can subsequently divide andproduce clones of cells but these clones retain the capacityto very rapidly respond if they are exposed to the sameantigen a second time. These are the memory cells of theimmune system. This explains why the vaccination iseffective. Further, because most antigens have multipleregions or structures that can elicit activation of B cells,antibodies in circulation most often are directed againstdifferent parts of the same antigen. This population ofantibodies is called polyclonal. It is also possibleexperimentally to utilize tumor‐derived immune cells togenerate mAbs. This can be very useful when there is aneed for antibodies directed against a very specific regionof a molecule, that is, analytical tools and therapy.
Leukocytes, Lymphocytes, and OthersThe distinction between all the various white blood cellscan be confusing but to understand the basics of immunityit is important to have some appreciation of these variouscells. Lymphocytes are divided into two broad classes: Tcells and B cells. In mammals, the T cells get their namebecause during development the initial population of T cellsis produced in the thymus. Because of subsequentstimulation and migration, these cells further differentiateto become helper T cells (TH), killer or cytotoxic T cells (Tc),or suppressor T cells (Ts). Each of these classes of T cells isidentified based on the array of surface markers theyexpress. As the name suggests, Tc cells with properstimulation can destroy other cells, that is, cells infected by



a virus. The TH cells act by assisting or helping the actionsof B cells to differentiate or other T cells to becomeactivated. The Ts cells function as regulators to preventexcessive immunity responses. B lymphocytes (B cells)originally got their name because they were identified inlymphoid tissue called the BF, which is located near thecloaca of chickens. These are the cells that give rise toother B cells with “memory” as well as the plasma cells thatsynthesize and secrete immunoglobulins.
CytokinesControl and regulation of most immune responses dependon the secretion of powerful hormone‐like molecules ormessengers collectively called cytokines or immunokines.These proteins are typically secreted by the variousleukocytes. Their targets are typically other lymphocytesand related cells (macrophages, dendritic cells, andneutrophils). Examples include an entire suite of 36different interleukins, interferons, TNF‐α, and many others.
Passive ImmunityRefers to the protection that is provided by theadministration of antibodies to a patient or more often thepassage of antibodies from mother to offspring in utero(depending on the type of placentation). For example, inruminants, there is no in utero transfer ofimmunoglobulins, so antibodies received from the suckingor feeding of colostrum are essential to provide someimmunity until the calf, kid, or lamb can begin to generateits own specific immunity.
Lymphatic SystemThis system of thin vessels and interconnected series oflymph nodes and related organs: spleen, tonsils, thymus,



lacteals, and nodules provide a pass for interstitial fluid toreturn to the general circulation in the form of lymph thatempties at the thoracic duct. The lymph nodes and relatedorgans provide sites for the proliferation and concentrationof lymphocytes that can ultimately be recruited to enter thecirculation or tissue regions in response to inflammation.
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16
Urinary System

Anatomy of the Urinary SystemThe urinary system is essential for homeostasis. Essentialfunctions include
regulation of blood volume and blood pressurecontrol of blood concentrations of several ions (e.g.,Na, K, and Ca)maintenance of blood pH via control of H+ and HCO3ion secretionelimination of waste products and recovery of filterednutrients.

The urinary system includes the paired kidneys andureters, urinary bladder, and urethra. Essentially, dissolvedmaterials in the liquid fraction of blood (plasma) areformed into a filtrate by the action of the kidneys. Once thisfiltrate is created, some additional materials are added(secretion), but others are recovered (reabsorption). Theliquid that makes it through the microscopic tubularnephrons to the pelvis of the kidney and into the urinarybladder exits the body as urine. Urine is typically slightlyacidic (∼pH 6.0), but its volume and composition varymarkedly depending on metabolism, diet, and the need toproduce either dilute or concentrated urine to maintainextracellular fluid volume and osmolarity.Let's now consider some of the detailed anatomy of thissystem, beginning with the kidneys. We'll use the ovine



kidney to characterize some of the major features. In theirnormal retroperitoneal position, the kidneys are locatedbetween the 12th thoracic and third lumbar vertebrae.They are held in place by the peritoneum and are in contactwith adjacent visceral and surrounded by a layer of adiposetissue. Consequently, the kidneys are generally wellprotected. The outermost renal fascia anchors the kidney tothe peritoneum, while the center layer of adipose tissueprovides support and cushioning. The innermost connectivetissue layer is the renal capsule. It is directly adjacent tothe outer surface of the kidney parenchymal tissue. Thephotograph provided in Figure 16.1 shows a bisectedpreserved sheep kidney. A portion of the thin but toughrenal capsule is indicated. This specimen and companiondrawing illustrate major macroscopic features of thekidney. However, as we'll soon see, the ultimate work offiltration and reabsorption is done by complex multicellulartubules called nephrons only visible microscopically. Thesefunctional units of the kidney are in lobules within distinctzones or regions of the kidney that can be grosslydistinguished.The outer region or zone, the cortex, lies over the innerregion called the medulla and a central area called therenal pelvis or hilus. This central area is the location for theentrance and exit of the renal vein and artery as well as theorigin of the ureter, which conducts urine to the bladder.The model illustrated in Figure 16.2 provides a three‐dimensional representation of these structures. Figure 16.3gives a “flow” diagram to link blood flow and correspondingurine production in the kidney. Briefly, the renal artery andvein branch at nearly right angles to supply each of thekidneys. As each of these vessels approaches the hilus, theybranch into smaller segmental arteries, named becausethey supply blood to sectors or segments of the mass of thekidney tissue. Each of the segmental arteries divides to



create lobar arteries that divide to yield interlobar arteriesthat pass between the pyramids of the medulla toward thekidney cortex.Near the boundary between the cortex and medulla, theinterlobar arteries branch into the arching arcuate arteries(hence the name) along the bases of the medullarypyramids. Small interlobular arteries radiate outward tosupply cortical tissue. Most of the blood (∼90%) that entersthe kidney supplies the cortical tissue. Not surprisingly,this is the region where the bulk of the nephrons arelocated. The veins trace essentially the same pathway inreverse (Fig. 16.4).



Fig. 16.1 Bisected preserved sheep kidney. Red latex fillsmuch of the renal pelvis or hilus. The cortex is the outerrim of parenchymal tissue (brackets), and the medullaoccurs in the region between the renal pelvis and cortex. Aportion of the protective renal capsule is evident as a thin,membrane‐like material. The dotted line outlines the regionof a renal pyramid.



Among the domestic species, swine and large ruminantshave kidneys that are described as multipyramidal ormultilobar. In these cases, a papilla (essentially the tip ofthe pyramid) projects into the space of a minor calyx, andthis is continuous with the ureters. Unipyramidal orunilobar kidneys occur in most carnivores, small ruminants,and horses. The kidney (of the cat, for example) consists ofone lobe that results from the fusion of several lobes duringdevelopment. A single broad ridge or crest created by thefusion of the papillae is associated with an expandedinternal portion of the ureters, which spreads over theinternal surface of the renal pelvis (Banks, 1983).Under usual circumstances, blood flow to the kidney isimpressive, averaging 25% of cardiac output. As bloodenters the renal artery, it progresses as outlined in Figure16.3. The essential feature is that blood eventually passesinto the tufts of capillaries that constitute the renalcorpuscle (a surrounding structure called Bowman'scapsule + the tuft of capillaries) that is connected with thefirst segment of the nephron (proximal convoluted tubule(PCT)).





Fig. 16.2 Model of kidney. The model illustrated in thisphotograph demonstrates in greater detail the grossanatomy of the kidney. The renal vein (1 and blue arrow)and artery (2 and red arrow) are evident in the region ofthe renal pelvis, as is the ureter (3). The funnel‐likestructures that feed the exiting ureter are the major (4)(closest to the ureter) and minor calyces (5). Thesestructures capture filtrate from the tips of the renalpyramids as shown in the cutaway region. An example of arenal pyramid is illustrated by the dotted lines in Figure16.1 and Figure 16.2.

Fig. 16.3 Kidney blood flow. The group of progressivevessels (left to right) is the arterial branches (tan boxes)that ultimately supply the capillaries of the glomeruluswhere filtration takes place to supply fluid that enters thelumen of the nephron. Elements of the blood that are notfiltered (cells and large proteins) and that are not filteredleave the capillaries of the glomerulus and enter the venouscircuit to exit the kidney via the renal vein (green boxes).



Fig. 16.4 Kidney blood supply. This stylized drawingillustrates some of the blood supply to kidney parenchymaltissue. SA, segmental artery; IA, interlobar arteries; AR,arcuate arteries; and INA, interlobular arteries.
Nephron StructureThe function of the kidney is tied to the nephrons. Eachnephron consists of the glomerulus (the tuft of bloodvessels) and glomerular capsule (often called Bowman'scapsule). This tuft or knot of capillaries has an afferent(toward) and efferent (away) arteriole. Blood that enters issubjected to filtration and osmotic pressure that acts toforce some of the liquid of the blood between theendothelial cells into the space surrounded by Bowman's



capsule. Blood cells, larger molecules, and the remainingliquid exit the tuft of capillaries via the efferent arteriole.Liquid that passes out of the capillaries into the space ofBowman's capsule enters the first segment of the tubularportion of the nephron called the PCT. This segment of thenephron gets its name because the tube is very highlycoiled (convoluted) and is the closest to the site of filtrateformation (proximal).In sequence, the remaining parts of the nephron are theportion of the PCT leading to the thin or descending limb ofthe LH, the ascending LH, the distal convoluted tubule(DCT), and the collecting duct (CD). The ends of the CDsare located at the tips of the renal pyramids. This meansthat liquid that exits the nephrons at this point enters theureter, passes to the bladder, and is lost as urine. Nephronsoccur in two classes. The majority class (cortical) is locatedprimarily within the kidney cortex. However, thejuxtamedullary nephrons are arranged near the boundarybetween the cortex and medulla so that the LH for thesenephrons passes deep into the medullary region. As we'llsoon see, these nephrons play an especially important rolein the regulation of blood osmolarity. Figure 16.5 illustratesthe orientation of nephrons within the kidney tissue.Notice that the branches from the arcuate vessels (pairedartery and vein that arch over the boundary between thecortex and medulla) supply the interlobular arteries thatultimately supply the efferent arterioles of the glomerulus.These appear as circular white balls in the photograph. Thetwo classes of nephrons (cortical) and the longerjuxtamedullary nephrons are also illustrated in thisphotograph. The large, branched structure in the centerillustrates a CD, which, as the name suggests, collectseffluent from the DCT of numerous nephrons as it traversesalong the length of the renal pyramid. Further detail of the



structure of the glomerulus and the initial segment of thenephron is shown in Figure 16.6.Figure 16.7 provides a drawing to illustrate thecomponents of a nephron and the associated blood supplyto the glomerulus. The mammalian kidney is the best‐understood osmoregulatory organ in the animal kingdom,thanks to extensive research over the past 40 years.Activities linked with the mammalian kidney includeseveral functions that are tied with other organs in lowervertebrates, for example, the skin, bladder, and gills offishes or the salt glands of many reptiles and birds. Thisperhaps explains the serious nature of kidney disease ordefects in our animals. In short, there is no substitute for ahealthy, well‐functioning urinary system. As we haveindicated in prior sections, structure and function areclosely allied. The kidney and especially the elegantarrangement of the sections of the nephron, associatedblood supply, and, finally, the creation of a continuouslymaintained osmotic gradient within the tissue of the renalmedulla are critical to kidney function. The nephron is ahighly convoluted but nonetheless simple tube composed ofa single layer of epithelial cells. The tube is essentiallyclosed at the proximal end because of the tuft of capillariesand filtered fluid leaving Bowman's capsule, but it is openat its distal end as it joins the CDs that empty into the renalpelvis. We will explore these relationships by discussing insome detail the cellular structure of the different epithelialcells located along the course of the nephron. Tounderstand the role of the kidney in the long‐term controlof blood pressure, blood flow, and stimulation oferythrocyte production, we will describe the importance ofa specialized cluster of modified distal convoluted cellscalled the macula densa and the juxtaglomerular cells inthe wall of the afferent arteriole, which together make upthe juxtaglomerular apparatus (JGA). In addition, we'll



consider the significance of the network of peritubularcapillaries that intertwine around the LH and the curvedcourse of blood flow that mirrors the hairpin bend in theLH called the vasa recta.





Fig. 16.5 Organization of nephrons. This photograph of akidney model illustrates the orientation of microscopicstructures within the tissue of a kidney pyramid. Numerousrenal glomeruli (white globular structures) populate therenal cortex. Cross‐sectioned glomeruli (arrows) show thefunnel‐like arrangement of Bowman's capsule surroundingthe tuft of capillaries and the afferent and efferentarterioles. The coiled tubule immediately exiting theglomerulus is the proximal convoluted tubule. Its path canbe traced, as it becomes the descending then ascendingloop of Henle. Once back in the region of the glomerulus,the tubular nephron becomes the distal convoluted tubulebefore it joins the collecting duct (CD).



Fig. 16.6 Structure of the glomerulus. This photographillustrates the cellular structure associated with theglomerulus. The larger vessel on the upper right illustratesthe afferent arteriole; the pale‐yellow covering on thesurface of the vessel once it enters Bowman's capsuleillustrates a layer of cells called podocytes that support theendothelial cells of the afferent capillary bed. These cellsaid in the regulation of the filtration process as discussed inthe following. The other half of the tuft of vesselsdemonstrates the efferent vessels leading to the efferentarteriole. The pale blue layer of cells inside Bowman'scapsule represents the simple squamous epithelial cellsthat line its internal surface. To the left, these cells giverise to simple cuboidal epithelial cells that constitute theinternal lining of the proximal convoluted tubule (PCT). Thestructure on the extreme right illustrates a cross section ofthe distal CT. The boxed area represents cells of the wall ofthe afferent arteriole and adjoining distal CT that comprisea structure called the juxtaglomerular apparatus or JGA. Asdiscussed in the text, the JGA is important in sensingdecreases in blood pressure that lead to homeostatic eventsto restore pressure to normal.





Fig. 16.7 Nephron diagram. This simplified diagramillustrates key aspects of a juxtaglomerular nephron. Whilethe convoluted tubules are more extensive, relativeorientation is maintained. Notice that the branches of theefferent arteriole that supply the region surrounding theconvoluted tubules give rise to the network vesselssurrounding the loop of Henle (LH) and the vasa recta,which allows blood from the region of the convolutedtubules to flow around the LH but in the opposite directionof fluid flow within the tubule. This is important becausethe countercurrent flow allows a steep osmotic gradientthat is created by the action of cells of the LH to bemaintained within the surrounding interstitial space. Inpractical terms, this means that fluid that then passes upthe ascending LH into the distal convoluted tubule and intothe collecting duct transits down the collecting duct (CD)and through this surrounding osmotic gradient. Bycontrolling the degree of permeability of the collecting ductto water, this allows either dilute (water is not recoveredfrom the fluid entering the collecting duct) or concentrated(water follows osmotic forces and leaves the collecting ductlumen) urine to be produced.
Mechanisms of Urine FormationThree critical processes that contribute to the control ofthe volume and composition of urine are: (1) filtration ofthe blood plasma to create ultrafiltrate within the lumen ofBowman's capsule, (2) tubular reabsorption of water andmost of the salts of the ultrafiltrate, and (3) tubularsecretion, much of which occurs via active transport. Let usbegin by considering factors that control the creation offiltrate.As you might guess, one of the factors that directly impactsthe rate of filtration is the blood pressure supplying the



glomerulus. This is analogous to the rate of water flowthrough a sprinkler increasing as the water faucet isopened. Indeed, one of the symptoms of high bloodpressure is more frequent urination. The data plotted inFigure 16.8 demonstrate the dramatic nature of thisresponse.
Factors Affecting FiltrationOther forces within Bowman's capsule also influence therate of filtrate formation. Once filtration has started andfluid begins to collect, the fluid‐filled space produceshydrostatic pressure against the endothelial cell fromoutside the capillaries. You can imagine this as thedifference between filling an empty water bucket with ahose compared with pushing the hose to the bottom of abarrel that is already filled. The water coming from thehose is counteracted by the force of the water already inthe barrel. In addition, the osmotic properties of the bloodand newly created filtrate impact the rate of watermovement across the capillary cells. This means thatdespite a typical hydrostatic pressure of about 55 mm Hg atthe level of the afferent arteriole, the combination ofcompeting forces produces a net filtration force of about+10 mm Hg. Regardless of this seemingly small pressuredifferential, because of the very large number of glomeruliin each kidney, that is, typically 2–4 million (depending onthe species), this produces an enormous degree offiltration. For a 70‐kg primate, the average glomerularfiltration rate (GFR) is 125 mL per minute. As a crudeestimate, let us assume that blood volume equals 10% ofbody weight and that the blood is 50% plasma. This resultsin a blood volume of 7 kg. Let us further estimate that 1 kg= 1 L. This then would yield a blood volume of 7 L or 3.5 Lof blood plasma. Because the plasma is mostly water, at anormal rate of GFR, it would only take 28 minutes for the



entire plasma volume to be filtered. In other words, withoutmechanisms to minimize urine production, the entireplasma volume would be lost in about 30 minutes. Thisstaggering calculation highlights not only the degree offiltration but also the significance of the actions of thekidney in recovering most filtered water and importantnutrients.In addition to the hydrostatic pressure within theglomerulus, these capillaries are also structurally designedto maximize bulk fluid flow. Specifically, they arefenestrated. Compared with capillaries in other regions ofthe body, the endothelial cells contain numerous largepores, so permeability is about 100 times greater than forother capillary beds. Despite the benefit of enhanced fluidfiltration, it is also important that large macromoleculeswithin the blood are not filtered. Thus, the basementmembrane surrounding the endothelial cells containscollagen and numerous negatively charged glycoproteins.This acts to repel albumin and other serum proteins. Thereare also specialized cells called podocytes that cover theouter surface of the endothelial cells. The podocytes sendout numerous pseudopodia that create processes calledpedicels that interdigitate to create filtration slits. Filtratedriven by hydrostatic pressure passes through the pores ofthe endothelial cells, through the basement membrane, andthen through these filtration slits. These three layerseffectively act as a kind of molecular sieve so that smallmolecules and water readily pass into the lumen ofBowman's capsule, but essentially all proteins are excludedfrom the filtrate based on charge and/or molecular size.There is a bulk flow of water through the glomerulus sothat small, dissolved ions, sugars, amino acids, urea, andmost other small molecules enter the filtrate. Table 16.1illustrates the relationship between molecular weight and



the transfer of several common blood components intokidney filtrate.



Fig. 16.8 Urine formation and blood pressure. Therelationship between renal blood pressure and the rate ofurine formation is evident.
Table 16.1 Relationship between molecular weight andproperties of selected substances and urinary filtration.
Substance Molecular

Weight
Radius
(nm)

Blood/Filtrate
RatioWater 18 0.11 1.0Glucose 180 0.36 1.0Sucrose 342 0.44 1.0Insulin 5500 1.48 0.98Ova albumin 43 500 2.85 0.22Hemoglobin 68 000 3.25 0.03Serumalbumin 69 000 3.55 <0.01

Adapted from Eckert Animal Physiology, Edition 5.



Proximal Convoluted TubuleThe composition of the filtrate is similar to that of bloodplasma with the exception of the protein content, but thecomposition of urine is very different; thus, it is apparentthat both the volume and composition of the filtrate aremarkedly altered as it passes through the segments of thenephron. Essentially, the kidneys filter blood plasma andthen reabsorb needed materials from the ultrafiltrate. Infact, nearly most of the water and most critical nutrientsare recovered before the fluid reaches the end of the PCTs.The activity of the cells of the PCT is reflected by thestructure of the cells. Specifically, these cuboidal epithelialcells have plentiful mitochondria and rough endoplasmicreticulum (RER) as well as numerous apical microvilli.These attributes provide for the synthesis of abundantamounts of ATP, much of which is needed to power activetransport mechanisms to recover important nutrients thatshould not appear in urine. In short, ATP is expended eitherdirectly or indirectly in transferring ions (and othermolecules) across the epithelium against a concentrationgradient. Ionic gradients that are developed depend on theactivity of three classes of ATPases or protein pumps.ATPases were discussed generally in Chapter 3. These arequite complex components of cell membranes in manyorganisms. They are composed of membrane domains aswell as catalytic and regulatory subunits located on thecytoplasmic face of the membrane. For example, protons(H+) from electron transport in the mitochondria passthrough the F‐ATPase system that powers ATP synthesiswithin the internal membranes of the mitochondria. Theproton V‐ATPase pump utilizes the hydrolysis of ATP totransport protons out of the cell or across membranes togenerate an electrochemical gradient. These gradients thencan serve many functions, for example, by acting viacotransport to direct the movement of ions through specific



channels, via symporters, or via antiporters as described inearlier chapters. V‐ATPase pumps have a phosphorylatedintermediate form of the transport protein. This feature isimportant because it adds an element of control to theactivity of the pump. In other words, changes in molecules(hormone receptors, e.g.) that impact the degree ofphosphorylation of this intermediate protein have a directimpact on the functionality of the transporter. Threesubclasses of this type of ATPase pump include the Na+/K+P‐ATPase pump discussed in relation to nerve function, theCa2+ P‐ATPase pump that is involved in muscle contraction,and the H+/K+ pump that is involved in acidification ofgastric juices and kidney cell activity. Table 16.2 provides asummary of some of the features of these pumps.Therefore, how are these pumps specifically involved inkidney function? The Na+/K+ P‐ATPase pumps, located onthe basolateral membranes of the tubular epithelial cells,regulate intracellular sodium levels, and thereby, cellvolume by moving sodium out of the cell into extracellularfluid. If the cell also has K+ channels in the apicalmembrane, then K+ ions will be excreted into theextracellular fluid if the electrochemical gradient ismaintained in the appropriate direction (Fig. 16.9). If thereare K+ channels in the basolateral membrane, then therewill be K+ movement between intra‐ and extracellularcompartments that is driven by the Na+/K+ ATPase pump.These mechanisms are involved in the overall secretion ofK+ and recovery of Na+ by the cells of the nephron.



Table 16.2 Features of three major classes of ATPasepumps.
Property H+  F‐ATP

Synthase
H+  V‐ATPase Na+/K+  P‐

ATPaseLocation Mitochondria Plasmamembranes(apical)
Plasmamembranes(basolateral)Function ATP synthesis Acidification,gradientenergyformation
Gradient energyformation

Action Uses H+gradient topower ATPsynthase
Uses ATP tocreate H+gradient

Uses ATP tocreategradients forH+, Na+, K+,and Ca2+Inhibitors Azide Bafilomycin Ouabain



Fig. 16.9 Distal tubule ion transport. In the distalconvoluted tubule and collecting duct of the nephron, thecells secrete K+ into the filtrate. Na+/K+ ATPase pumps inthe basolateral membrane actively transport K+ into thecell, where it then passes down its concentration gradientand exits from the apical end of the cell into the lumen.This allows the recovery of Na+ essentially in exchange forthe elimination of K+.While it is critical that appropriate quantities of sodium andpotassium be recovered from kidney filtrate to maintain theosmolarity of body fluids, the Na+/K+ ATPase pumps eitherdirectly or indirectly support the movement of manysubstances. For example, if the apical membrane of thetubular cells contains Na+/glucose or Na+/2Cl−/K+



symporters, then the activity of these pumps can controlthe uptake of glucose, K+, or Cl−. This is just whatselectively happens within specific sections of the nephron.If the Na+/2Cl−/K+ pump is in the basolateral membrane ofthe cell, its activity can drive the uptake of Cl− from theextracellular fluid (to be secreted into the filtrate).Specifically, the presence of chloride channels or pores inthe apical membrane of the cell allows the passage ofhigher concentrations of chloride out of the cell and intothe filtrate.Figure 16.10 illustrates the histological appearance of therenal corpuscle as well as several cross‐sectioned profilesof parts of a nephron. At first, it may seem confusing. Thelarger rounded structures are the renal corpuscles, and thevarious tubules are sections through proximal or DCTs,perhaps an ascending or descending LH or CDs. Othertubelike structures include the network of peritubularcapillaries. Remember the name of the beginning andending section of the nephron: convoluted tubule. Becauseof its highly coiled, curving structure, a given histologicalsection from the kidney might well exhibit many profiles ofthe same tubular structure as it is cut at various places.However, there are distinct structural features that allowthe identification of proximal versus convoluted tubules, ordifferences between LH and CDs, for that matter. Onesimple feature that allows a quick orientation is thepresence of renal corpuscles. If these structures arepresent, then the tissue section was taken from eitherwithin the cortex or the tissue in the boundary between thecortex and medulla. The appearance of long parallel arraysof simple tubes is a major indication that the tissue sectionwas prepared from a sample collected deeper into the renalmedulla, perhaps near the apex of a renal pyramid. Thesetubules likely represent the walls of the ascending or



descending LH of the juxtamedullary nephrons, peritubularcapillaries, or numerous CDs.





Fig. 16.10 Nephron histology. Panel (A) gives a low‐powersurvey image of the tissue from the cortex of the kidney.The larger rounded structures (arrows) are the renalcorpuscles. The other abundant circular profiles are cross‐sectioned areas of various segments of nephrons. Most ofthe profiles would be either proximal or distal convolutedtubules. Panel (B) shows some of the details of a renalcorpuscle (outlined by the brackets). Ultrafiltrate flowsfrom this structure into the proximal convoluted tubule(PCT). In this case, by chance, a portion of the tubule thatdrains this renal corpuscle has been sectioned. The largearrow indicates the direction of flow.



Fig. 16.11 Proximal and distal tubules. This image is takenfrom the renal cortex and shows profiles of proximal (PCT)and distal convoluted tubules (DCT). In both cases the cellsare cuboidal, but cells of the PCT are larger and haveevidence of stained material along the apical cell surfaceand evidence of abundant microvilli (arrows).As filtrate enters the PCT, forces begin the recovery ofimportant nutrients, ions, and water. Because of theseactivities, the structure of the cells of PCT and DCT isdistinct. As shown in Figure 16.11, epithelial cells of bothPCT and DCT are cuboidal, but the cells of the PCTtypically have abundant microvilli and mitochondria. Inparaffin‐embedded sections of fixed kidney tissue, thelumenal spaces of the PCT sometimes appear as if theapical ends of the cells are painted. This color andthickness are an indication of stain accumulation on theproteins that coat the microvilli.The remarkable capacity of the nephron to recoverimportant nutrients is illustrated in Figure 16.12. Undernormal circumstances, nearly all the glucose and aminoacids are recovered from the filtrate before it reaches theLH. The significance of measuring inulin and hippuric acidto understanding kidney function is also indicated. Table16.3 summarizes the major functions associated with eachof the segments of the nephron.In addition to the recovery of dissolved substances, the rateof fluid flow also is dramatically reduced as each of theprogressive segments of the nephron is traversed. Asindicated earlier, the capacity to regulate the volume ofurine produced is critical. As shown in Table 16.4, despitean average rate of filtrate formation of ∼125 mL/min in a70‐kg primate, urine production is typically only about 1 mLper minute. Just how this regulation takes place will bediscussed in subsequent sections.



Fig. 16.12 Flow of selected materials. This diagramillustrates the dramatic rate of removal of amino acids andglucose from the ultrafiltrate formed in the glomerulus. Bythe time fluid enters the loop of Henle, essentially all theamino acids and glucose have been recovered in normalcircumstances. When animals are given inulin or hippuricacid, the rate of appearance of these substances can beused to monitor kidney health. For example, inulin thatenters the filtrate remains; it is neither reabsorbed nortransported from the peritubular blood (no secretion). Thisgives a measure of the glomerular filtration rate, or GFR.Hippuric acid, on the other hand, is not recovered, but inaddition, all of it in the blood that enters the glomerulus istransported into the filtrate (100% secretion). Thus, theevaluation of hippuric acid concentrations provides ameasure of plasma flow rate to the kidney.
Table 16.3 Summary of functions of nephron regions.



Region FunctionGlomerulus Creation of filtrate from bloodProximal convolutedtubule Major area for reabsorption offiltrated water and solutes, obligatorywater reabsorptionThin descendinglimbs of loops ofHenle
Maintenance of hypertonicity ofmedullary tissue via countercurrentsystemThick ascendinglimbs of loops ofHenle
Na+, K+, Cl− reabsorption, creation ofosmotic gradient in medullary tissue

Distal convolutedtubule NaCl reabsorption, facilitative waterresorptionCollecting ducts Final control of excretion ofelectrolytes and water, regulation ofacid–base balance
Table 16.4 Rate of fluid flow in regions of the nephron.

Region Rate of Flow (mL/min) PercentGlomerulus 124 100Loop of Henle 50 40Distal CT 25 20Collecting duct 12 9Renal pelvis 1 0.8



Box 16.1 Alcohol and urination

Although it is not an issue for our animals, unless it isperhaps elephants or other animals eating fermentedfruit, it is often observed that drinking beveragescontaining alcohol seems to induce more frequenturination. Certainly, the consumption of additionalliquids has an impact on kidney function, but it alsoturns out that ethanol inhibits the secretion ofantidiuretic hormone, or ADH. Can you use thisknowledge to figure out a mechanism to explain why thismight occur?
Countercurrent Mechanisms and Medullary
Osmotic GradientThe mammalian kidney has a remarkable ability to regulatethe concentration of urine to maintain the water content ofthe body so that the osmolarity of body fluids remainswithin very narrow boundaries. For most animals, there is avery real danger of desiccation, so the kidney is designed toreabsorb nearly all the water that is filtered. However, ifnecessary, the kidney is also capable of producing veryhypotonic urine to eliminate water. For example, considerthat a 10‐kg dog likely produces more than 50 L ofglomerular filtrate per day but only 0.2–0.25 L of urine. Ifthe dog is water deprived, it can produce a very low volumeof urine whose osmolarity is 10 times as great as bloodplasma or, with water loading, urine with an osmolarity ofonly 100 mOsm/L. How does the kidney manage theseremarkable shifts (Box 16.1)?The answer to this question is reflected in the complex butelegant structure of the nephron, the variable function of



cells within different nephron segments, and the uniquearrangement of blood vessels within the tissue surroundingthe nephrons. Three key elements are involved indetermining if concentrated or diluted urine will beproduced. First, there is the presence of an osmoticgradient that is generated and maintained in the tissuesurrounding the juxtaglomerular nephrons, whose LH dipfrom the cortex of the kidney deep into the medulla.Second, the fluid of the tubule becomes progressivelydiluted as it passes through the LH into the DCT. Third, thepermeability of the CD cells to water can be directlyregulated by the action of antidiuretic hormone (ADH). Asthe dilute filtrate fluid passes from the DCT into the CDs, itagain traverses from the region of the cortex down throughthe renal medullary tissue to the apex of the renal pyramidsfor release. As illustrated in Figure 16.13, the osmolarity ofthe tissue fluid becomes progressively greater, ∼1200 mOsm/L, near the lower regions of the medulla, so that,given the opportunity to respond to the osmotic pressure,water will pass across the cells of the CDs into theinterstitial fluid and be recovered in surroundingcapillaries. However, this does not occur automatically. Inthe absence of sufficient secretion of ADH, water isretained within the tubular fluid, and a more copious anddilute urine is produced. Water recovery or excretionwithin this region of the nephron is sometimes referred toas facultative reabsorption. That is, water recovery doesnot occur unless ADH is secreted to facilitate this process.This is contrasted with the reabsorption of water thathappens within the PCT. In these areas of the nephron, thecells are always permeable to water. This means, forexample, that when sodium is reabsorbed from the tubularfluid, the osmotic difference that is created allows water tofollow. Thus, water reabsorption in these regions isreferred to as obligatory transport. Because the tubule ispermeable to water, the removal of sodium or other solutes



creates an osmotic drive that water is “obligated” to follow.Figure 16.14 illustrates factors that create and helpmaintain the interstitial osmotic gradient.



Fig. 16.13 Kidney osmotic gradient. The differencebetween the osmolarity of interstitial fluid in the cortexcompared with the medulla is dramatic. The developmentand maintenance of this gradient are important as theyallow the production of either dilute or concentrated urine.





Fig. 16.14 Role of loop of Henle. The thin limbs of theloops of Henle and the DCT generate and maintain theosmotic gradient between the cortex and medulla. Theosmolarity of the tubule fluid leaving the PCT is about 300 mOsm/L. It becomes progressively more concentrated sothat osmolarity increases as water leaves in response to thetonicity of the surrounding fluids. This is because thedescending limb is permeable to water but not sodium.After the hairpin, the fluid becomes progressively morediluted because the cells are impermeable to water but notsodium. The differences in permeability of the descendingand ascending limbs and the countercurrent flow act tocreate and maintain the interstitial tissue osmotic gradient.In the upper regions of the ascending loop (indicated by thethick lines), the cells are impermeable to water, but activetransport of sodium (chlorine follows via electrochemicalattraction) indicated by the black circles and arrowsoccurs. This creates dilute tubular fluid (∼100 mOsm/L) asthe fluid enters the collecting ducts. As indicated, thepermeability of the collecting ducts to water is controlledby the secretion of ADH. Control of permeability allowseither diluted (low ADH secretion) or concentrated (highADH secretion) urine to be created as needed to maintainhomeostasis.The vasa recta, the network of capillaries that follow thecourse of the LH, is also essential in the maintenance of theosmotic gradient. This is because this arrangement acts asa countercurrent exchange mechanism to minimizealterations in the concentrations of solutes within theinterstitial fluid. Essentially, this allows the recycling ofsalt. Without this arrangement, if ordinary vesselsparalleled the LH, the medullary gradient would quickly bedissipated. Specifically, as large amounts of Na+ wereabsorbed, water would follow, and the gradient wouldessentially be flushed away. In contrast, the vasa recta



function minimizes disruption. First, these capillaries getonly about 10% of the blood flow. This acts to make bloodflow relatively slow in comparison with other capillaries. Inaddition, throughout the course of the vessels, the cells arefreely permeable to both water and sodium. Consequently,the blood makes passive exchanges with the tubular fluid tomaintain equilibrium with the surrounding interstitial fluid.For example, as the blood flows toward the apex of therenal pyramid, it loses water and gains salt because of theincreasing osmolarity. In other words, the blood becomeshypertonic. However, after the vessels bend in the region ofthe hairpin loop, the process is reversed. As the bloodleaves the medulla and enters the cortex, the osmolarity isessentially the same as when it entered the descending sideof the system. These countercurrent exchanges protect theosmotic gradient that is created by the selective actions ofthe descending and ascending limbs of the LH. Figure16.15 illustrates the idea of a countercurrent systemgenerally and of the vasa recta specifically (Box 16.2).



Box 16.2 Kangaroo rats

What are some adaptations that animals in very, veryharsh climates have completed to avoid dehydration orother osmotic disasters? Desert‐dwelling kangaroo ratsrarely drink. They get about 90% of their daily waterneeds from tissue metabolism and 10% from food (seedsand vegetation). There are both behavioral andphysiological adaptations. They stay in cool burrowsduring the day. They have no sweat glands, but mostimportantly, they have very long loops of Henle.Therefore, they can concentrate urine to an extremedegree. For example, they can concentrate urea to 3500 mmol/L, compared with 400 mmol/L in humans. Overall,urine produced is 20 times more concentrated than bodyfluids. Feces are also extremely dry.





Fig. 16.15 Countercurrent exchange in the vasa recta. Thevessels of the vasa recta follow the curved course of theloop of Henle. Because the cells are freely permeable toboth sodium and water, the osmolarity of the blood (valueswithin the vessel) can reach equilibrium with thesurrounding interstitial fluid during transit. However, theblood has essentially the same osmolarity when it entersand leaves the system. These transient shifts allow theosmotic gradient in the surrounding interstitial fluid to bemaintained.Although the structure–function relationships among partsof the nephron explain much of the action of the kidneywith respect to the capacity of the kidney to control theproduction of either dilute or concentrated urine, what arethe factors that determine which type of urine should beproduced? To understand this regulation, we need toappreciate the fact that the kidney, specifically specializedcells within the glomerulus, afferent arteriole, and DCT, areimportant in the long‐term chronic control of bloodpressure. A second key element is the fact thatmaintenance of blood and interstitial fluid osmolarity, whilesensed by cells of the hypothalamus, requires changes inkidney function to effect homeostatic control of body fluidosmolarity.We begin by considering the role of sodium chloride. Morethan 90% of the osmotic activity of extracellular fluid isdirectly related to concentrations of NaCl, especially Na. Inmost situations, reabsorption or movement of salt across anepithelial or cell membrane also results in the movement ofwater because of osmosis. Thus, the amount of salt in thebody is a very important determinant of extracellular fluidvolume, and consequently, blood volume and bloodpressure. In short, all things being equal, the reabsorptionof more sodium from the glomerular filtrate of the kidneyleads to greater reabsorption of water. Thus, there is a



direct relationship between kidney function and control ofblood pressure via control of extracellular fluid volume.Certainly, something as important as control of bloodpressure (volume) and osmolarity cannot be left to chance.The first component involved is the renin‐angiotensinsystem.Figure 16.6 shows cells that make up the JGA. The JGA is acombination of the cells of the wall of the afferent arterioleand a segment of the DCT. Secretory cells within the JGArespond to decreases in blood pressure and/or very lowconcentrations of Na within the fluid of the DCT bysecreting the enzyme renin. Renin acts to restore bloodpressure in two ways. Most rapidly, as outlined in Figure16.16, increased blood renin causes an increase in theblood concentration of angiotensin II. This agent has twoactions to help restore blood pressure. First, it causes ageneralized vasoconstriction of capillary sphinctersthroughout the body. This acts to reduce blood flowthrough many capillary beds, increases vessel resistance,and thereby increases venous return to the heart. Theincreased volume produces increased cardiac output andtherefore an increase in blood pressure. In addition,angiotensin II also promotes the secretion of the steroidhormone aldosterone from the adrenal cortex. Aldosteroneacts to promote increased reabsorption of Na from theDCT. As indicated previously, enhanced recovery of Nawithin this region of the nephron leads to simultaneousreabsorption of water. The reabsorbed water enters thecapillaries and consequently, the vascular system, whichalso increases blood pressure. Furthermore, theangiotensin II also promotes the secretion of ADH. This iscalled the renin–angiotensin system.The mechanism aldosterone uses to increase sodiumreabsorption in the DCT is not fully understood. Like othersteroid hormones, aldosterone diffuses across the cells of



its target cells and binds to receptors in the cytoplasm.These activated receptor–hormone complexes migrate tothe nucleus to ultimately produce transcription of specificgenes. These newly minted proteins are responsible for theeffects of aldosterone. However, three detailed mechanismshave been proposed to explain the increased sodiumreabsorption.





Fig. 16.16 Renin–angiotensin system. The secretory cellsof the juxtaglomerular apparatus (JGA) indicated in theboxed area release renin in response to low blood pressurein the afferent arteriole and/or low sodium in distal CT. In acascade of reactions, renin first promotes the cleavage ofthe serum protein angiotensinogen (synthesized in theliver). This action produces angiotensin I, which is modifiedby angiotensinogen‐converting enzyme (ACE) by theremoval of two additional amino acids to form the eightamino acid peptide, angiotensin II, as the blood passesthrough the lungs. Angiotensin II has two major actions.First, it stimulates a general vasoconstriction, whichincreases blood pressure rather quickly, and second, itpromotes the secretion of aldosterone from the adrenalcortex. As described previously, aldosterone promotesincreased reabsorption of sodium, which leads to increasedwater recovery, increased extracellular fluid volume, and,ultimately, increased blood volume and, therefore,increased blood pressure. Finally, increased angiotensin IIalso increases the synthesis of antidiuretic hormone in thehypothalamus. ADH increases the water permeability of thecollecting ducts to also increase blood volume andpressure.First, the sodium pump hypothesis suggests that theactivity of the Na+/K+ pumps in the basolateral membraneis simply stimulated. A second metabolic hypothesissuggests that aldosterone increases production of ATP,perhaps due to enhanced fatty acid oxidation, and thatmaking more ATP available simply powers the Na+/K+membrane pumps more effectively. A third hypothesis isthat aldosterone increases the synthesis of sodium channelproteins that are deposited in the apical membranes of thecells. Furthermore, animals are stimulated by thirst toincrease water intake, as illustrated in Figure 16.17.



There are also elements to “adjust” the activity of therenin‐angiotensin system to prevent extremes. Forexample, atrial natriuretic peptide (ANP) is released bycells in the atrium of the heart in response to increasedvenous blood pressure. ANP acts to increase urineproduction and sodium excretion by inhibiting the releaseof ADH and renin and thus the secretion of aldosterone bythe adrenal gland.





Fig. 16.17 Thirst reactions. In addition to the kidneycontrol of urine production, drinking must also beregulated. Multiple elements (dry mouth, reduced bloodosmolarity, and increased blood angiotensin II) act viaosmoreceptors in the hypothalamus to elicit the sensationof thirst that leads to drinking. Ingestion of water moistensmucous membranes, and absorption increases theosmolarity of fluid bathing osmolarity‐sensitive cells in thehypothalamus, reducing the sensation of thirst along withkidney action and restoring homeostasis.
Renal ClearanceData illustrated in Figure 16.12 show absorption andsecretion patterns for some selected substances as thesematerials pass through regions of the nephrons. Measuringchanges in the concentrations of two of these substances,inulin and hippuric acid (specifically aminohippuric acid orpara‐aminohippuric acid [PAH]), are very valuable tools toevaluate kidney function. To determine effectively if plasmais cleared or “cleaned” of unwanted waste products, twovariables related to kidney action must be measured. First,we need a measure of the rate of blood or plasma flow tothe kidneys, and second, we need to determine how muchof the blood plasma is filtered. You might recall from ourdescription of blood flow to the renal glomerulus that asblood enters via the afferent arteriole, some fluid is lost tocreate the ultrafiltrate that enters the lumen of thenephrons, and the remainder exits via the efferentarteriole.Inulin, a sugar that is isolated from the tubers of dahlias, isfiltered from the blood, but it is neither reabsorbed fromthe filtrate nor is any additional inulin secreted into thelumen of the nephrons. For this reason, measuring theconcentrations of inulin in samples from the renal vein and



artery following injection into systemic circulation gives ameasure of the volume of blood plasma that is filtered bythe kidney. This is called the GFR. This determination ofthe GFR is based on the idea of clearance, which is the rateat which the plasma is cleared or cleaned of a givensubstance. The clearance rate (RC) is determined by therate of elimination divided by the plasma concentration ofthe substance in question, as follows:

where RCx is the volume of plasma cleared of substance ×per unit time, Ux is the urine concentration of substance X,V is the volume of urine collected divided by the time of thecollection, and Px is the plasma concentration of X. GFR isconsidered the best single parameter for assessing overallrenal function because its value is directly related to thefunctional mass of kidney tissue. In veterinary practice,measurement of blood levels of urea nitrogen (BUN) andcreatine concentration are often used as screening tools todetect renal dysfunction. Unfortunately, values typicallyrise markedly only when 75% or more of the nephrons nolonger function.The total clearance of a particular substance is the sum ofthe rates of filtration and secretion with the rates ofreabsorption subtracted. To determine the filtration rateaccurately, the effects of secretion and reabsorption haveto be taken into account. In the case of inulin, because it isfreely filtered but is neither secreted nor reabsorbed and isnot produced in animals, it is ideal for calculating GFR.Indeed, the equation for the calculation of inulin clearanceis in effect an equation for the calculation of GFR as shownin the following equation, where GFR is in milliliters perminute, Cinulin is the rate of clearance of inulin from the



plasma in milliliters per minute, Uinulin is the inulinconcentration in a urine sample collected over a period oftime T in minutes; V is the volume of urine collected overtime T; and Pinulin is the average plasma inulinconcentration during time T.

Again, because infused inulin (typically a standard dose toachieve an initial concentration of ∼1 mg/mL of plasma or3000 mg/m2 body surface area) is eliminated only in theurine, its RC value is equal to the GFR. Measured values forinulin in humans are U = 125 mg/mL, V = 1 mL/min, and P= 1 mg/mL. Thus, the calculated value for RC for inulin =(125 × 1)/1 = 125 mL/min. This means that in 1 minute, thekidneys have removed or cleared the amount of inulin thatwould have been in 125 mL of blood plasma. Typical valuesfor healthy cats, for example, average about 2.7 mL/min/kgor ∼12 mL/min for a typical adult cat. Figure 16.18illustrates the relationship between BUN and GFR in apopulation of cats. In this case, GFR was estimated fromthe clearance of injected inulin. It was also found that theserum inulin value after a single period (180 minutes)corresponded well with more extensive blood sampling. Inpractical terms, this would minimize the stress associatedwith multiple sampling. Because some of the animals in thistrial were suspected of being in the early stages of renaldisease, it is also apparent that several of the cats withelevated serum creatine levels have correspondinglyreduced GFR values. This supports the predictions ofimpaired kidney function.Although the standard method to calculate GFR is bymeasuring the RC of inulin from the blood, GFR can beestimated by measuring other endogenous substances. In



clinical veterinary situations, this can be done bymeasuring the clearance of creatine. Creatine is a by‐product of muscle metabolism that is handled by the kidney(at least in dogs) much like inulin; that is, it is freelyfiltered, not reabsorbed, and not secreted into the tubularlumen. This, however, may not be true in all species. Forexample, in some animals, about 10% of the creatine inurine occurs because of secretion. In practical terms, theusual procedure is to collect the urine that is produced over24 hours (either catheterization or collection in a metaboliccage). The volume produced is recorded, and the creatineconcentration is measured. The concentration of creatine inblood collected at the start and end of the collection periodis typically measured and averaged to provide a measure ofplasma concentration. These values are used in theclearance equation to give an estimate of GFR. When manydifferent animals are evaluated, it is better to express theGFR on a body weight or body surface basis (milliliters perminute per kilogram or milliliters per minute per squaremeter) to account for the large variation between species.Note the example given in Figure 16.18.



Fig. 16.18 Relationship between GRF and serum creatine.The vertical line indicates the lower value for GFR, which isstill considered normal. The horizontal line indicates anormal upper limit for serum creatine. Animals in the upperleft quadrant of the graph have higher than normal serumcreatine concentrations and correspondingly reducedkidney function as evidenced from the reduced GFR.(Adapted from Haller et al. 2003).PAH is useful because it is filtered as it passes into theglomerulus. Moreover, the remaining portion that passesout of the efferent arteriole is secreted into the tubularfluid. Thus, all the material that is in the blood plasma thatenters the kidney appears in the filtrate and ends up inurine. This property allows a calculation of plasma flow tothe kidney. This can be very useful to evaluate kidney aswell as cardiovascular health.If less of a substance appears in the urine than was initiallyproduced at the time of filtration, then some reabsorptionof the substance must have occurred in the tubule. In a



human, the GFR averages 125 mL per min (mostly water),but urine production is only about 1 mL per min. Clearly,most of the water is recovered. For important nutrients(Fig. 16.12), reabsorption is essentially complete in mostcircumstances. For example, consider glucose; unless bloodconcentrations are abnormally elevated, all the filteredglucose is recovered so that the clearance is zero. There is,however, a maximum rate at which glucose can berecovered from the filtrate. In humans, for example, thetransport maximum (Tmax) is about 320 mg/min. If plasmaglucose remains below about 1.8 mg/mL (180 mg/dL), allthe glucose appearing in the filtrate is recovered. At about300 mg/dL of plasma, the transport mechanism becomescompletely saturated so that glucose is lost in the urine.Exact transport values likely differ between species, but theidea remains the same. Specifically, elevated blood glucoseoccurs with diabetes, so the appearance of glucose in theurine is an initial indication of diabetes in both humans andother animals.
Kidney Excretion of Wastes and
Control of pHAs we learned in earlier sections, maintenance of blood andextracellular fluid pH within relatively narrow boundariesis critical for homeostasis. The movement of carbon dioxidefrom tissues and the bicarbonate buffering system of bloodis a critical component in the maintenance of pH. Clearly,the ratio of the ventilation rate to the rate of CO2production determines the body's concentration of CO2.Changes in ventilation rate therefore have an importantrole in the modulation of pH, especially in the short term.However, the capacity to regulate the excretion of CO2 viathe lungs and the excretion of acid via the kidneys combine



to provide long‐term control of blood and extracellular fluidpH. In particular, the excretion of acid or H+ ions in theurine is an important aspect of maintaining the plasmabicarbonate (HCO3−) concentration in mammals. It is worthremembering that normal digestive and metabolicprocesses produce large quantities of acids that must bebuffered and/or excreted.At this point, a brief reminder of some pH and bufferingfundamentals is in order. Because all functional proteins(enzymes, receptors, etc.) are influenced by pH, it followsthat acid–base balance is critical for homeostasis. When thepH rises above the optimal value (∼7.4 for most animals),the situation is referred to as alkalosis; if pH drops belowpH 7.35, this is described as acidosis. Because in achemical sense, a pH of 7.0 is neutral, a pH of 7.35 is not,chemically speaking acidic, but the hydrogen ionconcentration is higher than optimal for the animal.Therefore, for most animals, any arterial pH between pH 7.35 and 7.0 is deemed physiological acidosis.While all animals ingest small amounts of acidicsubstances, most H+ are derived as by‐products ofmetabolism. Consider the breakdown of amino acids fromproteins or fatty acids from triglycerides or the buildup oflactic acid. Concentrations of H+ in blood and consequentlyextracellular fluids are controlled by (1) buffer systems, (2)respiratory centers in the brain stem, and (3) the kidneys.The chemical buffers act virtually instantaneously toprevent dramatic swings in pH. Changes in respiration rateand depth of respiration begin to compensate for eitheracidosis or alkalosis within a matter of minutes. Thekidneys have very potent effects, but these changes requirehours or perhaps days before they are fully effective.The chemical buffers act by converting strong acids orbases into weaker acids or bases. The point to remember is



that strong acids or bases dissociate rapidly and completelyso that the change in free H+ ion concentration can bedramatic. Weaker acids or bases dissociate less effectively,so changes in H+ ion or OH− concentration are reduced.Important buffer systems in the body include thebicarbonate buffer system, the phosphate buffer system,and the protein buffer system.The respiratory system regulation of H+ ion concentrationrevolves around the elimination of carbon dioxidegenerated by cellular respiration. Briefly, CO2 that entersthe circulation combines with water to create carbonicacid. It then dissociates to produce H+ and bicarbonateions as illustrated in the following (Fig. 16.19):Most of the CO2 that enters the blood through the capillarybeds in transit for exhalation in the lungs also passesthrough the red blood cells. Much of the H+ that isliberated from carbonic acid in the creation of bicarbonateions is captured by oxygen‐depleted hemoglobin (Hb). CO2is also carried by depleted Hb (carbaminohemoglobin).Bicarbonate ions diffuse out of the red blood cells inexchange for chloride ions from the plasma. The situation isessentially reversed as the blood gets to the lungs. Oxygenentering the red cells displaces the protons from the Hb,and CO2 enters the plasma. Carbonic anhydrase in themembrane of the endothelial cells also converts some of thebicarbonate into CO2.The various chemical acid–base buffer systems in the bodyare essentially pairs of molecules that act to resist changesin H+ concentration when a strong acid or base is added tothe system. The three systems are the bicarbonate,phosphate, and protein buffer systems. The idea of proteinbuffering was illustrated by the capacity of Hb to captureprotons coming from carbonic acid production. The



bicarbonate buffer system is especially important in theextracellular fluid compartments and is a mixture ofcarbonic acid (H2CO3) and sodium salt (NaHCO3). In thiscombination, if a strong acid (HCl) is added, bicarbonateions of the salt act as a weak base to capture much of theH+ produced from the dissociation of HCl. This producesmore of the weaker carbonic acid. Again, because it is aweak acid, it dissociates only modestly so the pH of thesolution is lowered much less than would have beenexpected. In a similar way, if a strong base (NaOH) wereadded, more of the carbonic acid would react with theNaOH to produce more of the weak base (sodiumbicarbonate) and water. The net result is that the pH of thesolution rises only modestly. These reactions are illustratedin Figure 16.20.The phosphate buffer system operates in a similar fashion.Its components are the sodium salts of dihydrogenphosphate (H2PO4−) and monohydrogen phosphate(HPO42−). NaH2PO4 acts as a weak acid, while Na2HPO4,acts as a weak base. The phosphate buffer system is only inlow concentrations in the extracellular fluids, but it is animportant buffer in urine and within intracellularcompartments where phosphate concentrations aretypically higher. As illustrated in the following, hydrogenions from strong acids are captured by converting a weakbase to a weak acid, and strong bases are countered byconversion of a weak acid to a weak base (Fig. 16.21).



Fig. 16.19 Generation of carbonic acid and bicarbonate.



Fig. 16.20 Interconversions of strong acids and strongbases produce weak acids and weak bases in thebicarbonate buffer system.Proteins located in the blood plasma and intracellularproteins are also critically important buffering elements(protein buffering system). Because of their abundance,proteins account for most of the buffering capacity of thebody. As we discussed in earlier chapters, proteins arechains of amino acids. Some of the amino acids havereactive or free carboxyl residues (so‐called organic acidgroups [–COOH]), which dissociate to release H+ ions whenthe pH begins to rise. Other amino acids have reactivegroups that can act as bases to accept protons. Forexample, an exposed NH2 group can bind a hydrogen ion tobecome NH3+. This action effectively removes freehydrogen ions, which prevents the solution surrounding theprotein from becoming too acidic. The same proteins canfunction in a reversible manner either as acids or bases



depending on the pH of their environment. Molecules withthis capacity are called amphoteric molecules.These buffer systems can effectively capture excesshydroxyl or hydrogen ions in the short term, but theycannot eliminate excess acids or bases from the body. Thelungs can dispose of carbonic acid by exhalation of CO2,but the kidneys are critical in eliminating most of the otheracids produced by metabolic activity. These includephosphoric, uric, and lactic acid. Calling these metabolic orfixed acids is sometimes used to make a distinctionbetween carbonic acid derived from CO2 and these othermetabolic acids. For example, acidosis that is caused by theaccumulation of these “metabolic” acids is sometimescalled metabolic acidosis to distinguish it from acidosis thatcan be caused by a failure of the lungs to eliminatesufficient CO2. This failure can produce an accumulation ofcarbonic acid; this acidosis event is referred to asrespiratory acidosis. Clearly, both types of acidosis dependon alterations in metabolism, but sources of the problemcan be distinguished.



Fig. 16.21 Interconversions of strong acids and strongbases produce weak acids and weak bases in the phosphatebuffer system.The kidneys, then, are critical for the long‐term regulationof body pH because of their ability to compensate for acid‐base imbalances caused by changes in diet or disease. Oneof the most important aspects is the capacity of the kidneyto either conserve (reabsorb) or produce new bicarbonateions as well as the ability to excrete bicarbonate ions ifrequired. The concentration of HCO3− in the plasma ofmost mammals is about 25 × 10−3 M/L, and H+ ionconcentration is about 40 × 10−9 M/L. Because thecomposition of the filtrate that enters the nephrons is aboutthe same, there are relatively large amounts of bicarbonatebut very few hydrogen ions. However, urine has a pH ofabout 6.0 with a minimal amount of bicarbonate ions. As wediscussed, metabolic processes demand that excess acidproduced from catabolic events must be excreted.Therefore, how is this accomplished? The goal is to addexcess H+ to the filtrate to be lost in urine with littlebicarbonate. If you consider the operation of the



bicarbonate–carbonic acid buffer system described earlier,losing a HCO3− from the system pushes the equation to theright and effectively increases H+ ion concentration. In theopposite manner, the creation or reabsorption of HCO3−from the kidney filtrate is the same as losing H+ as theequation is pushed to the left. To summarize, to reabsorbbicarbonate, H+ ions are secreted, but when excess HCO3−is excreted, H+ is retained.Let us first consider the events that allow for the excretionof H+ into the filtrate (remember, this is in addition to H+that was initially filtered; you might also recall that urine istypically slightly acidic, ∼6 compared with blood plasma).Hydrogen ion excretion occurs primarily within the PCT aswell as in so‐called type A cells of the CDs. The hydrogenions to be secreted arise from the dissociation of carbonicacid. However, as in the red blood cells, the carbonic acidis produced within the tubular epithelial cells from thediffusion of CO2 from the peritubular capillaries and theaction of carbonic anhydrase, which combines water andCO2 to produce carbonic acid. As each H+ ion is excreted, aNa+ ion is reabsorbed. This maintains the electrochemicalbalance across the tubular cells. In general, the rate of H+excretion varies with changes in the CO2 content of theperitubular blood. Because blood CO2 is directly related toblood pH, these systems can respond to adjust to eitherrising or falling pH. High CO2 (corresponding with low pH)would lead to a larger diffusion gradient for the movementof CO2 from the peritubular blood into the tubular cells.This would be followed by increased production of carbonicacid, its dissociation, and therefore excretion of more H+.Some of this excreted H+ can combine with urinarybicarbonate ions (HCO3−) to produce CO2 and water. Some



of this urinary filtrate CO2 can also enter the tubular cellsand promote further excretion of H+. A reduction in bloodCO2 would produce the opposite effect.The A cells are located primarily in the DCT and CD andserve as acid‐secreting cells. These cells have a protonpump in the apical membrane and a chloride–bicarbonateexchange system in the basolateral membrane. The cellsalso have high concentrations of carbonic anhydrase, whichserves to combine CO2 and H2O making protons andbicarbonate ions available. The H+ ions are moved acrossthe apical membrane (facing the filtrate), and thebicarbonate ions are transported across the basolateralmembrane into the surrounding interstitial fluid. The H+ions that are secreted can react with bicarbonate ions inthe filtrate to create carbon dioxide and water, which candiffuse back into the cell. The net result of this process isthat activated type A cells can produce a positive uptake ofbicarbonate into the blood through the recycling of CO2while adding protons to the filtrate. Thus, the A cells areacid‐secreting cells (Figure 16.22).



Fig. 16.22 Acid‐secreting type A cells. A‐type cells pumpprotons into the filtrate of the nephron by action of anapical H+ ATPase. This acidifies the filtrate so that thepotential favors reabsorption of Na+ ions. The intracellularNa+ concentration is reduced by the activity of abasolateral Na−/K+ ATPase pump.The activity of the A‐type cells and therefore the degree ofacid secretion can be regulated. For example, in periods of



acidosis, the activity of the cells is stimulated. This isbelieved to involve direct changes in the proton ATPaseactivity (increases synthesis of transporter proteins and/oractivity) as well as increased activity or synthesis of thebasolateral membrane bicarbonate‐chloride exchangeproteins. In this way, increases in blood bicarbonate wouldserve to counter the acidosis. For example, aldosterone isknown to stimulate the activity of the proton ATPases.As H+ secretion by the tubular cells continues, the pH ofthe filtrate drops, and consequently, continued secretion isagainst an increasing concentration gradient. The ability tosecrete more protons decreases with decreasing pH(higher H+ concentration) until, at a pH of about 4.5, acidsecretion stops. However, more protons can be secreted ifneeded if the acidic filtrate can be buffered. Depending onconditions, bicarbonates, phosphates, and ammonia canaccomplish this mission. Hydrogen ions can react withbicarbonate to form carbon dioxide and water, with HPO42−to produce H2PO4−, or with NH3 (ammonia) to produceammonium ions (NH4+). Thus, the kidney has three systems(bicarbonate, phosphate, and ammonia) to act as bufferingagents. The cells of the nephron are nearly impermeable toboth ammonium ions and phosphates, so that these agentseffectively capture excess hydrogen ions for excretion fromthe body. The phosphates that appear in the filtrate arederived when filtration of the blood takes place in theglomerulus; ammonia, on the other hand, diffuses from theblood into the tubular cells where it gets converted into theless toxic ammonium ion. The availability of phosphate forbuffering is dependent on the diet.Under acidosis conditions, plasma bicarbonateconcentrations can fall so that the buffering capacity of therenal filtrate is also reduced. When this occurs, ammoniacan become a major pathway for the elimination of excess



acid. Ammonia is synthesized in the tubular cells by theenzymatic deamination of amino acids. The amino acidglutamine is especially important in this process. Ammoniais formed routinely in hepatic cells, but it is rapidlyconverted to less toxic urea and glutamine. Effectively,ammonia is carried to the kidney cells in the form ofglutamine, where its deamination produces ammonia. In itsnonpolar, unionized form (NH3), it readily diffuses acrossthe cells into the filtrate to combine with H+ to yield thehighly polar ammonium ion (NH4+). Because of its polarity,it is essentially trapped in the filtrate so that it is excretedin the urine. This pathway, therefore, allows for theexcretion of excess nitrogen as well as excess hydrogenions.Bicarbonate ions are also clearly critical in the bicarbonatebuffer system. If this reserve of base is to be maintained,then the kidneys must not only act to counter rising H+concentrations by excreting more H+, they must also eitherrecover HCO3− ions that have been filtered or secreted orcreate additional bicarbonate ions. This involves aconvoluted process because the tubule cells are nearlyimpermeable to HCO3− ions present in the filtrate. Asecond type of cells, the B‐type cells, function as base‐secreting cells. These cells are arranged so that theyexpress a proton ATPase transporter in the basolateralmembrane and a chloride‐bicarbonate exchange protein inthe apical membrane. These cells also express carbonicanhydrase. The result is that bicarbonate is secreted intothe filtrate while protons are recovered Fig. 16.23).



Fig. 16.23 Base‐secreting type B cells. B‐type cells use theproton ATPase proteins in the basolateral membrane topump protons into the blood in concert with the recovery ofchloride ions.



Excretion of Nitrogenous WastesAlthough we have touched on the relationship between theurinary excretion of ammonia and the control of pH, it isworth considering this important topic in a broadercontext. When amino acids are catabolized to be used asenergy sources or for use as carbon skeletons to synthesizeother building blocks, the amino groups (–NH2) areremoved (deamination reaction). In other cases, the –aminogroup is salvaged for rebuilding nonessential amino acids.However, if the amino group is not transferred in thisfashion, it must be eliminated from the body to prevent thebuildup of toxic waste. Excessive ammonia can causeconvulsions, coma, and subsequently death. This alsoexplains the importance of the removal of waste fromanimal bedding and housing facilities. Animals excretemost of the excess nitrogen in the form of ammonia, urea,or uric acid. These associations with protein catabolism areoutlined in Figure 16.24.Ammonia is much more toxic than either urea or uric acid,so concentrations must be kept low. Because ammonia isfreely diffusible, keeping concentrations low (to allowmovements down a concentration gradient) requires largeamounts of water. It is estimated that 0.5 L of water isnecessary to excrete 1 g of nitrogen waste in the form ofammonia. Nonetheless, some animals excrete theirnitrogenous waste primarily as ammonia. These animalsare called ammonotelic. Many fishes and aquaticinvertebrates are ammonotelic. There are also someanimals (snails and crabs) that excrete ammonia into theair as a volatile gas.Urea is much less toxic than ammonia and in addition, onlyabout 10% as much water is required to excrete 1 g ofnitrogenous waste as urea compared with ammonia. On theother hand, there is an energy cost because ATP is required



for urea synthesis. Ureotelic animals excrete most of theirnitrogenous waste as urea. Two primary pathways are usedfor urea formation. Most animals generate urea largely inthe liver via the ornithine‐urea cycle, as illustrated inFigure 16.25.Uricotelic animals, which include birds and reptiles,excrete nitrogenous wastes such as uric acid or the closelyrelated compound guanine. Both molecules have theadvantage of carrying away four nitrogen atoms in eachmolecule. The nitrogen groups in uric acid are derived fromthe breakdown of glycine, aspartate, or glutamine. Theseanimals lack the enzyme uricase and so cannot break downuric acid. This means that the poorly soluble uric acidprecipitates and is excreted as a semisolid material. Forexample, the whitish‐colored material in chicken manure islargely uric acid. An advantage is that relatively little wateris required for excretion (Box 16.3).
Comparative Urinary Physiology and
FunctionWhile we have focused on the mammalian system todescribe and illustrate the anatomy and physiology of theurinary system, some appreciation of the diversity in otheranimals is important. For this, we will describe someaspects of avian urinary physiology and anatomy (Goldsteinand Braun 1989). This is because of the importance ofvarious domestic species—chickens, turkeys, ducks, geese,and so on—in production agriculture and many other birdsutilized as pets. It is evident that birds, like all animals,must regulate water and electrolyte balance to maintainosmoregulation for homeostasis. Some reflection illustratesmarked variation not just between mammals and birds butalso between various bird species that occupy an enormousrange of environmental niches. To illustrate, consider



marine birds that depend on seawater to provide for theirneeds. Some wild birds can routinely obtain the water theyneed through their food or the production of metabolicwater. The majority, however, depend on drinking to meetrequirements. Consequently, just as in mammals,osmoregulation ultimately involves interactions betweenmultiple organs and organ systems (Hildebrandt 2001;Hughes 2003). This includes the kidneys, intestinal tract,skin, respiratory system, and salt glands (for birds thatpossess these structures). For our discussion, we will focuson kidneys and the cloaca.



Fig. 16.24 Nitrogen excretion. Ammonia accumulates intissue from the catabolism of proteins. It is either directlyexcreted or, as in most mammals, it is converted into lesstoxic urea or uric acid for elimination from the body.





Fig. 16.25 The ornithine‐urea cycle.
Box 16.3 Pigs to the rescue?

The need for organs for transplantation far outweighsthe supply from organ donors. Thousands of people dieeach year while waiting for possible organ matches. Thenumbers of non‐living donors vary dramatically aroundthe world. For example, an average of 0.4 donors permillion people (pmp) in the Dominican Republic, from4.4 pmp in Greece to about 30 pmp in the United States.The need for kidneys is especially pronounced. In theUnited States alone, over 96 000 patients with end‐stagekidney disease are waitlisted at any given time. In total,more than 700 000 US patients are suffering from severekidney disease likely to be improved by transplantationif available. There are multiple social, technical, andinfrastructure reasons for these differences, butregardless, there are not nearly enough donors to meetthe medical needs.In the past 20 years, there has been steady progress inthe genetic engineering of pigs to possibly supplykidneys and other organs (hearts, lungs, etc.) forxenotransplantation as championed by Revivicor, Inc. inBlacksburg, Va. Early success followingxenotransplantation into non‐human primates (NHP) hasspurred the first wave of human clinical trials. Indeed,pig kidneys transplanted into macaques have beenfunctioning for more than 2 years. The move to humanclinical trials is ethically difficult and necessarilyinvolves “last resort” medical interventions, most oftenwith brain‐dead recipients. At least compared withhealthy NHP, this no doubt adds to the physiologicalissues.



The latest version of genetically engineered pigs (G10)has 10 genetic alterations, including three knockouts ofgenes that drive the synthesis of cell membraneglycoproteins that stimulate human immune responses,a knockout of the GH receptor to avoid tissueovergrowth of the xenotransplant, and others to mitigateactivation of the complement system in the recipient andprevent rejection responses generally. Results fromxenotransplantation to NHP and the limited human trialshave been very encouraging. Specifically, hyperacutereactions have been mitigated, and continuing progressin the development of immunosuppression and long‐term avoidance of rejection is promising (Ganchiku andRiella 2022; Gonzalez and Gonzalez 2022; Ma, et al.2022).From the viewpoint of domestic animal husbandry andagriculture generally, it is stunning to think of a farmanimal supplying not just food but the possibility ofdirectly saving lives. Regardless of the quandary ofpractical, clinical, and ethical issues, these advancesraise possibilities that are indeed stunning.
Avian urinary organs consist of the paired kidneys andureters, which carry urine to the urodeum of the cloaca. Asa reminder, the major segments of the avian digestive tractinclude the esophagus, proventriculus and gizzard, smallintestine, cecum, and rectum. The rectum (also referred toas the colon in birds) is relatively short and serves to linkthe ileum of the small intestine with the coprodealcompartment of the cloaca. The cloaca acts as a commonpathway for digestive wastes, excretory material, andreproductive activity. It has three chambers: coprodeum,urodeum, and proctodeum. The cranial coprodeum emptiesinto the rectum. The middle urodeum is separated from the



other two compartments by folds that serve to isolate thischamber. The urinary and reproductive tracts empty intothe urodeum. Birds do not have urinary bladders. Thenuisance of flying birds with full bladders would indeed bedisturbing.The avian kidney is typically elongated and divided intoanterior, middle, and posterior regions. Within each region,there are cone‐shaped subunits with a cortex and medullacalled medullary cones. The medullary cone and region ofthe associated cortex that is drained create a kidney lobule.Compared with a typical mammalian kidney, aviannephrons are very heterogeneous. Smaller nephrons,usually positioned near the surface of lobules, have simple(modestly coiled) glomeruli, and they lack LH (LLN,loopless nephrons). These were traditionally calledreptilian‐type (RT) nephrons because they resemblenephrons found in reptiles. Deeper in the lobules, thenephrons do exhibit the LH (LN, looped nephrons). Thisappearance is typical of mammals, thus the olderterminology of mammalian‐like (MT) nephrons. There arealso variations in structure between the LN and LLNnephrons that are called transitional nephrons (TN). Onaverage, about 20% of nephrons are classified as LN or MT.Regardless, both classes of nephrons empty in a regularpattern into common CDs. The CDs combine and descendto the end of the medullary cone, where a single large CDempties into the ureter. Because the tissue of the cloaca,such as the large intestine, has substantial resorptioncapacity, much of the water can ultimately be recovered.Such as the mammalian system, the avian kidney has acountercurrent multiplier arrangement where the LHparallels the CDs (LN nephrons). This means that birds canproduce urine that is hyperosmotic to blood plasma. Forexample, water‐deprived birds can produce urine that isapproximately two times more concentrated than plasma.



However, some mammals can produce urine that is 20–25times more concentrated. This likely reflects differences innephron morphology described earlier (Randall et al. 2002;Whittow 2000).
Avian Nitrogen ExcretionUrate, ammonia, urea, and creatinine all contribute tonitrogen excretion in the urine of birds. However, based onexperiments with domestic chickens, whether fed or fastedor provided low or high‐protein diets, urates constitute55%–84% of total nitrogen excretion. Indeed, urates are themajor waste products of nitrogen‐containing metabolitesexcreted by the urinary system of birds and most reptilesand amphibians. Secretion of urates or uricotelism is animportant adaptation that allows animals with no ability toconcentrate (i.e., greater osmolarity than blood plasma)urine (reptiles and amphibians) or limited capacity (birds)to survive and prosper in arid habitats. Alterations inammonia excretion are also closely related to acid‐basehomeostasis.Urate circulating in avian blood is believed to be mostlyunbound and therefore available to be filtered by theglomeruli. However, the plasma concentration, rate offiltration, and clearance of urate exceed that of inulin. Thismeans that 90% or more of urinary urate comes fromtubular excretion. Most urate is derived from the livermetabolism of purine. Uric acid is relatively inert andmarkedly less toxic than ammonia or urea. After secretionor filtration, the fate of uric acid varies. In an acidicenvironment, uric acid is poorly soluble, but with a typicalurinary pH of 6–7, most of the uric acid exists as monobasicurate. Urate also forms salts with sodium or potassium.This is important because of the abundance of these ions inurine. Sodium and potassium urate are also much moresoluble (6.8 and 12.1 mmol/L, respectively) than uric acid



(0.38 mmol/L). However, this still does not account for thehigh concentrations of urate typical in avian urine. Uratecan exist in supersaturated solutions because of theirability to form colloidal suspensions and to combine withmucopolysaccharides and glycoproteins, especially in theDCTs. This is believed to minimize the formation of uricacid crystals, thereby promoting the passage of uratesthrough the nephrons and into urine. In addition,precipitated but suspended spheres of urate trap Na and Kso that these ions are not free in solution; thus, thesetrapped ions do not impact urine osmolarity. This likely is amechanism to enhance the secretion of these ions despitethe relatively small proportion of LN nephrons in the aviankidney.
Avian Salt GlandsFor many terrestrial animals, sodium is not easy to obtain.Most freshwater is low in minerals, and most plants are lowin sodium. This explains why herbivores such as sheep,cows, and deer use natural salt licks or mineral‐rich soil.Most of these animals also have high blood levels ofaldosterone, the steroid hormone important to enhancerenal reabsorption of sodium to minimize losses. Formarine animals, excessive sodium intake is a serious issue.Yet many species of marine and shore birds can drinkseawater as their only source of water for indefinite periodsof time. Given the relative inability of birds to concentratetheir urine compared with most mammals, how is thispossible? The answer is that there is a nonrenal pathway.Suborbital or salt glands exist evidently in nearly all birdsbut are fully functional primarily in marine birds and inspecies that depend on hypersaline food and water. Theseglands are best described in the domestic duck. In fact,when ducklings never exposed to excessive salt becomeosmotically stressed, the salt glands quickly begin to



secrete a hypertonic sodium chloride solution, and within48 hours the number of cells per gland increases two‐ tothreefold, and the secretory cells become fullydifferentiated and active.The glands are paired and located in depressions either inor above the orbit of the eye. The glands are also distinctfrom lacrimal glands. Structurally, they are composed oflobes that exhibit closed secretory units (tubuloacinargland structure) that drain into central canals. Blood flowruns countercurrent to the direction of the flow of thesecretions, and the central canals coalesce into commonducts that drain into the nasal cavity. Each gland has amedial and lateral duct that receives branches fromgroupings of lobes or lobules. Salt gland secretions eitherdrip or are shaken from the beak. Stimulation of secretiondepends on nervous input via the VII cranial nerve(glossopharyngeal) and postganglionic fibers, whichrelease acetylcholine and vasoactive intestinal peptide(VIP). Both central and peripheral receptors are thought tobe involved in the initial stimulation of nerve impulses.Osmoreceptors in the third ventricle appear especiallysensitive to increases in Na+ concentration. Otherreceptors located around the heart and larger arteriesrespond by initiating impulses to the central nervoussystem via the vagus (X cranial nerve).Salt gland secretions, as you would guess from the name,are nearly all NaCl with small amounts of K+, Ca++, HCO3−,and Mg++. It is important to remember that, just as inmammals, interactions and integration between multiplesystems are required for osmotic regulation. Nonetheless,the salt glands represent a critical adaptation in theseanimals. For example, when the salt glands are stimulatedby salt feeding or dehydration, 75% or more of Na+



excretion occurs via salt gland secretion, as does more than30% of K+ elimination.



Chapter Summary
IntroductionIt is difficult to overestimate the significance of the urinarysystem. Certainly, in human medicine, the numbers ofpatients on dialysis who are awaiting possible kidneytransplants are stark reminders. The kidney is key tometabolic health, maintenance of electrolyte balance,control of blood and tissue fluid osmolarity, and eliminationof multiple waste products. The capacity of the kidney toproduce copious amounts of diluted urine or scant amountsof highly concentrated urine is a physiological marvel.
Urinary SystemThe urinary system consists of the paired kidneys, twoureters, the urinary bladder (except in birds), and theurethra. When sufficiently distended, the urinary bladderdischarges the stored urine to the outside of the body.
Anatomy and FunctionThere is probably no better example of the concept ofstructure and function going hand in hand than the kidney.The primary functional component of the kidney is thenephron. This simple but elegantly organized tube andassociated structures allow for (1) filtering and creation offluid derived from the blood plasma, (2) addition(secretion) of waste products or recovery (absorption) ofimportant nutrients, (3) adjustments in the volume of urineproduced, and (4) control of blood and tissue acid/basebalance, pH, and osmolarity.



The NephronThe nephron begins around Bowman's capsule as filtrate isformed. Sequential segments of the nephron include PCT,descending LH, ascending LH, DCT, and CD. The locationof nephrons (cortical or medullary) varies as well as therelative length of the LH. These variations help determinethe relative importance of individual nephrons in theregulation of blood osmolarity.
Kidney Blood FlowIn usual circumstances, the kidneys receive about 25% ofcardiac output. The renal arteries enter the kidney in thehilus and then divide into interlobular arteries, which passbetween the pyramids and close to the cortex where archedbranches become the arcuate arteries. Each of these feedsinterlobular arteries that supply blood to the afferentarterioles, which provide blood to the glomerulus. Theglomerulus is housed within the renal corpuscle, theinternal surface of which is Bowman's capsule and theentrance into the PCT. Capillaries from the glomeruluscombine to become the efferent arterioles that give rise toveins corresponding to the arteries described earlier.
Blood Pressure, Hormones, and RegulationIt is easy to recognize the significance of the heart andblood vessels in the control of blood pressure, but thekidneys are especially important in the long‐term control ofblood pressure. Fundamentally, the degree to whichurinary filtrate volume is recovered is directly correlatedwith blood volume and therefore blood pressure.Determining how much (or how little) urine is produceddepends on multiple structures and actions. For example,recovery of filtrate depends on the maintenance of anosmotic gradient in the tissue surrounding the LH and the



CDs of the nephrons that are in the border region betweenthe cortex and medulla. Near the beginning of the CDs,interstitial fluid osmolarity is like blood plasma ∼400 mOsm/L, but closer to the distal end of the CDs (deeper inthe medulla) and near the boundary between thedescending and ascending LH, interstitial fluid osmolaritycan reach 1200 mOsm/L or more (depending on thespecies). The creation and maintenance of this osmoticgradient depend on the unique structure of the LH and thecapillaries that are a part of the descending and ascendingvasa recta. The blood flow through the vasa recta is theopposite of the flow of fluid in the LH. This is called acountercurrent flow. This arrangement, along with changesin the permeability of the LH (descending different fromascending), allows the osmotic gradient in the surroundinginterstitial fluid to be maintained. The control of urineproduction depends on (1) the relative degree to whichsodium and other ions and osmotically active agents areremoved from the filtrate flowing in the CDs and (2) thedegree to which the CDs are permeable to water.The secretion of ADH has a major impact on thepermeability of the cells of the CDs to water. If ADH is notsecreted or is low in concentration, the CD permeability towater is poor, so there is minimal response to the passageof filtrate through the region of high interstitial fluidosmolarity. In other words, the normal osmotic forces thatyou would expect would cause water to leave the CD do notoccur. This means a larger amount of dilute hypotonic urineis produced. On the other hand, when ADH is present, thecells of the CD are highly permeable, so the osmotic forcesallow water to be recovered so that a smaller volume ofconcentrated hypertonic urine is produced. Secretion ofADH is regulated by osmoreceptors in the hypothalamus.Another blood pressure control depends on thejuxtaglomerular cells. Some nephrons have LH and



corresponding DCTs that pass in close apposition to theboundary between afferent and efferent arterioles near therenal capsule. In these regions, cells in the space betweenthese structures are differentiated for special functions.Populations of cells in the wall of the afferent arteriolecalled juxtaglomerular or granular cells synthesize theenzyme renin. Modified cells of the adjacent nephron (themacula densa) along with the juxtaglomerular cells create agrouping called the JGA. The release of renin is controlledby sympathetic nerve impulses and/or reductions in bloodpressure at the level of the arterioles. Renin acts on plasmaprecursors to produce angiotensin I, which in turn iscleaved to produce angiotensin II, which constricts othernon‐kidney arterioles and increases blood flow andpressure to the kidney. It also promotes the secretion ofaldosterone.Produced by the adrenal gland, aldosterone acts onprincipal cells in the CDs to promote sodium reabsorptionfrom the filtrate. This promotes additional recovery ofwater and therefore enhances blood volume and pressure.

Review questions and answers are available online.
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17
Digestive System

Digestive System OverviewAll animals need a supply of nutrients and oxygen that are obtainedvia the digestive system and respiratory system, respectively. Thedigestive system consists of the digestive tract, also called thegastrointestinal (GI) or alimentary tract, and its accessory organs.The accessory organs include the teeth, tongue, salivary glands,liver, pancreas, and gallbladder.The digestive tract is a muscular tube running through the bodyextending from the mouth to the anus. Contents within the digestivetract are considered outside the body, so in addition to digesting andabsorbing nutrients, the digestive tract must act as a barrierblocking the entry of pathogenic organisms.
Functions of the Digestive TractThe digestive tract has eight functions:

1. Ingestion. This is the active process of bringing material intothe oral cavity.2. Propulsion. Ingested materials are moved through the digestivetract by swallowing and peristalsis (peri = around + stalsis =constriction), which involves alternating waves of contractionand relaxation of muscles along the digestive tract wall (Fig.17.1), and is the major propulsive mechanism moving foodthrough the tract.3. Mechanical processing. Material entering the digestive tract isphysically reduced in size. This begins in the oral cavity wherefood is crushed and sheared before being propelled along thedigestive tract. The reduction in size of ingested materialincreases its surface area, thereby facilitating enzymaticdigestion. In the case of ruminant animals, food materials arealso moved from the stomach back to the mouth for furtherreduction in particle size. Food is also churned along thedigestive tract by segmental contractions (Fig. 17.1), which



further mix the contents with digestive juices, but do notadvance their movement.4. Digestion. Following reduction in size, ingested nutrients arechemically broken down into particles small enough forabsorption. Although simple molecules such as monosaccharidesand amino acids can be absorbed without further reduction insize, macromolecules such as protein, DNA, polysaccharides,and triglycerides must first be reduced into smaller molecules.Specific enzymes complete such reduction.5. Secretion. Water, mucus, acids, enzymes, buffers, and salts arereleased into the lumen of the digestive tract along its length.Secretions come from epithelial cells and glandular organs.6. Absorption. Along the length of the digestive tract, nutrientsincluding organic substrates, electrolytes, vitamins, and waterpass from the lumen into the body. In addition to absorbingingested nutrients, the digestive tract must absorb secretedwater, salts, and other secreted material. Failure of suchabsorption will result in dehydration.7. Excretion. The digestive tract is a site of elimination of wasteproducts. Such waste products can be eliminated via eitherdefecation or egestion.8. Immunity. The digestive tract must provide a substantialbarrier to prevent the entry of pathogens into the body. Thedigestive tract not only acts as a physical barrier but also has aninnate immune system.
Peritoneal CavityThe peritoneal cavity is formed from a serous membrane, called theperitoneum, which lines the abdominopelvic cavity, forming thelargest serous membrane in the body (Fig. 17.2). It consists of alayer of simple squamous epithelium, the mesothelium, with anunderlying connective tissue layer. The peritoneal membrane has aserosa, or visceral layer, that covers the organs in the peritonealcavity, and a parietal peritoneum that lines the inner surface of thebody wall.



Fig. 17.1 Peristalsis and segmentation. (A) During peristalsis, thecircular smooth muscle layer behind the bolus contracts while thatin front of the bolus relaxes. Conversely, the longitudinal smoothmuscle layer behind the bolus relaxes while that in front of the boluscontracts. This increases the diameter of the lumen in front of thebolus while constricting the diameter of the lumen behind the bolus.This results in propulsion of the bolus down the digestive tract. (B)During segmentation, nonadjacent sections of the digestive tractcontract and relax, resulting in mixing of the contents.



Fig. 17.2 Peritoneum and peritoneal cavity. The cross sectionthrough the abdominal cavity of the horse shows the visceral andparietal peritoneum, and the dorsal and ventral mesentery. Althoughthe peritoneal cavity is not shown, it is filled with organs. Note thatsome organs, such as the pancreas, are in a retroperitoneal positionor outside the peritoneal cavity.The peritoneal membrane produces peritoneal fluid, providinglubrication between the serosa and parietal layers, called theperitoneal cavity, thus reducing friction and irritation. Diseases ofthe liver, kidney, and heart can cause increases in this fluidproduction, producing an abdominal swelling called ascites.Accumulation of this fluid can distort the internal organs, causingpain and discomfort.
MesenteriesThe mesentery consists of two layers of serous membranes fusedback‐to‐back and suspends portions of the digestive tract from thebody wall. The mesenteries have three functions: (1) to provide a



route for blood vessels, lymphatic vessels, and nerves to travel to thedigestive system; (2) to hold organs in place; and (3) to store lipids.During embryonic development, the digestive organs are suspendedfrom the body wall by the dorsal and ventral mesentery. The ventralmesentery largely disappears except on the ventral surface of thestomach, between the stomach and liver, and between the liver andthe ventral abdominal wall. The mesenteries are named for theorgans they supply (e.g., mesoduodenum, mesoileum, andmesocolon).The omentum refers to those portions of the mesentery connectingthe stomach to the abdominal organs or abdominal wall. In animalswith simple stomachs, such as carnivores, pigs, and horses, thegreater omentum connects the greater curvature of the stomach tothe dorsal abdominal wall (Fig. 17.3). It folds over itself formingdeep and superficial layers (i.e., four layers). It normally containsconsiderable adipose tissue. The lesser omentum connects the lessercurvature of the stomach and the initial segment of the duodenumwith the liver. The falciform ligament attaches the liver to theventral midline while the hepatoduodenal ligament connects theliver to the proximal duodenum.In ruminants, the superficial and deep portions of the greateromentum attach to the left side of the rumen and the right side ofthe rumen, respectively. They tract toward the right side of theanimal, attaching to the intestine and then to the right abdominalwall. Although most abdominal organs are located within theperitoneum, some are located between the posterior parietalperitoneum and the posterior abdominal wall and, thus, are outsidethis cavity and said to be retroperitoneal (retro = behind). Theseorgans include the kidneys, adrenal glands, ureters, duodenum,ascending colon, descending colon, and pancreas. Those organswhose mesenteries remain inside the peritoneal cavity are calledintraperitoneal or peritoneal organs (Gheorghe, et al., 2004).



Fig. 17.3 Arrangement of mesenteries in ruminants. (A) In this viewof the left side of a large ruminant, the greater omentum is visible.(B) A cross section of the flank of a large ruminant showing greateromentum and peritoneum.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.
Blood Supply of the Digestive OrgansThe splanchnic circulation serves the digestive organs and hepaticportal system. The arteries of this system include the hepatic,splenic, and left gastric branches of the celiac trunk, serving thespleen, liver, and stomach, respectively; and the mesenteric arteriesserving the small and large intestines. At rest, the splanchniccirculation receives approximately 25% of the cardiac output.
Histology of the Digestive TractThe digestive tract includes four major layers (Fig. 17.4). Listedfrom the lumen outward, they are (1) the mucosa, (2) thesubmucosa, (3) the muscularis externa, and (4) the serosa. Theselayers vary somewhat according to the region of the digestive tract,so the following description applies to the small intestine.
MucosaThe mucosa layer is a mucous membrane lining the inside of thedigestive tract. It consists of three sublayers including a layer ofepithelial tissue in direct contact with the contents of the digestivetract, the lamina propria, and the muscularis mucosae.



Within the oral cavity, pharynx, esophagus, and anal canal, theepithelial tissue is stratified squamous epithelium that performs aprotective function. The remainder of the tract is mostly simplecolumnar epithelium and mucus‐producing goblet cells. Shortly afterbirth, the simple columnar epithelial cells develop tight junctions,thus forming a barrier between the lumen contents and the body.Prior to the formation of these tight junctions, an animal can absorbantibodies found in the colostrum until the epithelial cells undergoclosure, or until the development of tight junctions. Closuregenerally occurs within a couple days after birth. Also foundscattered among the epithelial cells are endocrine cells, collectivelycalled enteroendocrine cells, which secrete hormones coordinatingdigestive functions.The epithelial cells have a life span of approximately 2–3 days in theesophagus and up to 6 days in the large intestine. These cells arecontinually being sloughed off, and progressively replaced.The lamina propria, consisting of areolar connective tissue, binds theepithelial cells to the muscularis mucosae. This layer also containsblood vessels, sensory neurons, lymphatic vessels, smooth musclecells, and lymphatic nodules that are part of the mucosa‐associatedlymphatic system (MALT). The MALT is present along the digestivetract and contains cells of the immune system. The appendix andtonsils are part of the MALT.The muscularis mucosa is a thin layer of smooth muscle fibers. Thislayer helps create folds in the stomach and small intestine, thusincreasing their surface area.



Fig. 17.4 Basic structure of the digestive tract. The four basic layersof the digestive tract, from the lumen outward, are the mucosa,submucosa, muscularis externa, and serosa.
SubmucosaThe submucosa consists of dense irregular connective tissue andcontains large blood vessels, lymphatic vessels, and—in someregions—exocrine glands secreting buffers and enzymes into thelumen.
Muscularis ExternaWithin the oral cavity, pharynx, and parts of the esophagus,depending on the species, this layer contains skeletal muscle thatcontrols swallowing. The external anal sphincter also generallycontains skeletal muscle permitting voluntary control of defecation.Along the remainder of the digestive tract, the muscularis externagenerally consists of two layers of smooth muscle: an inner layer ofcircular smooth muscle fibers and an outer layer of longitudinalsmooth muscle fibers. These layers control peristalsis and segmentalcontractions.
SerosaMost portions of the digestive tract lie within the peritoneal cavity.The outermost portions, or superficial layer, of the digestive tract islined with the adventitia. As the digestive tract passes through the



diaphragm and enters the peritoneal cavity, this layer is composed ofthe visceral portion of the peritoneum, also called the serosa. Thereis no serosa around the oral cavity, pharynx, esophagus, or rectum.Instead, there is a layer of collagen fibers attaching the digestivetract to surrounding structures.
Enteric Nervous SystemThe digestive tract has its own nervous system, called the enteric(enteric = gut) nervous system, sometimes called the “brain of thegut.” It is composed mostly of two large plexuses: the submucosalplexus and myenteric plexus. If the digestive tract is deinnervated, itwill begin to function near normally due to the sensory and motorneurons in the enteric nervous system.The submucosal plexus, or Meissner's plexus, is located within thesubmucosal layer. It includes sensory and motor neurons, andpostganglionic fibers of both the sympathetic and parasympatheticnervous system. It regulates the activity of glands and smoothmuscle in the mucosa.The myenteric plexus, or plexus of Auerbach, is located between thetwo layers of smooth muscle fibers in the muscularis externa. Theseneurons coordinate the frequency and strength of digestive tractmotility. Therefore, this plexus controls patterns of peristalsis andsegmentation through automatic local reflex arcs.The enteric nervous system also communicates with the centralnervous system via afferent visceral fibers of the sympathetic andparasympathetic branches of the autonomic nervous system. Theautonomic nervous system also exerts extrinsic control over thefunctions of the digestive tract. Parasympathetic input generallyenhances digestive functions, whereas sympathetic input inhibitsthese functions.
Functional Anatomy of the Digestive
SystemThe digestive system shows great variation among species (Table17.1). These variations in structure are necessary depending onwhether the animal is a carnivore (meat‐eating), herbivore (plant‐eating), or omnivore (meat‐ and plant‐eating). A rabbit is a typical



nonruminant example; its stomach and small intestine are relativelysmall, whereas the cecum is well developed to allow for microbialdigestion. Nonruminant herbivores typically have a well‐developedcecum because this is the primary site of cellulose digestion.Ruminants have a complex stomach that accommodates microbialdigestion, a proportionately long small intestine, and a large colon.Carnivores, such as dogs and cats, have a short and small intestines,poorly developed cecum, and average colon. The pig, which is anomnivore, has an intermediate‐sized colon because this is a majorsite of microbial digestion.Further evolutionary adaptations have occurred in the stomach andGI tract of animals to accommodate differing methods of digestingcarbohydrates. As a result, animals can be classified into fourdigestive groups. The first group includes animals with a simplestomach, such as humans, pigs, dogs, and cats. The second group,the foregut fermenters, includes cattle, sheep, and goats. Theseanimals have a ruminant stomach in which they can fermentnondigestible carbohydrates. The third group, the hindgutfermenters, includes horses, rabbits, and guinea pigs. These animalsrely on fermentation that occurs in the cecum. The final groupconsists of birds in which various adaptations have occurred to bothstore and grind various foodstuffs.



Table 17.1 Length and capacity of selected parts of the digestivetract.
Species Part of the

Digestive
Tract

Relative
Length of
Intestines
(%)

Average
Length
(m)

Relative
Capacity
(%)

Absolute
Capacity
(L)

Horse Stomach 8.5 17.96Smallintestine 75 22.44 30.2 63.82
Cecum 4 1.00 15.9 33.54Largeintestine 21 6.47 38.4 81.25

Pig Stomach 29.2 8.00Smallintestine 78 18.29 33.5 9.20
Cecum 1 0.23 5.6 1.55Largeintestine 21 4.99 31.7 8.70

Sheepandgoats
Rumen 52.9 23.40Reticulum 4.5 2.00Omasum 2.0 0.90Abomasum 7.5 3.30Smallintestine 80 26.2 20.4 9.00
Cecum 1 0.36 2.3 1.0Largeintestine 19 6.17 10.4 4.6

Cat Stomach 69.5 0.34Smallintestine 83 1.72 14.6 0.11
CecumLargeintestine 17 0.35 15.9 0.12



Species Part of the
Digestive
Tract

Relative
Length of
Intestines
(%)

Average
Length
(m)

Relative
Capacity
(%)

Absolute
Capacity
(L)

Chicken Smallintestine 79 1.08
Cecum 9 0.13Largeintestine 5 0.068

Dog Stomach 62.3 4.33Smallintestine 85 4.14 23.3 1.62
Cecum 2 0.08 1.3 0.09Largeintestine 13 0.60 13.1 0.91

MouthThe mouth is the space extending from the lips or beak to thepharynx, and it is bounded laterally by the cheeks. It is also calledthe oral cavity, or buccal cavity, and is where food first enters thedigestive tract. The mouth is lined with stratified squamousepithelium, which protects against friction. For further protection,the epithelium of the gums, hard palate, and dorsum of the tongueare slightly keratinized.
Lips, Cheeks, and GumsThe lips and cheeks contain skeletal muscle covered by skin. Theorbicularis oris muscle forms the lips. The lips possess long, tactilehair, and regular hair. The median cleft of the upper lip in carnivoresand small ruminants is called the philtrum.



Fig. 17.5 Oral cavity. The hard and soft palate of the mouth isvisible in the median section through the head of a dog.Reprinted from Constantinescu (2002). Used by permission of the publisher.The cheeks form the caudolateral wall of the oral cavity. The gums,or gingivae, enclose the necks of the teeth. The oral cavity is dividedinto the vestibule and oral cavity proper. The vestibule (porch) is therecess bounded internally by the gums and teeth and externally bythe lips and cheeks. The oral cavity proper lies within the teeth andgums.The palate is the roof of the oral cavity and oropharynx, and itseparates the respiratory and digestive passages within the head(Fig. 17.5). It consists of a rostral bony part called the hard palateand a caudal musculomembranous portion called the soft palate. Thehorse is unable to voluntarily raise its soft palate, and thereforebreathes through its nose. The hard palate is formed by the palatine,maxillary, and incisive bones. It forms a hard surface against whichthe tongue can press food.The soft palate divides the rostral region of the pharynx into the oraland nasal portions. Projecting downward from the soft palate is thefingerlike uvula. The soft palate closes the nasopharynx as theanimal swallows. Birds, unlike mammals, lack a soft palate. The oraland pharyngeal cavities are combined and referred to as theoropharynx.



TongueThe tongue is the muscular organ filling most of the oral cavity. It iscomposed of interlacing bundles of skeletal muscle fibers, and it isinvolved in gripping, repositioning food, mixing food with saliva, andforming the compact mass of food called a bolus.The tongue has intrinsic and extrinsic muscles. The intrinsicmuscles, confined to the tongue and not attached to bone, run inseveral directions, allowing the tongue to change shape as necessaryfor prehension, moving food, and making sounds. The extrinsicmuscles attach the tongue to bones of the skull and the soft palate.They allow the tongue to protrude, retract, and move side to side.The lingual frenulum attaches the tongue to the floor of the mouth.The superior surface of the tongue has many papillae that are namedfor their shape. Filiform papillae are thorn‐shaped, giving the tongueroughness and thus aiding in licking and manipulating food. Theyhave a mechanical function. In the ox and cat, they are heavilycornified. Fungiform papillae are mushroom‐shaped, scatteredamong the more numerous filiform papillae, have taste buds, and arethus mechanical and gustatory (Fig. 17.6). Foliate papillae have aseries of leaf‐shaped ridges, are located on the lateral borders of thetongue, and have a gustatory function. They are absent in the ox.Vallate, or circumvallate, papillae are the largest and leastnumerous. They are in a V‐shaped row near the back of the tongue.They resemble the fungiform papillae but are circled by a cleftcontaining taste buds. Marginal taste buds are found along the edgeof the rostral portion of the tongue of newborn dogs, but theydisappear when puppies switch to solid food.
Salivary Glands and SalivaSalivary glands are extramural glands (glands outside the wall of thedigestive system) that are associated with the oral cavity. Thesecretions of the salivary glands can be serous, mucous, or mixed.Serous cells produce a watery secretion containing enzymes, ions,and a small amount of mucin, whereas mucous cells produce aviscous, stringy secretion called mucus. Minor salivary glands arelocated within the wall of the oral cavity and oral pharynx and haveshort ducts. They are named for their location (labial, buccal, andpalatal). They are mixed glands, meaning they have mucous andserous secretions.



Fig. 17.6 Tongue of the dog. The vallate and fungiform papillae areshown on the tongue of the dog.Reprinted from Constantinescu (2002). Used by permission of the publisher.The major salivary glands are located some distance from the oralcavity and require ducts to carry their secretions. The parotidsalivary gland is located below the ear (auricular) cartilage, betweenthe masseter muscle and skin (Fig. 17.7). The parotid duct parallelsthe zygomatic arch and opens into the buccal vestibule. It producesa predominantly serous secretion. The mandibular (submandibular,submaxillary) salivary gland is located caudal to the angle of the jawand is a mixed gland. The mandibular duct runs rostrally along withthe sublingual duct, medial to the mandible, and opens near the



sublingual caruncle. The sublingual salivary gland is under thetongue and secretes mostly mucus.Saliva consists of water (97–99.5%) and is therefore hypoosmotic.Electrolytes in the saliva include sodium, potassium, chloride,bicarbonate, and phosphate. It tends to be slightly acidic (pH 6.75–7.00). Saliva has several functions:
1. Solubilizes food. Dissolves foods so they can be tasted, anddigestive reactions can occur.2. Provides alkaline buffering and fluid. Bicarbonate andphosphate in the saliva can neutralize acidic feedstuffs. Asdiscussed further, the addition of alkaline fluid via the saliva isparticularly important in ruminants.3. Removes waste. Metabolic waste products such as urea anduric acid are excreted in the saliva.4. Lubricates and binds. The mucus in the saliva helps bindmasticated food so that it can be formed into a bolus. In addition,saliva coats the oral cavity and esophagus, thus protecting themucosa of the oral cavity and esophagus.5. Initiates starch digestion. Salivary amylase begins starchdigestion.6. Assists oral hygiene. Lysozyme, found in saliva, is abacteriostatic enzyme that lyses bacteria, thus protecting themouth. IgA attaches to microbes, thus decreasing their ability topenetrate the epithelium. Cyanide, found in saliva, acts as abactericide, while defensins act as cytokines to attractlymphocytes and neutrophils that protect against microbes.



Fig. 17.7 Salivary glands. The major salivary glands are shownin the dog.Drawings reprinted from Constantinescu (2002) and Constantinescu andConstantinescu (2004).7. Enables evaporative cooling. This is particularly important indogs, which have very poorly developed sweat glands. However,it is also used by cats that preen themselves and avian speciesthat display gular flutter (very rapid, but shallow, respiration).
In nonruminants, as the secretion of saliva increases, theconcentration of Na+, bicarbonate, and Cl− increases, while K+decreases. In ruminants, as saliva production increases, the levels ofNa+ and PO4− in the saliva decrease, while those of bicarbonate, Cl−,and K+ increase.Salivary glands continuously secrete saliva, thus keeping the oralcavity moist. However, presence of food increases salivation due to



parasympathetic nervous system stimulation. Chemoreceptors andmechanoreceptors send signals to the superior and inferiorsalivatory nuclei in the brain stem. Parasympathetic impulses travelvia the facial nerve (cranial nerve VII) and glossopharyngeal nerve(cranial nerve IX) to stimulate salivation.The sight, smell, sound, or thought of food can also stimulate salivaproduction. This was evident when Pavlov trained dogs to salivate atthe sound of a bell. Such salivation helps initiate digestion as soon asfood enters the oral cavity.The saliva in ruminants is isotonic, containing high concentrations ofbicarbonate and phosphate, and a high pH. This saliva acts to bufferthe acids produced during fermentation in the rumen. An adult cowcan produce as much as 100–200 L of saliva daily.
TeethThe teeth, or dentes, are accessory digestive organs. They are in thesockets of the alveolar processes of the mandible and maxillae.Domestic animals have two types of teeth: low‐crowned (brachydont)and high‐crowned (hypsodont). All domestic species have two sets ofteeth, deciduous and permanent. Deciduous teeth are smaller andfewer in number.Low‐crowned teeth are simple teeth, as found in man, carnivores,pigs, ruminant incisors, and horse deciduous incisors. They consistof a crown, neck, and root. The crown is the part projecting abovethe gum line and is covered with enamel. The neck is theconstriction between the crown and root, and it is located at the gumline. The root is the part below the gum line. High‐crowned teeth,which have no distinct neck, are found in all permanent horse teeth,ruminant cheek teeth (i.e., premolars and molars), and the tusks ofpigs.Teeth are composed of three layers: cementum, enamel, and dentin(Fig. 17.8). Cementum, a thin, bonelike covering, is found on theentire tooth of high‐crowned teeth, but only on the root of low‐crowned teeth. It attaches the root to the periodontal ligament.Enamel, the hardest substance in the body (consisting of 95%calcium salts by dry weight), covers the crown of low‐crowned teethand the body (the portion of the tooth below the crown in high‐crowned teeth) and crown of high‐crowned teeth. The enamelprotects the dentin from acids. Dentin, which makes up the bulk of



the tooth, is like bone only harder because it has a higher content ofcalcium salts.The dentin surrounds a cavity. Within the crown, this cavity is thepulp cavity, and it is filled with pulp, a connective tissue containingblood vessels, nerves, and lymphatic vessels. Narrow extensions ofthe pulp cavity project into the roots and are called the root canals.Teeth are divided into groups according to their location andfunction. Incisors are in the rostral portion of the mouth (Fig. 17.9).The upper incisors are embedded in the incisive bone and the lowerincisors are in the incisive part of the mandible. The canine is thelarge tooth between the incisors and cheek teeth. Cheek teeth arethose teeth caudal to the canine and incisors in the maxillary. Theyinclude the premolars located in the rostral cheek area and molarslocated caudal to the premolars.Cheek teeth function in grinding, while incisors are merely forshearing and biting.



Fig. 17.8 Teeth of the horse. Vertical section of a permanent incisor(A). Vestibular surface (B) left side (C), and lingual surface (D) ofthe first right‐lower deciduous incisor. Vestibular surface (E) leftside (F), and lingual surface (G) of the first right‐lower permanentincisor. Third right‐lower permanent premolar (H) and second left‐lower permanent molar (I).Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.



Fig. 17.9 Teeth of the dog.Reprinted from Constantinescu (2002). Used by permission of the publisher.
Table 17.2 Number of teeth in various species.
Species Deciduous PermanentCat 2 (I 3/3 C 1/1 P 3/2)= 26 2 (I 3/3 C 1/1 P 3/2 M 1/1) = 30
Dog 2(I 3/3 C 1/1 P 3/3) =28 2 (I 3/3 C 1/1 P 4/4 M 2/3) = 42
Horse 2(I 3/3 C 0/0 P 3/3) =24 2(I 3/3 C 1(0)/1(0) P 3(4)/3 M 3/3)= 36–42Pig 2(I 3/3 C 1/1 P 3/3) =28 2 (I 3/3 C 1/1 P 4/4 M 3/3) = 44
Ruminant 2(I 0/4 P 3/3) = 20 2(I 0/4 P 3/3 M 3/3) = 32
I, incisor; C, canine; P, premolar; M, molar.Pigs have 44 teeth; other domestic species have fewer due to fewercheek teeth (Table 17.2). Ruminants lack upper incisors and canines,which are replaced by a dental pad. They also lack the first upper



and lower premolars, giving them 32 permanent teeth. Dogs aremissing the upper third molars and therefore have 42 teeth.Brachiocephalic breeds (those dogs that have shortened noses andvery prominent eyes due to shallow orbit) may be missing additionalteeth. Horses usually miss the first upper premolar and are alwaysmissing the lower first premolar. Mares often have smaller caninesthat may not erupt. As a result, horses may possess 36–42permanent teeth. Various terms used when discussing teeth areshown in Table 17.3.The eruption and wear of the lower incisors can be used to estimatea horse's age (Fig. 17.10). If no permanent incisors are present, thehorse is probably under 2–1/2 years old. Deciduous teeth arecharacterized by a distinct neck and are smaller and usually lacklongitudinal ridges seen in permanent teeth. The incisors erupt atthe following times: I1, 2–1/2 years; I2, 3–1/2 years; and I3, 4–1/2 years. If all incisors have erupted, and I3 is worn such that a littledentin is seen, the horse is approximately 5 years old. Disappearanceof the cup from the respective lower incisors can indicate age asfollows: I1, 6 years old; I2, 7 years old; and I3, 8 years old.Disappearance of the cup from the upper incisors can indicate ageas follows: I1, 9 years old; I2, 10 years old; and I3, 11 years old(Budras et al., 2003).



Table 17.3 Nomenclature for teeth.
Term MeaningFloating The filing off of sharp edges (points) of the horse'scheek teethNeedleteeth The pig's deciduous third incisors and canines. They areoften nipped off in newborn pigs to benefit the sowsucklingParrotmouth Seen in a horse when the mandible is shorted
Scissormouth Seen in a horse when an oblique angle to the incisorsappears on the occlusal surface due to uneven wearShearmouth Seen in a horse in which there is a narrow lower dentalarch requiring frequent floatingSowmouth Seen in a horse when the mandible is elongated
Tusks The canine teeth of the pig. The lower tusks are largerthan the upperWolf teeth The horse's rudimentary upper first premolars. They areusually absent



Fig. 17.10 Aging horses using the lower incisors. (A) 4–7 days old.(B) 3–5 weeks old. (C) 7 months old. (D) 3 years old. (E) 4 years old.(F) 5 years old. (G) 10 years old. (H) 15 years old. (I) 20 years old.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.
PharynxThe pharynx is the common passageway for food and air. As foodfirst passes from the mouth, it enters the pharynx. It extends fromthe internal nares to the esophagus. It connects the nasal and oralcavities with the trachea and esophagus, respectively. The soft



palate divides the rostral portion of the pharynx into the oropharynxand nasopharynx, and the caudal‐most portion of the pharynx iscalled the laryngopharynx (Fig. 17.11). The nasopharynx is locateddorsal to the soft palate extending from the caudal nares to thelaryngopharynx with the caudal edge of the soft palate andpalatopharyngeal arches separating it from the laryngopharynx. Theoropharynx lies ventral to the soft palate. The laryngopharynx iswhere air crosses to the larynx and food and water crosses to theesophagus. It is located between the base of the epiglottis and theesophageal entrance.





Fig. 17.11 The upper digestive tract of the horse. (A) A mediansection of the head of the horse showing the nasopharynx,oropharynx, and laryngopharynx. (B) An expanded drawing of thepharynx and larynx.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.The tonsils are an aggregation of lymphatic tissue in the mucosa ofthe pharynx. They are named for their location (i.e., palatine,pharyngeal, or tubal, which are found around the auditory tube).They help protect the pharyngeal opening against microorganismsand toxic substances. In birds, there is no sharp distinction betweenthe pharynx and mouth.
SwallowingThe act of swallowing, or deglutition, moves food from the mouth,through the pharynx to the esophagus, so that it can be transportedto the stomach. Saliva and mucus facilitate this movement.Swallowing involves three stages:

1. Voluntary stage. The bolus moved into the oropharynx.2. Pharyngeal stage. The bolus moves involuntarily through thepharynx to the esophagus.3. Esophageal stage. The bolus moves involuntarily through theesophagus to the stomach.
The tongue, after forming a bolus, propels it from the oral cavity tothe oropharynx (Fig. 17.12). This is carried out by skeletal musclefibers and is thus the voluntary stage. The presence of a bolus in theoropharynx initiates the pharyngeal stage in which impulses arecarried to the deglutition center in the medullar oblongata and lowerpons of the brain stem. Motor signals from these centers close offthe nasopharynx and cause the larynx to move forward and upward,allowing the epiglottis to move backward and downward sealing offthe rima glottide, the opening in the larynx. After the bolus travelsfrom the laryngopharynx to the esophagus, the respiratorypassageways reopen.



EsophagusThe esophagus is a collapsible muscular tube lying behind thetrachea. It extends from the laryngopharynx, passes through themediastinum, pierces the diaphragm at the esophageal hiatus, andends at the superior portion of the stomach. A hiatal hernia occurswhen a part of the stomach protrudes through the diaphragm at theesophageal hiatus.In many species of birds, the upper portion of the esophagus isexpanded to form the crop. The crop stores food and, in somespecies (i.e., pigeons), produces a secretion called crop milk that isused to feed the young.
Histology of the EsophagusThe esophagus has four layers, as described previously in thischapter. The outermost layer is the adventitia rather than the serosabecause the areolar connective tissue is not covered bymesothelium, and the connective tissue merges with structures inthe mediastinum, thus attaching the esophagus to surroundingstructures. The muscularis externa layer varies in the proportion ofskeletal and smooth muscle, depending on the species. Theesophagus of birds consists entirely of smooth muscle; that of cats,dogs, pigs, and ruminants consists mostly of smooth muscle, with asmall portion of skeletal muscle just as the esophagus nears thestomach.



Fig. 17.12 Swallowing. During swallowing, the tongue forces thebolus into the oropharynx, thus raising the soft palate and closing offthe nasopharynx. Then, the larynx rises, allowing the epiglottis tocover the glottis, directing the bolus to the esophagus whilepreventing its entry into the larynx. Once in the esophagus, thebolus is moved to the stomach by peristaltic waves.Figure modified from Pasquini et al. (1995).
StomachThe stomach is located at the inferior end of the esophagus andcranial portion of the abdominal cavity. It is found left of the medianplane. It has four functions: (1) storage of ingested food, (2)mechanical breakdown of ingested food, (3) disruption of chemicalbonds of food through the action of acids and enzymes, and (4)production of the intrinsic factor required for vitamin B12 absorptionfrom the small intestine. Monogastric animals have a single, simplestomach, and ruminants have a complex stomach consisting of fourchambers. The true stomach is the area that produces hydrochloricacid.
Anatomy of the Monogastric StomachIn monogastric animals, the stomach appears as a J‐shapedstructure. Its concave lateral surface is the greater curvature, andthe smaller concave medial surface is the lesser curvature. Thegreater and lesser omenta attach to the greater and lessercurvature, respectively.



In addition to the circular and longitudinal smooth muscle layersfound along the remainder of the digestive tract, the muscularisexterna of the stomach has an additional inner oblique or transverselayer. This extra layer of muscle helps strengthen the stomach walland assists with mixing the chyme, the partially digested food, withenzymes and acid. As food is ingested, the muscles of the stomachrelax to accommodate the increased volume of food. While relaxed,prominent folds called rugae are visible on the stomach mucosa. Asthe stomach expands, the rugae spread or flatten out.The stomach is typically divided into four regions (Fig. 17.13):
1. Cardia. The cardia is the smallest region and is found at thejunction between the stomach and esophagus. It is located nearthe heart and thus is the “cardia” region. This region containsnumerous mucous glands that help protect the esophagus fromthe acids and enzymes of the stomach.2. Fundus. The fundus lies superior to the junction between thecardia region, acting as a blind‐ended sac.3. Body. The body, the largest region, is located between thefundus and the pylorus. The body functions as a mixing tank forthe stomach, and it is the site for the secretion of acid andenzymes.4. Pyloric region. The pyloric region is the caudal‐most portion ofthe stomach. It consists of the pyloric antrum (antrum = cave)connected to the body. The pyloric antrum narrows to the pyloriccanal, which connects to the pylorus. The pylorus is separatedfrom the duodenum by the pyloric sphincter. The pyloricsphincter consists of modified smooth muscle that acts as a valvecontrolling the flow of chyme exiting the stomach.

The stomach is innervated by fibers from the autonomic nervoussystem. Sympathetic fibers originate from the thoracic splanchnicnerves and carry signals to the celiac plexus. Parasympathetic fibersare supplied by the vagus nerve (cranial nerve X). The arterialsupply comes from branches of the gastric and splenic arteries; theveins are part of the hepatic portal system.



Fig. 17.13 The stomach of the horse.Adapted from Constantinescu and Constantinescu (2004).
Histology of the Monogastric StomachThe stomach is lined with simple columnar epithelium with gobletcells. The many goblet cells produce a layer of mucus protecting themucosal surface of the stomach. Gastric pits, or shallow depressions,are visible on the mucosal surface. The walls of the gastric pits areformed mainly from goblet cells. Gastric pits open into gastricglands (Fig. 17.14). The gastric glands are composed of differentcells depending on the stomach region. The cardia and pyloricregions contain primarily mucus‐secreting cells, and the glands inthe pyloric antrum produce mucus and hormones including gastrin.In the fundus, the glands produce most of the stomach secretions,including acid. There are four cell types in gastric glands.



1. Mucous neck cells. Found in the upper, or neck, region of agastric gland, they produce a more acidic mucus than gobletcells.2. Parietal cells. Found in the middle region, they secretehydrochloric acid (HCl) and intrinsic factors. Intrinsic factor is aglycoprotein necessary for the absorption of vitamin B12 in thesmall intestine. These cells are shaped like pitchforks with threeprongs, each covered extensively with microvilli, thus increasingtheir surface area for secretion. The HCl decreases the pH of thestomach to 1.5–3.5. This low pH has several functions: (1) It isnecessary for the function of pepsin; (2) it provides a harshenvironment for bacteria ingested with food; (3) it denaturesproteins and inactivates enzymes in food; and (4) it breaks downcell walls of plant material and connective tissue in meat.3. Chief cells. These cells produce pepsinogen, the inactive formof pepsin, and an enzyme that digests proteins. Whenpepsinogen is first released, it interacts with HCl and converts itto its active form, pepsin. Once activated, pepsin can convertother molecules of pepsinogen to pepsin. Chief cells also secreteminor amounts of lipase.4. Enteroendocrine cells. These cells produce a variety ofhormones or hormonelike products that are released into thelamina propria. Products include gastrin, histamine, endorphins,serotonin, cholecystokinin (CCK), and somatostatin.
The mucosa of the stomach must provide a substantial barrieragainst the harsh environment found in the stomach. Theconcentration of H+ is 10,000 times that found in blood. Pepsin, ifnot contained, can digest the lining of the stomach. The mucosalbarrier of the stomach contains a thick, bicarbonate‐rich mucuslining. In addition, the epithelial cells are connected by tightjunctions to prevent the leakage of luminal contents to deepergastric layers. Finally, the epithelial cells are replaced every 3–6 days by division of undifferentiated stem cells found in the gastricpits.



Fig. 17.14 Gastric glands. The histological section of a gastric glandshows the gastric pit, the entrance to the gastric gland. Within thegland are neck cells that secrete mucus, parietal cells that secreteHCl, chief cells that secrete pepsinogen, and enteroendocrine cellsthat secrete hormones. G cells, which secrete gastrin, are anexample of enteroendocrine cells. Once released into the stomachlumen, pepsinogen is converted to pepsin by the action of HCl andpepsin.
Gastric SecretionsPepsin is not produced within the chief cells because this wouldcause the self‐digestion of the cells. Instead, chief cells produce thezymogen (i.e., the precursor form of an enzyme) pepsinogen, whichis activated when it enters the stomach lumen and encounters HCl(Fig. 17.14). Once activated, pepsin can activate other pepsinogenmolecules.Protein digestion is initiated in the stomach via the action of pepsin,the only enzyme found in the stomach of adult animals. Dietary



proteins are denatured by HCl secreted by the parietal cells.However, HCl is not produced within the parietal cells because itwould destroy the cell. Both H+ and Cl− are independentlytransported from the parietal cells into the stomach lumen (Fig.17.15). Hydrogen ions are generated from the dissociation ofcarbonic acid that is produced by the enzyme carbonic anhydraseacting upon CO2 and H2O. Hydrogen ions are then transported intothe stomach lumen in exchange for K+. Chloride ions enter theparietal cell in exchange for bicarbonate ions. The chloride ions thentravel down their concentration gradient and enter the stomachlumen. Once in the lumen, hydrogen and chloride ions combine,producing HCl. Since the pH of the lumen can be as low as 1.5–2.0,this can represent nearly a millionfold (6 log units) increase inhydrogen ion concentration. When parietal cells are producingconsiderable HCl, a significant amount of bicarbonate enters theblood, thus increasing the pH in what is called the alkaline tide.Parietal cells respond to many signals. Located on their surface arereceptors for histamine, acetylcholine (ACh), and gastrin (Fig.17.16). Histamine comes from mast cells located in the laminapropria, ACh from postganglionic parasympathetic fibers, andgastrin from G cells. Histamine acts at H2 receptors, whereas AChacts at muscarinic receptors. Stimulation of these receptors resultsin stimulation of protein kinase, which then stimulates the H+/K+ATPase, thus increasing HCl secretion by parietal cells.



Fig. 17.15 Secretion of HCl by the stomach. Carbonic acid isproduced within the parietal cells by the action of carbonicanhydrase. After dissociation, the bicarbonate ions are transportedinto the intestinal fluid, whereas the hydrogen ion is activelytransported into the stomach. Chloride ions enter the cell inexchange for HCO3−, and then move down their concentrationgradient and into the stomach lumen where they combine withhydrogen ions forming HCl.



Fig. 17.16 Regulation of HCl secretion from parietal cells. Parietalcells have receptor sites for histamine, gastrin, and acetylcholine(ACh). Histamine binds to H2 receptors, while ACh acts atmuscarinic receptors. Stimulation of these receptors by theappropriate ligand initiates a second‐messenger system that resultsin increased HCl secretion into the stomach lumen.Endocrine cells located in pyloric glands produce at least sevenhormones. The major hormone, gastrin, is secreted by G cells foundmost abundantly in the gastric pits of the pyloric antrum. Gastrinstimulates secretion of both parietal and chief cells and causescontractions of the gastric wall, thus mixing luminal contents.Pyloric glands also contain D cells that secrete somatostatin.Somatostatin, which is released into the interstitial fluid bathing theG cells, inhibits gastrin release. This inhibition can be overridden byother neural and hormonal stimuli such as ACh and histamine.



Gastric MotilityWith the arrival of food, the stomach can stretch to accommodatethis increased volume without an increase in luminal pressure. Thisreflexive relaxation is mediated by the vagus nerve. In addition, thestomach can actively dilate in a process called adaptive relaxation,which appears mediated by the release of nitric oxide released bylocal neurons. In addition to the propulsion of food into theduodenum, the stomach churns and mixes food within its lumen.Peristalsis in the stomach begins near the cardiac sphincter withgentle ripple‐like movements toward the pyloric sphincter. Theperistaltic waves strengthen as they move toward the pylorus. Thepyloric sphincter, acting sort of like a dam, allows only liquids andsmall particles to pass over its opening. Heavier particles settlebelow the level of the sphincter and thus do not pass through. As theperistaltic wave nears the pyloric sphincter, a small amount ofchyme is squirted through the sphincter before the peristaltic wavecloses the sphincter, causing the remainder of the material to bepropelled backward into the pylorus and further churned. Such anaction further breaks down the particle size of the ingesta.The peristaltic rhythm is controlled by the spontaneous activity ofpacemaker cells located in the longitudinal smooth muscle layer.These noncontractile cells, called interstitial cells of Cajal, arelocated near the cardiac sphincter depolarize and repolarizeapproximately three times per minute producing slow waves, or thebasic electrical rhythm. These slow waves migrate throughout thestomach via the gap junctions that electrically couple smooth musclecells. Slow waves establish the maximum rate of smooth musclecontraction by producing subthreshold depolarizations on whichdepolarizations resulting in contractions are superimposed (Fig.17.17).
Vomiting and EgestionThe presence of irritants or toxins in the stomach can stimulatevomiting or emesis. Sensory impulses sent to the emetic center inthe medulla oblongata initiate a motor response that causes thediaphragm and abdominal wall muscle to contract, increasing intra‐abdominal pressure. As the pressure increases, the cardiac sphincterrelaxes; the soft palate rises to close off the nasopharynx; and thestomach contents are forced upward through the esophagus,



pharynx, and mouth. Excessive vomiting can cause metabolicalkalosis, dehydration, and electrolyte imbalances.Egestion is a process unique to birds. During egestion, nondigestiblematerials such as bone, fur, or feathers are orally eliminated fromthe digestive tract. Approximately 12 minutes prior to egestion,gizzard contractions increase, resulting in the compaction of thisundigestible material into a pellet. The pellet can containexoskeletons of insects and indigestible plant material. Secondsbefore egestion, the pellet is moved by esophageal antiperistalsis.This process does not use abdominal or duodenal muscles.

Fig. 17.17 Slow waves. Slow, rhythmic depolarizations andrepolarizations, called slow waves or basic electrical rhythm, areinitiated by the interstitial cells of Cajal. They establish thebackground rhythm for peristalsis, which involves spikessuperimposed on the slow waves resulting in depolarizations abovethreshold that cause smooth muscle contractions.



Regulation of Gastric Secretions and EmptyingGastric secretions are controlled by neural and hormonalmechanisms. The nervous control includes both long and short nervereflexes involving the vagus nerve. Stimulation of the vagus nerve(i.e., parasympathetic nervous system) increases the secretoryactivity of the stomach. In contrast, sympathetic stimulation inhibitsstomach secretion.Gastric secretions are controlled at three levels, including thecentral nervous system, stomach, and small intestine. Controls fromthese three sites are the cephalic phase, gastric phase, and intestinalphase of gastric secretion, respectively (Fig. 17.18). These controlmechanisms can either increase or decrease gastric secretions.



Fig. 17.18 Phases of gastric secretion. (A) Cephalic phase. (B)Gastric phase. (C) Intestinal phase.Figure modified from Martini (2004).



Cephalic PhaseThe cephalic phase causes an increase in gastric secretions prior tothe arrival of food. This stage is controlled by the central nervoussystem, and it prepares the stomach for the arrival of food. Thesight, smell, and taste of food stimulate the parasympathetic nervoussystem to send signals via the vagus nerve that synapses on thesubmucosal plexus located in the wall of the stomach. Thisstimulates the postganglionic parasympathetic fibers innervatingmucous cells, chief cells, parietal cells, and G cells in the stomach,thus increasing gastric secretions. This phase is short, lastingminutes. Emotional responses associated with activation of the fight‐or‐flight response decrease gastric secretions and gastric motility.
Gastric PhaseBeginning with the arrival of food in the stomach, this phase furtherstimulates gastric secretion and motility. This phase accounts forabout two‐thirds of gastric secretions. Stimuli for the gastric phaseinclude distention of the stomach, an increase in gastric pH, and thepresence of undigested food, especially proteins and peptides. Thearrival of protein in the stomach increases the pH since proteins actas buffers. Activation of stretch receptors sends signals to themyenteric plexus (short loop reflex) and the medulla via the vagus(long loop reflex). These reflexes result in the release of ACh, whichstimulates gastric secretions. Chemical stimuli, such as partiallydigested proteins and increasing pH, also directly activate G cells tosecrete gastrin, which strongly stimulates HCl but also has a weakereffect of increasing pepsinogen secretion. A decrease in the luminalpH below 2 inhibits gastrin secretion. Finally, the local release ofhistamine in the lamina propria, presumably from mast cells, alsostimulates parietal cells to secrete HCl. Therefore, there are threechemicals that can stimulate parietal cells to release HCl.
Intestinal PhaseInvolving neural and hormonal signals, the intestinal phase functionsto decrease gastric motility. Stimulation of chemoreceptors andstretch receptors triggers the enterogastric reflex. This reflexinhibits gastrin production and gastric motility and stimulatescontraction of the pyloric sphincter, thus slowing gastric emptyinginto the duodenum. The enterogastric reflex has three components:(1) inhibition of vagal nuclei in the medulla, (2) inhibition of local



reflexes, and (3) sympathetic stimulation of the pyloric sphinctercausing it to tighten. The enterogastrone reflex is a hormonal reflex.The arrival of lipids (especially medium‐ and long‐chain fatty acids)and amino acids (especially tryptophan) cause the release of CCKand gastric inhibitory peptide (GIP). CCK inhibits gastric secretionof acid and enzymes, while GIP inhibits gastric secretions as well asgastric motility. These reflexes act to prevent the excessive decreasein pH of the small intestine, as well as slow gut motility to facilitatedigestion and absorption from the small intestine, particularly inresponse to lipids. A decrease in duodenal pH below 4.5 alsostimulates secretin release by enteroendocrine cells in theduodenum. Secretin further inhibits gastric HCl and pepsinogenrelease in the stomach. A summary of these intestinal inhibitoryeffects on motility is shown in Fig. 17.19.In addition to these inhibitory effects occurring during the intestinalphase, there is an excitatory component. The presence of partiallydigested proteins in the duodenum stimulates G cells in theduodenal wall to release gastrin that circulates to the stomach tofacilitate enzyme secretion. This gastrin is referred to as intestinal(enteric) gastrin. The excitatory phase is short because it isoverridden by the inhibitory intestinal phase mechanisms describedabove.



Fig. 17.19 Neural and hormonal inhibition of gastric emptying.Inhibitory signals originating in the duodenum slow gastric emptyingallowing the duodenum time to buffer the acid and to absorbnutrients.
Anatomy of the Stomach of RuminantsRuminants are those animals that ruminate (i.e., chew their cud).They have a specially modified stomach that consists of threenonsecretory forestomachs and a secretory “true” stomach. Theforestomachs include the reticulum, rumen, and omasum; the truestomach is the abomasum (Fig. 17.20). The forestomachs serve as alarge fermentation chamber where microbial digestion occurs,allowing the ruminant to digest feedstuffs not available tononruminants. The fermentation end products, such as volatile fattyacids (VFAs), are absorbed and used as metabolic substrates(Gheorghe et al., 2004).



Fig. 17.20 Ruminant stomach. The right (A) and left (B) aspects ofthe stomach of the goat.Reprinted from Constantinescu (2001). Used by permission of the publisher.The esophagus connects with the reticulum at the cardiac opening



(Fig. 17.20). The reticulum is separated from the heart by only thediaphragm. As a result, any hardware such as nails or wire enteringthe reticulum can puncture the pleural and pericardial spaces, or theliver (hardware disease). Often a magnet is placed in the reticulumto attract hardware and to prevent its migration to the remainder ofthe stomach.The lining of the reticulum has a honeycomb arrangement of ridges(Fig. 17.21). The reticulum is separated from the rumen by theruminoreticular fold or groove. While this separates the twochambers, there remains an opening connecting the two. Therefore,the rumen and reticulum act as a functional unit, the reticulorumen,which is lined with keratinized, stratified squamous epithelium.In young animals, the reticuloomasal fold (Fig. 17.22), sometimescalled the reticular groove, prevents food from entering the rumenand instead directs it to the omasum. Since the milk ingested duringsuckling does not require fermentation, it is shunted directly to theabomasum through the omasal canal. This groove closes because ofa reflex initiated by stimulation of receptors in the mouth andpharynx. This reflex diminishes with age, thus attenuating thereticular groove.





Fig. 17.21 Inside of Stomach ruminant inside of Reticuloomasal fold(reticular groove) Rumen Reticulum ruminant stomach Omasum. (A)The inside of the reticulum (honeycomb) and rumen. Note thehardware found in the rumen that was ingested as the animalgrazed. (B) The reticuloomasal fold (reticular groove). (C) The manyplies shown in the omasum.



Fig. 17.22 The internal configuration of the reticulum and rumenalatrium of the goat.Reprinted from Constantinescu (2001). Used by permission of the publisher.



Fig. 17.23 Internal configuration of the rumen of the goat.Reprinted from Constantinescu (2001). Used by permission of the publisher.The rumen, sometimes called the “pouch,” occupies almost theentire left side of the abdominal cavity. The rumen is divided into aventral and dorsal sac by the cranial and caudal pillars as well as bythe right and left longitudinal pillars (Fig. 17.23). The dorsal sac isfurther divided into the cranial sac found between theruminoreticular fold and cranial pillar, the dorsal sac, and acaudodorsal blind sac. The luminal surface of the rumen is lined withpapillae to increase its surface area.The omasum is kidney shaped and lies to the right of theruminoreticulum and is located between the rumen‐reticulum andabomasum. Its lining consists of many leaflike folds, or plies,attached to the greater curvature with their free edges extendinginto the omasal canal. It is therefore sometimes called the “bookstomach” since its interior looks like the pages of a book. The leaveshave small papillae, thus further increasing the surface area. Foodenters the omasum via the reticuloomasal orifice and exits to theabomasum via the omasoabomasal orifice.The abomasum consists of two glandular regions equivalent to thefundus and pyloric region of the monogastric stomach. The cardiacregion is confined to the area adjacent to the omasoabomasal orifice.The interior of the abomasum has about 12 rugae (folds) that spiralover the fundus and body but are absent from the pylorus. Aconstriction in the pylorus separates this region from the duodenum.The ruminant stomach provides several advantages compared to themonogastric stomach: (1) it allows animals to use feedstuffs toofibrous for monogastric; (2) cellulose can be broken down and usedby ruminants; (3) it allows the use of nonprotein nitrogen sources(urea and uric acid), which are converted by the ruminal microbes tohigh‐value organic nitrogen compounds; and (4) it provides Bcomplex vitamins due to the action of microbes as long as cobalt ispresent in the diet. However, there are also disadvantagesassociated with ruminant digest: (1) animals must spend aconsiderable part of each day ruminating (chewing); (2) a largeamount of alkaline saliva is necessary; and (3) considerable amountsof volatile acids are released into the environment. There is alsoconsidered the release of methane and important greenhouse gas.



Motility of the Ruminant StomachThe mixing, or A, sequence spreads across the reticulorumen in a“Z” pattern. It begins with a double contraction in the reticulum thatproceeds across the dorsal rumen to the caudodorsal area. Thecontraction then propagates through the ventral region of therumen. This sequence provides extensive mixing of the rumencontents, which disrupts the layering of luminal contents that wouldallow gas to collect at the top, with coarse solids floating on thesurface and finer particles suspended below. Soil and sand gather inthe ventral region. See Fig. 17.24 for further explanation of thismixing sequence.



Fig. 17.24 Mixing and eructation sequence of rumen motility. (A)The mixing, or A, sequence, begins in the reticulum in a biphasic, ordouble, contraction (1,1′). The contraction is next seen in the rumenin the following sequence: anterior dorsal sac (2), caudal region (3),ventral rumen (4), and finally, in the caudoventral sac (5). (B) Theeructation sequence allows the elimination of gas produced byfermentation. The sequence begins in the caudodorsal blind sac (1)and proceeds to the craniodorsal blind sac (2) and dorsal sac area(3), the cardia (4), and then the ventral rumen (5).Reprinted from Constantinescu (2001). Used by permission of the publisher.With fermentation comes the production of gas, which must beremoved from the animal. The burp, or eructation, sequence movesgas from the rumen toward the oral cavity (Fig. 17.24). Thissequence allows the formation of a gas bubble, which is eventuallyforcibly ejected into the esophagus by contraction of the ventral



rumen. Excess accumulation of gas in the reticulum and rumen leadsto bloat.While grazing, ruminant animals quickly move feed into the rumenbefore it is completely masticated. This feed is then returned to theoral cavity through a process called rumination. Rumination is aseries of coordinated events involving the respiratory muscles,larynx, pharynx, esophagus, oral cavity, and reticulum. At the heightof a single contraction of the reticulum, the animal inhales while theglottis is closed so that air cannot flow into the lungs. This generatesnegative pressure in the thorax. The transfer of this negativepressure to the esophagus allows a bolus of reticular contents tomove through the cardia and, by a process of reverse peristalsis, tomove into the oral cavity. Immediately, there is a swallowing eventthat carries the liquid portion of the bolus back to the rumen. Theremaining residue is chewed, saliva is added, and it is againswallowed. Time spent ruminating varies with the diet. A cowconsuming a coarse hay diet will spend approximately 8 hours/day.
Ruminal Microbial FermentationFermentation involves the anaerobic action of bacteria and protozoawith bacteria accounting for about 80% of rumen metabolism.Primary bacteria are those that break down the dietary constituents;secondary bacteria further break down the end products of theprimary bacteria. Secondary bacteria include those that producepropionate from lactate, and methane‐producing bacteria. Theprotozoa consume bacteria, plant starch granules, and perhapslinoleic and linolenic acids.



Fig. 17.25 Rumenal carbohydrate fermentation. Complexcarbohydrates are fermented by microorganisms within the rumen.Those compounds displayed in blue do not accumulate; those shownin green are the end products.
Rumenal Carbohydrate DigestionProducts of the bacteria and protozoa carbohydrate digestioninclude short‐chain VFAs, carbon dioxide, and methane (Fig. 17.25).The major VFAs are acetic, propionic, and butyric acids, which areproduced in the following proportions: 60–70% acetic acid, 15–20%propionic acid, and 10–15% butyric acid. The percentage ofpropionic acid increases when the animal is fed concentrates withsoluble sugars or starch. The rumen epithelium can absorb glucoseand VFAs.
Rumenal Protein DigestionRumen microorganisms hydrolyze dietary proteins into peptides andamino acids. In addition, these microorganisms can make amino



acids from nonprotein nitrogen sources such as uric acid, urea, andammonia. As a result, as much as 50% of the diet of ruminantanimals can include poultry waste since the rumenal bacteria willconvert the uric acid into amino acids. These amino acids are thenabsorbed and used by the animal.
Rumenal Lipid DigestionTriglycerides are hydrolyzed by rumenal bacteria yielding glyceroland fatty acids. The glycerol is generally metabolized to propionicacid while the fatty acids pass to the duodenum where they areabsorbed (Box 17.1).



Box 17.1 Greenhouse gases and ruminants, what to
do?

The significance of multiple greenhouse gases in exasperatingglobal warming is now an established scientific fact. Moreover,the perils of continued global warming are ever more overtlyevident even to casual observers. CO2 and methane areespecially important players first because of massive increases inrelease primarily due to the burning of fossil fuels. CO2 has aproportionally greater impact because it is very long lived in theatmosphere and secondly because of the greater volume ofrelease compared with methane. However, on a per moleculebasis, methane is more potent than CO2. Regardless, methane isa major driver of global warming and is estimated to account for4–8% of the total greenhouse gases.Two sources of methane emissions include the burning of fossilfuels and animal agriculture (directly from ruminants andbacterial action on animal wastes). These two sources ofmethane are, however, rather different in their long‐termatmospheric impacts. Most of the methane from animalproduction is part of what is called the biogenic carbon cycle.Namely, plant materials fed to ruminants came fromphotosynthesis dependent on CO2, sunlight, and water. In otherwords, some of the carbon released by ruminants in the form ofmethane was originally atmospheric CO2. However, it takes asmuch as 12 years for the released methane to be degraded backinto CO2 available once more for plant metabolism. This explainsa part of the biogenic carbon cycle.In contrast, methane derived from the burning of fossil fuels,thawing of permafrost, or drying out of swamp or arborealvegetation is not a part of a cycle that would put the methane orpetroleum carbon back into coal, oil, or gas deposits in anypractical sense. Not to mention, the destruction of rainforests,which also sequester large amounts of CO2. Simply put, methanefrom these sources is simply adding to the total burden ofgreenhouse gases in the atmosphere.



Regardless, the gist of this box is to explore methods to mitigateanimal agriculture methane emissions regardless of the specificsource. In more intensive animal operations (larger dairies andswine units, e.g.), it may be practical to capture methane indigesters to produce electricity. Animal scientists around theworld are also working on approaches to alter diets to reducemethane produced by cows and or bioengineer the microbiome ofthe rumen to inhibit the production of methanogenicmicroorganisms. Techniques to alter diets to lower methaneproduction in ruminants are likely only practical for dairyanimals which are typically fed total mixed rations each day.However, given the number of dairy animals around the world,success could have meaningful impacts in reducing methaneemissions. There are also very ambitious efforts underway amonga consortium of scientists to bioengineer the rumen microbiome,using CRISPR technology, to populate the rumen with bacteriathat minimize methane production. This approach was recentlyoutlined in a Washington Post featured article(https://www.washingtonpost.com/climate‐solutions/interactive/2024/cows‐methane‐emissions‐gene‐editing‐microbiome). The long‐term idea is to produce atreatment that could be administered, perhaps as a bolus, whenyoung animals are vaccinated thus creating a rumen microbiomenot favorable for methane production. Such an approach wouldbe targeted to animals in pasture.
Anatomy of the Stomach of BirdsIn mammals, the stomach is a single chamber. Birds have a two‐chambered stomach, including the proventriculus (pars glandularis)and gizzard (pars muscularis) (Fig. 17.26). The proventriculus is theglandular or true stomach and is located distal to the gizzard.The interior of the gizzard is lined with a cuticle, occasionally calledkoilin, produced by the mucosal glands. The cuticle protects thegizzard from acid and proteolytic enzymes secreted from theproventriculus, as well as abrasion from grinding of hard feedstuffs.The gizzard consists of two pairs of opposing circular muscles calledthick and thin pairs. Alternating contraction of these muscles resultsin a grinding motion much like placing a large nut in one's palm andtrying to crack it open while squeezing and twisting the hands.

https://www.washingtonpost.com/climate-solutions/interactive/2024/cows-methane-emissions-gene-editing-microbiome/


Small IntestineThe small intestine is the area where most digestion and 90% ofabsorption of nutrients occur. Digestion depends on the products ofaccessory organs that make the necessary enzymes, buffers, andother secretions.
Anatomy of the Small IntestineThe small intestine extends from the pylorus to the large intestineand is divided into three sections: (1) duodenum, (2) jejunum, and(3) ileum. The duodenum is the first section past the stomach and islargely a retroperitoneal organ. It is the area where the chyme fromthe stomach is mixed with the secretions from the pancreas andliver. The duodenum has a descending and ascending segmentseparated by the caudal flexure (Fig. 17.27); (Fig. 17.28).The pancreatic and bile ducts empty into the descending duodenum.The bile and pancreatic ducts combine at a point in the wall of theduodenum called the hepatopancreatic ampulla, which opens intothe duodenum via the duodenal papilla. The entry of fluid into theduodenum is controlled by the hepatopancreatic sphincter, orsphincter of Oddi (Fig. 17.29).



Fig. 17.26 Avian stomach. (A) The avian stomach has twochambers. The proventriculus is closest to the esophagus, glandularand is analogous to the stomach of other animals. The more distalgizzard is very muscular and nonglandular. Material can movebetween the chambers for mixing and grinding (in the musculargizzard). (B) The internal appearance of the gizzard andproventriculus is shown in the bisected organs.



Fig. 17.27 Horse intestinal tract. The small intestine, beginningwith the jejunum, and the large intestine of the horse.Reprinted from Constantinescu and Constantinescu (2004).



Fig. 17.28 Goat intestinal tract. The large and small intestine of thegoat, left aspect.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.



Fig. 17.29 Bile and pancreatic ducts of the horse. Thehepatopancreatic sphincter, or sphincter of Oddi, is foundsurrounding the hepatopancreatic ampulla.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.



Fig. 17.30 Blood supply to the intestines of the horse.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.The longest part of the small intestine, the jejunum runs ventrallyand caudally within the abdomen, forming multiple loops and coils.This is the site of the bulk of chemical digestion and absorption.The ileum is the short, terminal segment of the small intestine. Ongross examination, it is indistinguishable from the jejunum. In birds,the ileum is generally separated from the jejunum at the yolk stalk(diverticulum vitellinum), formally called Meckel's diverticulum. Theilium ends at the ileocecal valve, a sphincter controlling themovement of digesta from the ileum into the cecum.An extensive mesentery attaches the jejunum and ileum to the dorsalabdominal wall. Blood vessels, lymphatics, and nerves reach thesmall intestine through the mesentery. The blood supply is from thecranial and caudal mesenteric artery (Fig. 17.30). The venous bloodfrom the small intestine drains into the hepatic portal vein that runsto the liver.



Histology of the Small IntestineThe interior of the small intestine contains transverse folds calledplicae, or plicae circulares (Fig. 17.31). Although the rugae of thestomach are transient depending on the stretch in the lumen, theplicae are permanent. They increase the surface area.The mucosa has fingerlike projections called intestinal villi. The villiare covered with simple columnar epithelium that have microvilli ontheir surface. The microvilli make up the brush border. As discussedfurther, enzymes are embedded in the walls of the plasmamembranes of the microvilli. These enzymes are involved in themucosal digestion of carbohydrates and proteins. The combination ofplica, villi, and brush border increases the surface area of the smallintestine approximately 600‐fold.The lamina propria within each villi have an extensive network ofcapillaries originating in the submucosa. These capillaries carryabsorbed nutrients to the liver. In addition, there is a lymphaticcapillary called a lacteal, or central lacteal, which transportsmaterials not entering the blood capillaries. The lacteals carry lipid–protein mixtures called chylomicrons to the thoracic ducts wherethey enter the venous blood supply at the left subclavian vein.Contraction of smooth muscle located in the muscularis mucosaallows the intestinal villi to move back and forth. Such movementassists in moving the liquefied intestinal contents into contact withthe mucosa aiding in digestion and absorption. Such movement alsoassists with squeezing the lymph along the lacteal and out the villi.



Fig. 17.31 Intestinal wall. The histological section of the wall of thesmall intestine showing villi, and then expanded to show microvillifound on the columnar epithelia cells lining the villi.Goblet cells are located between the columnar epithelial cells liningthe villi. These cells secrete mucus into the lumen. At the base ofeach villus are entrances to intestinal glands, or crypts ofLieberkühn. These glands secrete a watery mucus‐containingintestinal juice that assists with the absorption of nutrients. Thestimulus for secretion is distension or irritation of the intestinalmucosa. Located at the base of each gland are stem cells thatproduce new epithelial cells that migrate up the villi. These cellsreplace cells sloughed off near the villi tips and constantly replacebrush‐border enzymes. Also located within the crypts are Panethcells, which secrete lysozyme and are part of the immune system.Given the lumen of the GI tract is essentially external, it should beevident that protection against possibly harmful microorganisms iscritical. Both innate and specific immune responses play criticalroles in maintaining health and homeostasis. The physical barrier



aspect of protection relies on the mucus layer, a thick, gel‐likematerial that separates the enterocytes from all the lunenalmicrobes, partially digested food materials, and molecules in thechyme. The major proteins of the mucus layer are called mucins,with Muc2, a glycoprotein being especially important to theformation of the mucus network. Interestingly, two slightly differentglycosylated forms of Muc2 produced by goblet cells in the colon actto coat fecal material and entrained lumenal microorganisms toprevent exposure or abrasion of the epithelium during fecalexpulsion. In many senses, the mucus layer acts much like theextracellular matrix associated with other epithelial structures.Throughout the GI tract, the epithelial cells are the sources ofmultiple antimicrobial peptides (AMPs). These peptides typicallyattack the cell wall structures of bacterial cells. But of course, thereis a balance between the need to deter possibly harmfulmicroorganisms and the maintenance of helpful commensalmicroorganisms. So, a degree of selectivity is important as therampant destruction of all bacteria within the microbiome woulddestroy the symbiosis necessary for digestive health. Regardless, theepithelial cells function as sentinels, to recognize possible pathogensand raise the alarm to trigger appropriate immune responses.Lysozyme is an important AMP that is secreted by Paneth cells,which reside in the epithelial cell layer. It is a glycosidase thatcleaves 1,4‐β‐glycoside connections within the peptidoglycanmolecules in bacterial cell walls, initiating cell wall disintegration.Secretory phospholipase A2, also from Paneth cells, enzymaticallyattacks bacteria. Other AMPs, defensins, C‐type lectins, etc. alterbacterial cell membranes to elicit lysis. The goblet cells can secretea protein, RELMβ, which is especially effective against gram‐negative microorganisms. Ongoing research continues to uncover,unexpected and novel aspects of the interactions between themicrobiome in the GI tract and the immune responses of the hostanimals (Yao et al., 2024).The submucosa consists of areolar connective tissue. It containsaggregates of lymphatic tissue called Peyer's patches (PP) thatbecome more numerous toward the end of the small intestine. Thesestructures function to prevent bacteria from entering thebloodstream. Indeed, the immunological actions of the GI tract arediscussed later in this chapter. Also in the submucosa are duodenalglands, sometimes called submucosal glands or Brunner's glands.



These glands produce large amounts of alkaline mucus to protectthe epithelium from the acidic chyme arriving from the stomach.The duodenum has a dual‐layered muscularis externa containingcircular and longitudinal smooth muscle bands. Because the bulk ofthe duodenum is retroperitoneal, it is lined with an adventitia. Whenlocated within the peritoneal cavity, the external surface is coveredwith the peritoneum. The serosal layer of the peritoneum lines theintestinal surface, and the visceral portion lines the peritonealcavity.
Intestinal Juices and Brush‐Border EnzymesIntestinal juices are secreted from the mucosal lining of the smallintestine. They contain water and mucus and are slightly alkaline(pH 7.6). This liquid aids in the absorption of substances from thedigestive tract lumen. Also embedded in the microvilli of theabsorptive epithelial cells lining the small intestine are enzymescalled brush‐border enzymes. These enzymes include thecarbohydrate‐digesting enzymes α‐dextrinase, maltase, sucrase, andlactase, the protein‐digesting enzymes aminopeptidase anddipeptidase, and nucleotide‐digesting enzymes nucleosidases andphosphatases, as well as enterokinase, the enzyme that activatestrypsinogen.
Mechanical Digestion and Motility in the Small IntestineSmall intestine motility is regulated mainly by the enteric reflexresponding to the presence of materials in the intestinal lumen.There are two types of movements within the small intestine:segmentation and peristalsis. Segmental contractions are a non‐propagating movement that results in churning and mixing of theluminal contents with digestive juices (Fig. 17.1). Segmentalcontractions, the prominent motility pattern in the small intestine,consist of oscillating ringlike contractions separated by relaxedareas containing a bolus of chyme. The constant formation and thenrelaxation of these contractual rings along the length of the smallintestine result in a mixing action, as if kneading dough, thus forcingthe chyme to move from a previously relaxed area into a previouslycontracted area.The segmental contractions are initiated by intrinsic pacemaker cellslocated in the longitudinal smooth muscle layer. The pacemaker cellsproduce a basic electrical rhythm like the slow waves discussed in



the stomach. Various factors can change the resting potential of thisbasic electrical rhythm, moving it either closer or farther away fromthe threshold. Parasympathetic stimulation enhances, andsympathetic stimulation reduces segmental contractions. Thepresence of ingesta in the duodenum moves the resting potentialtoward the threshold, thus allowing segmental contractions toincrease. Segmental contractions are simultaneously increased inthe ileum, even though ingesta is not present. This latter effect iscaused by gastrin produced in response to food in the stomach(gastroileal reflex).Late in the intestinal phase, when most nutrients have beenabsorbed, segmental contractions are replaced by peristalticcontractions. Peristaltic contractions propel chyme along the lengthof the digestive tract. Peristalsis in the small intestine is controlledby the migrating myoelectric complex (MMC), which is a type ofslow wave characterized by three phases. Phase 1 involvesquiescence; Phase 2 has irregularly spaced spike activitysuperimposed on slow waves; and Phase 3 is characterized by high‐amplitude, regular spike activity superimposed on slow waves. TheMMC begins near the caudal end of the stomach and pushescontents along a short segment of the small intestine beforedecaying. MMCs slowly migrate down the small intestine. Thesecomplexes strengthen as nutrients and water are absorbed, therebydecreasing the distension of the wall of the small intestine.The MMC is thought to serve a “housekeeping” role by sweepingresidual undigested material through the digestive tract. In dogs andmen, the cycle recurs every 1.5–2 hours. The MMC is thought to becontrolled by the central nervous system and may be initiated in partby motilin. The growling sound that is occasionally heard from theGI tract is caused by the MMC. Ingesting food will switch thispattern to quieter segmental contractions.Birds display a unique type of intestinal motility involving intestinalrefluxes. This motility involves the reflux of intestinal contents intothe proventriculus.
Chemical Digestion in the Small IntestineSome starch digestion occurs in the mouth by the action of salivaryamylase. In the stomach, some chemical protein digestion occurs as



pepsin converts proteins to peptides. However, most chemicaldigestion occurs within the small intestine.
Carbohydrate DigestionSince food remains in the mouth for only a short time, little starch istotally digested. Instead, pancreatic amylase completes this process.Starch and glycogen are acted upon by salivary and pancreaticamylase to form maltose, maltotriose, and α‐dextrins (Fig. 17.32 andTable 17.4). This is the lumenal phase of carbohydrate digestionsince it occurs within the lumen. The smaller di‐ and trisaccharidesthen move into contact with the brush border where mucosaldigestion by brush‐border enzymes digests these sugars intomonosaccharides.
Protein DigestionChemical digestion of protein begins in the stomach by the action ofpepsin. Pepsin, which works optimally at a pH of 1.5–2.5, cleavesbonds involving tyrosine and phenylalanine. Pepsin digestsapproximately 10–15% of dietary protein before being inactivated inthe lumen of the small intestine.Once in the small intestine, trypsin and chymotrypsin secreted bythe pancreas break down proteins into peptides. Carboxypeptidase,another pancreatic enzyme, cleaves one amino acid at a time fromthe carboxyl and amino end of a polypeptide, respectively, while thebrush‐border enzymes aminopeptidase and dipeptidase furthercleave the proteins.
Lipid DigestionTriglycerides are the most abundant lipid in the diet. Triglyceridesand phospholipids are digested by various lipases. Although mostlipid digestion occurs in the small intestine, lingual and gastriclipases begin the process. Bile salts assist in emulsifying dietarylipids within the aqueous environment found in the small intestinelumen. During this emulsification process, large lipid masses aredispersed into small droplets in which the polar (ionized) portion ofthe lipids faces the outside of the droplet, while the nonpolar(hydrophobic) portions face the inside of the droplet. This increasein surface area produced by reducing the droplet size allows thewater‐soluble pancreatic lipase to act more efficiently. Pancreatic



lipase cleaves off two fatty acids from triglycerides producing twofree fatty acids and monoglyceride (Fig. 17.33).
Nucleic Acid DigestionDNA and RNA are part of ingested foods. Pancreatic nucleasesdigest these molecules to their nucleotide monomers. Thenucleotides are then acted upon by brush‐border nucleosidases andphosphatases that release free bases, pentose sugars, and phosphateions.
Absorption in the Small IntestineHaving decreased the size of the particles through mechanical andchemical digestion, nutrients are now in a form suitable forabsorption. Absorption is the process whereby compounds and ionsmove through the epithelial cells lining the mucosa and pass into thebloodstream or lymphatic system.About 90% of absorption occurs within the small intestine, with therest occurring in the stomach and large intestine. Absorption occursvia diffusion, facilitated diffusion, osmosis, and active transport (Fig.17.34).



Fig. 17.32 Carbohydrate digestion in the small intestine. Lumenaldigestion of carbohydrates results in the production of maltose,maltotriose, and α‐dextrins. Mucosal digestion is then completed bythe brush‐border enzymes. The shaded circles represent themonosaccharides found in the polysaccharides.
Table 17.4 Digestive enzymes.
Enzyme Source Substrate Products
SalivaSalivary amylase Salivaryglands Starch and glycogen Maltose(disaccharide),maltotriose(trisaccharide),and α‐dextrinsLingual lipase Gland inthe tongue Triglycerides andother lipids Fatty acids anddiglycerides
Gastric secretions



Enzyme Source Substrate ProductsPepsin Chief cells Proteins PeptidesGastric lipase Chief cells Short‐chaintriglycerides Fatty acids andmonoglycerides,α‐dextrins
Pancreatic secretionsTrypsin Pancreaticacinarcells

Proteins,chymotrypsinogen,procarboxypeptidase
Peptides

Chymotrypsin Pancreaticacinarcells
Proteins Peptides

Elastase Pancreaticacinarcells
Proteins Peptides

Carboxypeptidase Pancreaticacinarcells
Terminal amino acidat carboxyl end ofpeptides

Peptides andamino acids
Pancreatic lipase Pancreaticacinarcells

Triglycerides Fatty acids andmonoglycerides
Ribonuclease Pancreaticacinarcells

Ribonucleic acid Nucleotides
Deoxyribonuclease Pancreaticacinarcells

Deoxyribonucleicacid Nucleotides
Brush‐border enzymesα‐Dextrinase Membranemicrovilli α‐Dextrins Glucose
Maltase Membranemicrovilli Maltose Glucose
Sucrase Membranemicrovilli Sucrose Glucose andfructoseLactase Membranemicrovilli Lactose Glucose andgalactose



Enzyme Source Substrate ProductsEnterokinase Membranemicrovilli Trypsinogen Trypsin
Aminopeptidase Membranemicrovilli Terminal amino acid Peptides andamino acidsDipeptidase Membranemicrovilli Dipeptides Amino acids
Nucleosidases Membranemicrovilli Nucleotides Nitrogenousbases, pentoses,and phosphatesPhosphatases Membranemicrovilli Phosphorylatednutrient molecules
Absorption of MonosaccharidesThe result of lumenal and mucosal digestion of carbohydrates is theproduction of monosaccharides, the only form of carbohydratesabsorbed. Fructose, a monosaccharide found in fruits, is absorbed byfacilitated diffusion, and therefore can only move down itsconcentration gradient.



Fig. 17.33 Lipid digestion in the small intestine. Lumenal digestionof lipids results in the production of monoglycerides and free fattyacids. With the help of bile salts, these then form water‐solublemicelles that can move toward the microvilli located on the epithelialcells lining the villi of the small intestine.



Fig. 17.34 Absorption of nutrients in the small intestine.Carbohydrates, amino acids, and peptides are absorbed bysecondary active transport systems. As Na+ is actively pumped outof the epithelial cells and into the interstitial space, this creates aNa+ concentration gradient in which there is a higher concentrationin the small intestine lumen than within the epithelial cell. As Na+enters the epithelial cells moving down its concentration gradient, itcarries glucose, galactose, or amino acids with it. Peptides enterepithelial cells by associating with H+ symporters. Long‐chain fattyacids and monoglycerides enter epithelial cells and are re‐esterifiedinto triglycerides. These are packaged into chylomicrons andtransported into the central lacteals, and eventually into thesubclavian vein.Glucose and galactose are absorbed via secondary active transport.These latter two sugars are cotransported across the apicalepithelial membrane along with two molecules of Na+. Since Na+and the sugars are moving in the same direction, this is a symporter.



All three binding sites must be occupied for transport to occur.While transport across the apical membrane is passive, the drivingforce for this movement is derived from the Na+‐K+‐ATPase thatactively transports Na+ out of the cell at the basolateral membraneand into the interstitial space. The active transport of Na+ out of thecell produces a lower concentration of Na+ inside the cell than thatfound in the small intestine lumen. Glucose, galactose, and Na+ cantherefore move down their concentration gradient from theintestinal lumen into the epithelial cells. Once inside the cell, thesugars move out of the cell at the basolateral membrane byfacilitated diffusion, and into the hepatic portal vein.
Absorption of Amino Acids, Dipeptides, and TripeptidesAlthough it was once believed that only amino acids are absorbed, itis now well established that di‐ and tripeptides are also activelyabsorbed in the small intestine. Some amino acids enter theepithelial cells by a secondary active transport system like thatdescribed for glucose and galactose. There are some amino acidsthat utilize a sodium‐independent cotransporter in which the aminoacids enter along with H+ instead of Na+. In this case, H+ is pumpedinto the intestinal lumen in exchange for Na+. The Na+ is thenpumped out of the cell by the Na+‐K+‐ATPase on the basolateralmembrane. This creates a concentration gradient for H+, which isnow in high concentrations within the lumen. As H+ enters theepithelial cells, selected amino acids are cotransported. Peptides areabsorbed via this sodium‐independent cotransporter. Once inside theepithelial cell, the peptides are hydrolyzed to single amino acids,which then move by diffusion into the hepatic portal vein.



Fig. 17.35 Transport of lipids through the enterocytes. As themicelles produced in the lumen of the small intestine encounter themicrovilli on the enterocytes lining the villi, the monoglycerides andfatty acids passively pass into the enterocytes. Inside theenterocytes, they re‐esterify forming triglycerides. These formdroplets that are then coated with lipoproteins, thus formingchylomicrons. The chylomicrons pass through the basal surface ofthe enterocytes into the interstitial space and then enter the centrallacteal found in each villus.
Absorption of LipidsSince lipids are not water soluble, lipid absorption and transportwithin the body pose unique challenges compared to carbohydrateand protein absorption. Within the small intestine lumen,triglycerides are broken down into fatty acids and monoglycerides.The bile salts within the gut lumen help emulsify the lipids byforming water‐soluble particles, which helps the lipids migratewithin the aqueous chyme found in the gut. Because lipids are fat



soluble; once the micelles encounter the lumen wall, themonoglycerides and free fatty acids can cross the epithelialmembrane by simple diffusion. The bile salts that helped form themicelles continue to form new micelles down the length of the smallintestine. Upon reaching the ileum, the bile salts are reabsorbed viaactive transport and are recycled. This allows a small amount of bilesalts to assist with the absorption of large amounts of lipids.Once inside the epithelial cells lining the gut, the short‐chain fattyacids (SCFAs), those having fewer than 12 carbons, pass into thehepatic portal system similarly to amino acids and monosaccharides.The remaining triglycerides and monoglycerides are resynthesizedinto triglycerides (Fig. 17.35). These triglycerides combine withcholesterol and proteins formed in the rough endoplasmic reticulumto form droplets called chylomicrons. The phospholipids andcholesterol are oriented in the chylomicrons so that theirhydrophobic ends face the interior of the droplet, and theirhydrophilic ends face the surface, thus making these droplets watersoluble. The proteins found on the chylomicron surface stabilize thestructure.The chylomicrons are secreted by a process of exocytosis into theinterstitial fluid of the villus. In mammals, these chylomicrons thenenter the central lacteal, which is part of the lymphatic system, andare carried to thoracic ducts where they merge with the venousblood supply at the left subclavian vein. In birds, re‐esterified lipidsare packaged into portomicrons. After leaving the enterocytes,portomicrons pass directly into the hepatic portal blood supply andare carried directly to the liver.Although fat absorption into the epithelial cells is a passive process,it still requires energy. Bile salts are actively secreted by the liver,and the re‐esterification of monoglycerides and fatty acids intotriglycerides requires energy (Box 17.2).



Box 17.2 Functional foods, nutraceuticals,
probiotics, prebiotics, postbiotics—I am confused

I can remember the expression, “You are what you eat.”Certainly, in many ways that is true. The atoms in the foodmolecules we or our animals consume can indeed becomeincorporated into our tissues and organs. But increasingly, feedsubstances or additions are being used in attempts to provideprotection against infection or to modify the microbiome toimprove growth rates, feed conversion, or performance, that is,more tissue development or increased milk production. Ingeneral terms, there is no doubt that plants and microbes aresources of critical drugs. Imagine the impact of the discovery ofthe antibiotic penicillin. So, the idea of food as medicine is notnew.On the human side use of fermented foods has been touted asbeneficial to gut health in multiple cultures (no pun intended),the benefits may be derived from specific metabolites and/or thepromotion of proliferation of beneficial bacteria at the expense ofpossible harmful microorganisms (Gura et al., 2024). Suchthinking mirrors the concept of probiotics, essentially thesupplementation of diets with living microorganisms deemed tobe beneficial to the recipient. As discussed by Hosseini et al.(2024), the inconsistent effectiveness of probiotics can resultfrom multiple causes. For example, different strains of the sameorganism, dosage, delivery method, or environmental conditions.They also point out the drawback because probiotics rely onliving organisms, temperature, humidity, and varying storageconditions add further challenges. These issues have led toefforts to create alternatives. Postbiotics, also called metabioticsor biogenics, are materials secreted by probiotic organisms (e.g.,short‐chain fatty acids (SCFAs), other organics, enzymes,bioactive peptides, and metabolites generated when cultures ofthe cells are lysed. It is easy to see the practical benefits(storage, transport, and administration) if such preparations areas effective as probiotic treatments.Focused on animal agriculture and veterinary uses, the mostcommon microorganisms for postbiotics include multiple strainsof lactic acid bacteria (L. acidophilus, L. plantarum, L.



rhamnosus, L. salivarius), and Aspergillus oryzae. These includetreatments designed for ruminants, pigs, poultry and horses(Hosseini et al., 2024).It is increasingly clear that interactions or crosstalk between thegut mucosal lining, the localize immune system, and thepopulation of microorganisms that compose the microbiome areessential for the maintenance of health and homeostasis (Yao etal., 2024). Consequently, efforts to “fine tune” these interactionsfor human health and the well‐being of our animals are relevant,logical, and ongoing.Specific to antibiotics, the use of antibiotics as prophylacticadditions in feed or excess use generally has created a crisis asevermore antibiotics encounter resistant organisms. Since 2006,the use of growth‐promoting antibiotics has been banned in theEuropean Union. These restrictions have stimulated searches foralternatives to protect farm animals and recover the growthbenefits associated with antibiotic use.Zamojska et al. (2021) have reviewed the results of the use ofprobiotics, primarily based on various lactic acid bacteria strains,in multiple studies in broilers, pigs, and cows. They concludedthat beneficial effects such as reduced colonization withpathogenic microorganisms and sometimes noted improvementsin growth performance and/or measures of disease responsesupported continued trials in flocks of birds. Similar positiveresponses related to preventing negative effects on piglets atweaning were also reported in multiple studies with swine. Itshould however be noted that many of these positive effects aredifficult to accurately quantify and somewhat subjective.On the other hand, Selim et al. (2024) reported the results of adetailed study with growing broilers and the following dietarytreatments: negative control diet (NC, no additives), positivecontrol (PC, with antibiotics), diet supplemented with Spirulina
platensis and Chlorella vulgaris (SP + CV), diet with rosemaryessential oil (REO) or diet with probiotics (PRO). Body weightgain was significantly greater in SP + CV and PRO compared withNC and PC. Breast meat yield was greatest in SP + CV and PROand both were greater than NC or PC. Intestinal histomorphologywas improved in SP + CV and PRO as well. These results strongly



support the use of probiotics compared with antibiotics, at leastin broilers.
The uptake of antigenic elements from the gut lumen by epithelialcells and/or immune cells in very small vesicles appears to supportthe growing concept that very small membrane‐bound vesicles couldbe used to deliver drugs or perhaps micro‐RNA (miRNA) moleculesto aid in tissue regeneration, targeting of tumors and generegulation generally. The concept of cell drinking, that is,pinocytosis or cell secretion via exocytosis is not new. With respectto the secretion of milk components by mammary epithelial cells,early transmission electron microscopy demonstrated the movementof small vesicles to the plasma membrane and release of contents aswell as expulsion of lipid droplets surrounded by cell membrane.Indeed, it is common to see fragments of cytoplasm, ribosomes, andeven mitochondria entrained along with the secreted lipid droplet.This is especially prominent in goat's milk.
Accessory Organs
PancreasChyme passes from the stomach to the small intestine. The chemicaldigestive processes that occur within the small intestine dependupon accessory organs, including the pancreas, liver, andgallbladder.The pancreas is a V‐shaped retroperitoneal organ lying posterior tothe greater curvature of the stomach. It is composed of two lobesjoined by a body. The body is the middle portion of the pancreas andis in contact with the pyloric part of the stomach. The right lobe is inthe mesoduodenum next to the descending duodenum, and the leftlobe lies in the greater omentum. The pancreatic duct (Wirsung'sduct) opens with the common bile duct on the major duodenalpapilla. There are also accessory pancreatic ducts opening on theminor duodenal papilla. Pigs have only accessory ducts, whereassmall ruminants have only pancreatic ducts.The pancreas has both endocrine and exocrine functions. Itsendocrine function includes the synthesis and release of insulin andglucagon, which is discussed in Chapter 12. Its exocrine function is



to release enzymes involved in the digestion of all nutrients,including carbohydrates, lipids, proteins, and nucleic acids.
Histology of the PancreasThe pancreas is composed of small clusters of glandular epithelia.Approximately 99% of these cells are arranged in clusters calledacini composed of secretory cells surrounding ducts and are involvedin the exocrine portion. These cells have an extensive endoplasmicreticulum and dark‐staining zymogen granules. The remaining 1% ofthe cells are scattered among the acini and are called pancreaticislets (islets of Langerhans) involved in the endocrine function. Theysecrete glucagon, insulin, somatostatin, and pancreatic polypeptide.
Composition and Function of Pancreatic JuicePancreatic juice is a clear, colorless liquid. Containing mostly water,it also has salts, sodium bicarbonate, and enzymes. Sodiumbicarbonate serves as a buffer to neutralize stomach acid within thesmall intestine, thus stopping the action of gastric pepsin.Neutralizing gastric acid also allows pancreatic enzymes to function.Pancreatic enzymes include the carbohydrate‐digesting enzymepancreatic amylase; several protein‐digesting enzymes, includingtrypsin, chymotrypsin, carboxypeptidase, and elastase; thetriglyceride‐digesting enzyme pancreatic lipase; and the nucleicacid‐digesting enzymes ribonuclease and deoxyribonuclease.These protein‐digesting enzymes are produced within the pancreasin an inactive form so that they do not digest pancreatic tissues.Pancreatic acinar cells secrete a protein called trypsin inhibitor thatprevents the activation of trypsinogen (Fig. 17.36). Upon enteringthe duodenal lumen, trypsinogen is acted upon by the brush‐borderenzyme enterokinase, cleaving a part of the trypsinogen molecule,thus activating it. Trypsin then activates the remaining zymogenschymotrypsinogen, procarboxypeptidase, and proelastase producingthe respective active enzymes.
Regulation of Pancreatic SecretionsSimilar to gastric secretions, pancreatic secretions are controlled byboth neural and hormonal mechanisms:

1. During the cephalic and gastric phases of gastric secretion,parasympathetic signals carried via the vagus nerve (cranial



nerve X) increase the secretion of pancreatic enzymes.

Fig. 17.36 Activation of protein‐digesting enzymes. Trypsinogenis secreted into the small intestine lumen where it is convertedto trypsin by the enzyme enterokinase found on the brushborder. Trypsin then activates the other pancreatic zymogensincluding chymotrypsinogen and procarboxypeptidase.2. Partially digested lipids and proteins within the duodenal lumenstimulate the secretion of CCK from enteroendocrine cells in theduodenal wall. CCK stimulates the secretion of pancreaticenzymes.3. Decreased pH in the duodenal lumen stimulates the release ofsecretin from enteroendocrine cells in the duodenal wall.Secretin stimulates the release of bicarbonate ions from thepancreas.
Liver and GallbladderThe liver and gallbladder are accessory organs of the digestivesystem. Although the liver is positioned just under the diaphragmmostly in the right hypochondriac and epigastric region, it canextend to the left hypochondriac and umbilical regions (Fig. 17.37).



The liver receives blood from the intestines and the generalcirculation. The gallbladder, which stores bile, is a thin‐walledmuscular greenish sac found on the ventral surface of the liver.Water is absorbed, thus concentrating the bile as much as 10‐fold.Bile formed in the bile canaliculi moves into the bile ducts, whichfuse to form the common hepatic duct.Deep fissures divide the liver into four lobes. The right lobe is thelargest and is separated from the left lobe by a deep fissure. Thequadrate lobe is located between the right and left lobes and ventralto the liver porta, or hilus, the area where blood vessels and nervesenter the organ on the visceral surface. The caudate lobe is locateddorsal to the porta.The liver is covered with visceral peritoneum that closely adheres toits surface. There are also several attachments holding the liver inplace. The falciform ligament connects the ventral liver to thesternal part of the diaphragm and ventral abdomen. The roundligament located on the free border of the falciform ligament is avestige of the umbilical vein. The right and left triangular ligamentsattach the liver to the right and left crus of the diaphragm,respectively. In addition, the lesser omentum extends from the liverporta to the lesser curvature of the stomach. The hepatic artery,hepatic portal vein, and other structures enter the liver at the porta,having traveled through the lesser omentum.



Fig. 17.37 Abdomen of a goat. (A) Right view of the abdominalcavity. (B) Right view of the abdominal visceral.Reprinted from Constantinescu (2001). Used by permission of the publisher.
Histology of the LiverEach lobe of the liver has approximately 100,000 liver lobules, thefunctional unit of the liver (Fig. 17.38). Lobules are approximatelyhexagonal in shape and are separated from each other by aninterlobular septum. The cells of the liver, hepatocytes, are arrangedin plates that radiate longitudinally outward from the central veinlike the spokes of a wheel.At each corner of the hexagonal lobule, there is a portal triadconsisting of a branch of the hepatic artery, a branch of the hepaticvein, and a bile duct. Instead of capillaries, between the hepaticplates are cavities called sinusoids. They resemble fenestrated



capillaries except that they have spaces between adjacentendothelial cells and the basal lamina is thinner or absent. Thesinusoids allow even large plasma proteins to pass out of thebloodstream and into the spaces surrounding the hepatocytes. Inaddition to the endothelial cells lining the sinusoids, there are alsostar‐shaped fixed macrophages called Kupffer cells that are confinedto the liver. They phagocytize pathogens, cell debris, and damagedred and white blood cells.Bile is secreted by hepatocytes and enters the bile canaliculi, whichare narrow intercellular canals between the hepatocytes. The bileempties into the bile ducts located at the periphery of the lobules.Bile ducts merge to form the right and left hepatic ducts, which thenunite to form the common hepatic duct that travels toward theduodenum. Before entering the duodenum, the cystic duct from thegallbladder fuses with the common hepatic duct to form the commonbile duct. Note that the horse does not have a gallbladder.
Blood Supply of the LiverAs stated earlier, the liver receives oxygenated blood from thehepatic artery and also receives deoxygenated blood from thehepatic portal vein that contains nutrients, drugs, and toxins fromthe digestive tract. Branches from both of these arteries enter theliver sinusoids where the hepatocytes remove some nutrients andtoxins. As the blood passes through the sinusoids, metabolites fromthe hepatocytes are secreted into the blood. This blood then passesto the central vein and then into the hepatic vein (Fig. 17.39).



Fig. 17.38 Liver lobules. The functional unit of the liver is thelobule. Lobules are hexagonal in shape and are separated by theinterlobular septum as shown in the lower left‐hand corner. Theportal triad consists of the portal arteriole and venule that bringblood to the liver sinusoids and the bile duct that collects bile fromthe bile canaliculi. Liver macrophages, called Kupffer cells, are alsofound in the sinusoids. Blood from the portal artery and portal veinflow into the sinusoids and toward the central vein. Material filtersthrough the hepatic plates into the bile canaliculi and then flows intothe bile ducts.Adapted from http://curesure.com/Image_3.jpg.

http://curesure.com/Image_3.jpg


Fig. 17.39 Blood flows through the liver lobule.
Histology of the GallbladderThe mucosa of the gallbladder is lined with simple columnarepithelium. The surface has rugae like those found in the stomach.The middle layer of the gallbladder consists of smooth muscle thatallows for the expulsion of the bile into the small intestine. The outerlayer of the gallbladder is the visceral peritoneum.
Bile Composition and FunctionBile consists of water, bile salts, bile acids, cholesterol, thephospholipid lecithin, bile pigments, and ions. The bile salts includesodium and potassium salts of bile acids, mostly cholic acids, andchenodeoxycholic acid. These salts assist in emulsification of lipidswithin the small intestine lumen. This decreases the surface area tovolume ratio of the lipids, thus increasing the efficiency ofpancreatic lipase as it digests triglycerides. Bile salts, free fattyacids, and lecithin combine to form micelles within the smallintestine lumen. The polar ends of the molecules are arranged to the



outside of the micelle, and the nonpolar portions face the inside ofthe micelle. Cholesterol and fat‐soluble vitamins are packaged insidethe micelle.As aged red blood cells are phagocytized, iron, globin, and bilirubinare liberated. Bilirubin is the main waste product of hemebreakdown. The globin and iron are recycled, but bilirubin isabsorbed from the blood by the hepatocytes and excreted into thebile conjugated to glucuronic acid. When in the small intestine, it ismetabolized by bacteria. Stercobilin, one of its breakdown products,gives feces its dark brown color. Most bile salts are reabsorbed viaactive transport in the ileum whereupon they enter the hepaticportal blood and return to the liver.
Regulation of Bile SecretionIn those animals that have a gallbladder, bile is stored betweenmeals. The sphincter of the hepatopancreatic ampulla (sphincter ofOddi) restricts the entrance to the duodenum. There are neural andhormonal stimuli that can stimulate bile secretion:

1. Parasympathetic signals traveling along the vagus nerve canstimulate bile production by the liver.2. Fatty acids, particularly medium‐ and long‐chain, and aminoacids in the chyme cause duodenal enteroendocrine cells tosecrete CCK. CCK causes the smooth muscle cells of thegallbladder to contract, and bile is squeezed into the cystic ductand through the common bile duct. CCK also relaxes thesphincter of the hepatopancreatic ampulla. The action ofhormones controlling digestion is summarized in Table 17.5.
Functions of the LiverThe liver is a vital organ. It performs many functions:

1. Carbohydrate metabolism. The liver plays a vital role inmaintaining blood glucose levels. When blood glucose levels arehigh, the liver converts glucose to glycogen (glycogenesis) andtriglycerides so that energy can be stored until needed. Whenblood glucose levels drop, the liver can break down glycogen toglucose (glycogenolysis) and release the glucose into thebloodstream. In addition, the liver can convert certain amino



acids to glucose (gluconeogenesis), as well as lactic acid toglucose.
Table 17.5 Hormones controlling digestion.
Hormone Site of

Secretion
Stimulus
for
Secretion

Actions

Gastrin EnteroendocrineG cells in thepyloric antrummucosa, alsosecreted fromduodenalmucosa

Stomachdistention,partiallydigestedprotein,high pH inthestomach

Increasessecretion ofgastric juice,increases gastricmotility,stimulates growthof gastric mucosa,constricts loweresophagealsphincter whilerelaxing ileocecalsphincterSecretin EnteroendocrineS cells induodenalmucosa
Acidic pHinduodenallumen

Stimulatespancreaticsecretion rich inbicarbonate ionsCholecystokinin(CCK) EnteroendocrineCCK cells induodenalmucosa
Partiallydigestedproteins,medium‐and long‐chain fattyacids

Stimulatespancreaticsecretion rich inenzymes,gallbladder bileejection, openshepatopancreaticampulla, inhibitsfood intakeperipherally andin the centralnervous system2. Lipid metabolism. Hepatocytes can store triglycerides as wellas use fatty acids to synthesize ATP. In addition, hepatocytessynthesize lipoproteins that carry fatty acids, triglycerides, and



cholesterol throughout the body. Cholesterol can be synthesizedin the liver, and cholesterol is used to make bile salts.3. Protein metabolism. Hepatocytes remove the amino group(deamination) of amino acids so they can be used for ATPsynthesis. Hepatocytes also synthesize carbohydrates and fatsfrom certain amino acids. Hepatocytes can synthesize variousplasma proteins such as albumin, prothrombin, fibrinogen, andalpha and beta globulins (needed for hemoglobin synthesis).4. Removal of waste products. The liver detoxifies substancessuch as alcohol and antibiotics and can alter and excrete steroidhormones. The liver is an important site of detoxification ofammonia, which is converted to the less toxic urea, which isexcreted in the urine. The waste product of red blood celldestruction, bilirubin is eliminated via the bile.5. Synthesis of bile salts. The bile salts necessary for lipidemulsification within the small intestine are synthesized in theliver.6. Storage. The liver is the primary storage site of fat‐solublevitamins (A, D, E, and K), as well as vitamin B12. Glycogen andcertain minerals (Fe and Cu) are also stored in the liver.7. Phagocytosis. Kupffer cells destroy aged blood cells andmicrobes that may have entered via the hepatic portal blood.8. Activation of vitamin D. The liver combines with the skin andkidneys to synthesize the active form of vitamin D.
Large IntestineThe terminal portion of the digestive tract is the large intestine. Itextends from the end of the ilium to the anus. The primary functionsof the large intestine are electrolyte and water absorption, microbialdigestion and vitamin production, formation of feces, and expulsionof feces. These functions require considerable time, so transit timethrough the large intestine is slow.
Anatomy of the Large IntestineThe large intestine is divided into the cecum, colon, rectum, and analcanal. The ileum attaches to the large intestine at the ileocecal valve



(sphincter), which controls the movement of chyme into the largeintestine.The cecum is a blind diverticulum that extends off of the colon at theileocecal valve (Fig. 17.40). It is located on the right side of theabdomen, except in the pig, where it is located on the left. In thoseanimals that are hindgut fermenters (e.g., the horse), the cecum is amajor site of digestion. Extending from the cecum is another twisted,coiled blind pouch called the appendix, or vermiform appendix.The colon consists of three segments: the ascending, transverse, anddescending colon. The ascending colon ascends on the right side ofthe abdomen until it reaches the inferior surface of the liver. It thenturns sharply to the left at the right colic (hepatic) flexure,continuing as the transverse colon. Upon reaching the left side ofthe abdomen near the spleen, it again abruptly bends at the left colic(splenic) flexure and passes inferiorly as the descending colon to thelevel of the iliac crest. From this point, the sigmoid colon projectsmedially to the midline, terminating as the rectum. The rectumextends from the large intestine to the anal canal. The digestivetract terminates at the anal canal, which has an exterior openingcalled the anus.



Fig. 17.40 Cecum of the horse. (A) Right aspect. (B) Left aspect. (C)Communications of the cecum.Reprinted from Constantinescu and Constantinescu (2004). Used by permission of thepublisher.
Histology of the Large IntestineUnlike the small intestine, the mucosal lining of the large intestinedoes not have villi and plicae (circular folds). Since almost nochemical digestion occurs in the large intestine, the lining also lackscells that secrete digestive enzymes. The colon is lined with simplecolumnar epithelium and mucus‐secreting goblet cells. The analcanal is lined with stratified squamous epithelium that merges withthe skin surrounding the anus.Unique to the large intestine, portions of the longitudinal smoothmuscle found in the muscularis externa layer are thicker, formingthree visible longitudinal bands called the teniae coli. The areasbetween the teniae coli are thinner or lack longitudinal muscle.Tonic contractions of the teniae coli result in a series of pouch‐like



expansions along the length of the colon called haustra (sing. =haustrum). The outermost layer of the large intestine is the visceralperitoneum. Small fat‐filled pouches of visceral peritoneum calledepiploic appendages are attached to the teniae coli.
Mechanical Digestion in the Large IntestineThe ileocecal valve controls the movement of chyme into the largeintestine. Normally closed, the gastroileal reflex initiatedimmediately after a meal opens this valve so that peristalsis allowschyme to move from the ileum into the large intestine. Gastrin alsorelaxes this valve.Haustra churning is characterized by the slow filling of a haustrumuntil it is distended, at which time its walls contract, squeezing thecontents into the next haustrum. Peristalsis also occurs along thelarge intestine, although at a slower rate than in the small intestine.Finally, mass peristalsis occurs when a strong peristaltic wavebegins near the middle of the transverse colon and quickly forces thecontents to the rectum. Such movement normally occurs near thebeginning or end of a meal.
Chemical Digestion in the Large IntestineAlthough no chemical digestion occurs in the large intestine,considerable fermentation takes place, especially in those animalsthat are hindgut fermenters. Microbes ferment any remainingcarbohydrates releasing hydrogen, carbon dioxide, and methane.These gases lead to flatulence in the large intestine. Amino acids areconverted to indole, skatole, hydrogen sulfide, and fatty acids.Indoles and skatoles are eliminated in the feces, contributing to itsodor, while some of the remaining products are absorbed andtransported to the liver. The microbes synthesize B vitamins andvitamin K, which are also absorbed by the large intestine.
Gut Microflora and ImmunityGut microflora is more complex than that of its host, and it is nowknown that there are about 150 times more microbial genes (3.3million vs. 20,000–25,000) in the human gut than in the humangenome. While it is well documented that some gut microflora cancause disease (i.e., Escherichia coli, clostridium, and salmonella),other microorganisms are necessary for good health. It has been



known since the 1980s that the enzymes that make vitamin B12 areproduced by bacteria. Bacteroides thetaiotaomicron can break downcomplex carbohydrates found in plants. Studies show that miceraised in a sterile environment and fed a complex polysaccharidediet but colonized with B. thetaiotaomicron, can derive more energyfrom their diet than mice without bacterial colonization.The relationships between GI tract microbiome, immunity, andhealth are more complex, interrelated, and essential than could beimagined just a few short years ago. It is easy to forget that the GItract is a critical barrier tissue to the external environment just asmuch as the integumentary system or the respiratory system.Moreover, this barrier is continually bombarded by an ever‐changingpopulation of microbes and antigens. Iza and Brown (2024) reviewthe need in early life for the immune function of the mucosal tissueto “come to terms” with the onslaught of what are largely harmlessantigens from commensal microorganisms and dietary molecules sothat immune reactions are not hyperreactive. Essentially so that akind of immunological truce with the “normal” microbiome can beestablished. That is the prevention of unwanted and unnecessaryinflammatory responses against innocuous antigens in the gutenvironment. This process apparently involves rendering naïvesurveilling T lymphocytes tolerant either by clonal deletion of cells,activated by harmless agents, or inducing such cells into becomingimmunosuppressive regulatory T cells (Treg). Lymphocytesundergoing this conversion are distinguished from thymus‐derived Tcells by expression of an orphan nuclear receptor RORγt+ and othermarkers. There is obviously a very fine line between maintaining anappropriate level of tolerance of harmless agents and vigilance toinduce an appropriate immune response when needed.The GALT is the lymphoid tissue positioned in the submucosa of theintestinal tract. This system includes classically described PP,smaller independent lymphoid clusters of follicles (ILF), scatteredthroughout the GI tract, the mesenteric lymph nodes (MLN), thevermiform appendix, and the scattered population of immune cells.Fig. 17.41 (from Tian et al., 2024), illustrates tissue and cellularplayers of the GALT system. An especially interesting class of cells,the microfold (M) cells, are usually located in the epithelial layeradjacent to PP or near isolated lymphoid follicles. These specializedepithelial cells can act to absorb or sequester antigens byendocytosis or phagocytosis and transport them in membrane‐bound



vesicles (transcytosis) to sentinel immune cells such as dendriticcells or macrophages residing in the lamina propria to initiate animmune response as described in Chapter 15.Resistance to infectious agents is of course the primary function ofthe GALT system but as noted, this is balanced against preventinginappropriate immune responses against antigens in food materialsor against antigens from harmless microorganisms which normallypopulate the GI tract. As noted in previous chapters, multipleelements of the mucosa provide a level of non‐specific protectionagainst pathogenic agents. For example, the layer of mucusproduced by the goblet cells, the glycocalyx coating the microvilli,and the tight junctions between the epithelial cells are excellentphysical barriers that are effective in most instances.



Fig. 17.41 Components of the GALT system. The layer of epithelialcells (enterocytes) is prominent but there are scattered goblet cells,Paneth cells, B and T cells, and M cells within the epithelial celllayer. Many of the same cell types appear in the lamina propria, aswell as macrophages, dendritic cells, plasma cells, and other cells.An example of Peyer’s patch (PP) as part of a subepithelial dome isalso illustrated. Clusters of B cells, described as independentlymphoid follicles, are also illustrated. Lymphatic vessels collectfluid, antigens, and cells which drain to localized mesenteric lymphnodes. In short, all the elements to needed muster immunologicalresponsiveness to antigen inducing agents attacking the mucosa arein place.Figure from Tian et al. (2024), with permission.It is now recognized that at least some of the epithelial cells



populating mucosal structures like the GALT can express Toll‐likereceptors (TLR), which function to detect pathogen‐associatedmolecular patterns (PAMPs). When activated this producesactivation of mitogen‐activated protein kinase (MAPK), NF‐κB, andinterferon‐regulatory factor 3. The resulting uptick in genesencoding pro‐inflammatory cytokines and chemokines attracts aninflux of monocytes, eosinophils, and dendritic cells to the localizedarea. In this sense, this population of epithelial cells acts like guardsagainst the potentially pathogenic organisms, which can appear inthe lumen of the gut. The guards are ever ready to sound the alarmand recruit the major players in the specific immune response. Fig.17.42 illustrates localized cellular reactions which occur followingthe sounding of the alarm by the vigilant epithelial cells (Box 17.3).



Fig. 17.42 Immune response of the GI tract mucosa after apathogenic microbial infection. (1) Stimulation of TLR or impacts ofmicrobial metabolites initiates an NF‐κB linked cascade. (2) Gutbacteria invading the epithelial layer can also be sampled directly bydendritic cells (DC). (3) DCs induce recruited Treg cells to secreteIL‐10. This leads to the activation of multiple subsets of T cells,including Th17 (helper T cells secreting IL‐17). (4) These activatedcells induce the local epithelial cell layer to secrete chemokineswhich attract neutrophils. (5) Plasma cells are stimulated tosynthesize and secrete antibodies against antigens derived from theinvading pathogen.Figure from Tian et al. (2024), with permission.
Box 17.3 Exosomes and cellular information
trafficking

The uptake of antigenic elements from the gut lumen byepithelial cells and/or immune cells in very small vesiclesappears to support the growing concept that very smallmembrane‐bound vesicles could be used to deliver drugs or



perhaps micro‐RNA molecules to aid in tissue regeneration,targeting of tumors and gene regulation generally. The conceptof cell drinking, that is, pinocytosis or cell secretion viaexocytosis is not new. With respect to the secretion of milkcomponents by mammary epithelial cells, early transmissionelectron microscopy demonstrated the movement of smallvesicles to the plasma membrane and release of contents as wellas expulsion of lipid droplets surrounded by cell membrane.Indeed, it is common to see fragments of cytoplasm, ribosomes,and even mitochondria entrained along with the secreted lipiddroplet. This is especially prominent in goat’s milk.Exosomes by contrast are small membrane‐bound vesiclesproduced by many cell types, perhaps all. They range from ~40to 100 nm in diameter. Exosomes are created by pinocytosis andthe formation of multivesicular bodies that subsequently arereleased from the cell and likely by secretion of single exosomes.There has been an explosion in papers touting the possibilities ofcreating and using exosomes for therapeutic purposes. Forexample, there were 31,378 hits in a PubMed search usingexosomes as the key word between 2014 and August 2024. Therehave also been multiple patent applications touting the use ofexosomes as delivery vehicles for drugs and perhaps micro‐RNA(miRNA) molecules. Couch et al. (2021) offer a history ofexosomes and Zhang et al. (2020) a survey of potential uses andproperties.It is now known that there are hundreds of miRNAs in thegenome of humans and animals. For humans, more than 700miRNAs have been completely sequenced. These molecules aretypically about 22 nucleotides long and unlike “normal” mRNAthey do not code for protein synthesis. Instead, these shortsequences combine with cellular proteins to create RNAsilencing complexes which bind to complementary sequences ontarget mRNA molecules. This interference can either inhibit thesubsequent transcription of the mRNA or promote thedegradation of the targeted mRNA. Thus, the miRNAs offeranother layer of control for gene expression.Given the power of these miRNAs and the capability to synthesiscustom miRNAs, it is easy to imagine possible therapeuticapproaches to load customized miRNAs into exosomes for



delivery to cancer cells to silence selected genes responsible forout‐of‐control proliferation.To bring this brief discussion full circle, Zhang et al. (2024)compared exosomes prepared from bovine colostrum versusmature milk on inflammatory responses in a line of intestinalepithelial cells. Specifically, it was noted that exosomes preparedfrom colostrum were better able to reduce lipopolysaccharide(LPS) induced NF‐κB signaling in intestinal cells. Furthermore,this response was correlated with the presence of the miRNAbta‐miR‐30a‐5p which was highly expressed in colostrum‐derivedexosomes. Subsequent experiments using direct transfection ofbta‐miR‐30a‐5p into intestinal cells demonstrated inhibition ofthe inflammatory pathway usually provoked by LPS treatments.The impetus for many of these studies is efforts to alleviate theimpacts of irritable syndrome and related inflammatory events inhumans.Furthermore, it seems logical to predict that exosomes fromcolostrum would be especially evolved to protect the health ofthe naïve neonate’s GI tract compared with mature milk whichwould primarily be produced to provide neonatal nutrition. Morethan 1500 miRNAs have been characterized in exosomes frombovine milk and the populations of milk exosome miRNAs varywith stage of lactation, breed, and season. Hue et al. (2023)analyzed changes in a group of immune‐related miRNAs inbovine colostrum and in bovine milk exosomes during earlylactation. The concentrations of each were highest in colostrumand markedly reduced by day three of lactation. These findingsalso support the supposition that exosomes produced by themammary gland prior to lactation during colostrum formation areespecially important in promoting the health of the calf.
Ongoing evidence suggests that microorganisms, in fact, regulate ananimal’s genes and immune system (Lee and Mazmanian, 2010). It isnow believed that commensal microbiota may “program” aspects ofT‐cell differentiation, thereby influencing the host genome and thefunction of the adaptive immune system. Again, using mice raised ina sterile environment, the lack of intestinal microbiota results indefective GALT, fewer PP, less lamina propria in the small intestine,and fewer MLN There are also extraintestinal changes including



reduced numbers of CD4+ T cells in the spleen, and fewer andsmaller germinal centers within the spleen. In addition, there aredecreased systemic antibody concentrations. All these changessuggest that the microbiota can shape aspects of systemic immunity.While Helicobacter pylori has been shown to cause peptic ulcers, ithas also been shown to regulate stomach acid levels. If the stomachsecretes too much acid, a strain of H. pylori containing the gene
cagA produces proteins that reduce acid secretion. H. pylori mightalso affect food intake. When present, these bacteria cause apostprandial reduction in ghrelin, a hormone secreted from thestomach and induce increased food intake in mammals.Another example of how the microbiota may interact with ananimal’s genome is revealed by recent studies on Bacteroides
fragilis. As described earlier, normally, Treg produce proteins thatrestrain proinflammatory T cells, thus restricting inflammation,preventing the immune system, and preventing the body fromattacking itself. B. fragilis have sugar molecules calledpolysaccharide A (PSA) that protrude from their surface. PSAinduces the immune system to produce more Treg, which reducesproinflammatory T cells, and this allows B. fragilis to reside in themucosal lining of the gut. In an experimental mouse model forcolitis, oral PSA has also been shown to protect against weight lossand decrease proinflammatory cytokine production in the gut. PSA isalso able to protect animals from illness in an animal model forautoimmune encephalomyelitis and an animal model for multiplesclerosis (Fig. 17.43).As these examples suggest microbiome research focused on farmanimals is largely, as the Brits say, in early days. Speaking broadly,the microbiome is taken to mean the entirety of livingmicroorganisms in an ecosystem, their genes, all the variousmolecules they produce including all the metabolites. Of course,thinking of the GI tract there are also cells, molecules, andmetabolites from the host that add to the mixture. Impacts of someof these molecules are better known than others. For example, theimpacts of SCFAs, amino acids, hormones, and neurotransmitters.To be sure the impacts go both directions. Wessels (2022) hasreviewed the impact of the GI tract microbiome on feed intake infarm animals. The practical reasons for this interest are apparent.Can the microbiome be manipulated to control feed intake or



improve rates of gain or tissue composition or health and animalwelfare?





Fig. 17.43 How the microbiome and the human genome contributeto inflammatory disease. In a simplified model, the communitycomposition of the human microbiome helps to shape the balancebetween immune regulatory (Treg) and pro‐inflammatory (TH17) Tcells. The molecules produced by a given microbiome network workwith the molecules produced by the human genome to determinethis equilibrium. (A) In a healthy microbiome, there is an optimalproportion of both pro‐ and anti‐inflammatory organisms(represented here by segmented filamentous bacteria (SFBs) and B.
fragilis), which provide signals to the developing immune system(controlled by the host genome), leading to a balance of Treg andTH17 cell activities. In this scenario, the host genome can contain“autoimmune‐specific” mutations (represented by the stars), but thedisease does not develop. (B, C) The genomes of patients withmultiple sclerosis, type I diabetes, rheumatoid arthritis, and Crohn’sdisease contain a spectrum of variants that are linked to disease bygenome‐wide association studies. Environmental influences,however, are risk factors for all these diseases. The alteredcommunity composition of the microbiome due to lifestyle, known asdysbiosis, may represent this disease‐modifying component. Anincrease in proinflammatory microbes (e.g., SFBs in animal models)may promote TH17 cell activity to increase and thus predisposegenetically susceptible people to TH17‐mediated autoimmunity (B).Alternatively, a decrease or absence in anti‐inflammatory microbes—for example, B. fragilis in animal models—may lead tounderdevelopment of Treg cell subsets (C). The imbalance betweenTH17 cells and Tregs ultimately leads to autoimmunity.

Modified from Lee and Mazmanian (2010). Used by permission of the publisher.There has been a long history of nutritionists adding any number ofadditives to diets in attempts to modify feed efficiency or feed intakeor alter animal performance in one way or another. El Jeni et al.(2024) provide a review of the use of probiotics in feeds for dairycattle. Their tongue‐in‐cheek title … “Reassessing ‘magic foo‐foodust’” is a non‐subtle acknowledgment of the history of themarketing of various additives for feeding lactating dairy cows. Inmore recent years there has been an understandable effort todevelop alternatives to antibiotics in food‐animal production. Hencethe increased focus on probiotics or other agents to ramp up orenhance the microbiome to better support the immune system and



GI tract health in general. In many ways, this is not unlike thecommercials littering cable television for various supplements to“improve human eye or brain heath or memory or wellbeinggenerally.” As they point out in their summary, “the efficacy of directfed microbials or probiotics in dairy cattle has been highly variabledue to specific microbial ecological factors within the host gut andits native microflora.” This does not mean that efforts to understandthe microbiome are doomed to fail only that the likelihood of simpleadditives being magic bullets to solve the complex issues thatcontribute to feed intake and GI tract health is probably remote.



Chapter Summary

IntroductionThe digestive system consists of the digestive tract, also called theGI or alimentary tract, and its accessory organs. The accessoryorgans include the teeth, tongue, salivary glands, liver, pancreas,and gallbladder.
Functions of the Digestive TractFunctions of the digestive system include ingestion, propulsion,mechanical processing, digestion, secretion, absorption, excretion,and immunity.
Peritoneal Cavity

1. The peritoneal cavity is formed from a serous membrane, calledthe peritoneum. The peritoneal membrane has a serosa, or
visceral layer, that covers the organs in the peritoneal cavity,and a parietal peritoneum that lines the inner surface of thebody wall.2. The mesentery consists of two layers of serous membranes fusedback‐to‐back and suspends portions of the digestive tract fromthe body wall. The mesenteries (1) provide a route for bloodvessels, lymphatic vessels, and nerves to travel to the digestivesystem; (2) hold organs in place; and (3) store lipids.3. Some organs are located between the posterior parietalperitoneum and the posterior abdominal wall and are thusoutside this cavity and are said to be retroperitoneal. Theseorgans include the kidneys, adrenal glands, ureters, duodenum,ascending colon, descending colon, and pancreas.

Blood Supply of the Digestive OrgansThe splanchnic circulation serves the digestive organs and hepaticportal system.



Histology of the Digestive Tract
1. The digestive tract includes four major layers. Listed from thelumen outward, they include (1) the mucosa, (2) the submucosa,(3) the muscularis externa, and (4) the serosa.2. The mucosa layer consists of three sublayers including a layer ofepithelial tissue in direct contact with the contents of thedigestive tract, the lamina propria, and the muscularis mucosae.It consists mostly of simple columnar epithelium and mucus‐producing goblet cells. The lamina propria consists of areolarconnective tissue. The muscularis mucosa is a thin layer ofsmooth muscle fibers.3. The submucosa consists of dense irregular connective tissue andcontains large blood vessels, lymphatic vessels, and in someregions, exocrine glands secreting buffers and enzymes into thelumen.4. The muscularis externa generally consists of two layers ofsmooth muscle: an inner layer of circular smooth muscle fibersand an outer layer of longitudinal smooth muscle fibers. Theselayers control peristalsis and segmental contractions.5. The serosa. Most portions of the digestive tract lie within theperitoneal cavity. The outermost portions or superficial layer ofthe digestive tract is lined with the adventitia. There is no serosaaround the oral cavity, pharynx, esophagus, or rectum.
Enteric Nervous System

1. The digestive tract has its own nervous system called the entericnervous system. It is composed mostly of two large plexuses: thesubmucosal plexus and the myenteric plexus.2. The submucosal plexus, or Meissner’s plexus, is located withinthe submucosal layer.3. The myenteric plexus, or plexus of Auerbach, is located betweenthe two layers of smooth muscle fibers in the muscularis externa.



Functional Anatomy of the Digestive
SystemThe digestive system shows great variation among speciesdepending on whether the animal is a carnivore (meat‐eating),herbivore (plant‐eating), or omnivore (meat‐ and plant‐eating). Innonruminants, the stomach and small intestine are relatively small,whereas the cecum is well developed. Ruminants have a complexstomach that accommodates microbial digestion. Carnivores have ashort, small intestine, a poorly developed cecum, and an averagecolon. Omnivores have an intermediate size colon because this is amajor site of microbial digestion.
The Mouth

1. It is also called the oral cavity, or buccal cavity, and is wherefood first enters the digestive tract. The mouth is lined withstratified squamous epithelium, which protects against friction.For further protection, the epithelium of the gums, hard palate,and dorsum of the tongue are slightly keratinized.2. The palate is the roof of the oral cavity, and it consists of arostral bony part called the hard palate and a caudalmusculomembranous portion called the soft palate.
Tongue

1. The tongue is composed of interlacing bundles of skeletal musclefibers and is involved in gripping, repositioning food, mixing foodwith saliva, and forming the compact mass of food called a bolus.2. The superior surface of the tongue has many papillae that arenamed for their shape.
Salivary Glands and Saliva

1. Salivary glands are extramural glands associated with the oralcavity. The secretions of the salivary glands can be serous,mucous, or mixed.2. The major salivary glands include the parotid salivary gland, themandibular (submandibular, submaxillary) salivary gland, andthe sublingual salivary gland.



3. Saliva solubilizes food; provides alkaline buffering and fluid;removes wastes, lubrication, and binding; initiates starchdigestion; provides oral hygiene; and helps with evaporativecooling.
Teeth

1. Domestic animals have two types of teeth—low‐crowned(brachydont) and high‐crowned (hypsodont).2. All domestic species have two sets of teeth, deciduous andpermanent. Deciduous teeth are smaller and fewer in number.3. Low‐crowned teeth are simple teeth found in man, carnivores,pigs, ruminant incisors, and horse deciduous incisors. Theyconsist of a crown, neck, and root.4. Teeth are composed of three layers: cementum, enamel, anddentin.5. Teeth are divided into groups according to their location andfunction. Incisors are in the rostral portion of the mouth. Thecanine is the large tooth between the incisors and cheek teeth.Cheek teeth are those teeth caudal to the canine and incisors inthe maxillary. They include the premolars located in the rostralcheek area and molars located caudal to the premolars (Budras,et al., 2003).
Pharynx

1. The pharynx is the common passageway for food and air. Itincludes the oropharynx, nasopharynx, and laryngopharynx.2. In birds, there is no sharp distinction between the pharynx andmouth.
Swallowing

1. Swallowing, or deglutition, involves three stages: (1) voluntarystage—bolus moved into the oropharynx, (2) pharyngeal stage—bolus moves involuntarily through the pharynx to the esophagus,and (3) esophageal stage—bolus moves involuntarily through theesophagus to the stomach.



2. In many species of birds, the upper portion of the esophagus isexpanded to form the crop.
Stomach

1. The stomach has four functions: (1) storage of ingested food, (2)mechanical breakdown of ingested food, (3) disruption ofchemical bonds of food through the action of acids and enzymes,and (4) production of intrinsic factor required for vitamin B12absorption from the small intestine.2. While monogastric animals have a single, simple stomach,ruminants have a complex stomach consisting of four chambers.3. The true stomach is that area which produces hydrochloric acid.In ruminants, this is the abomasum, while in birds, it is theproventriculus.4. In addition to the circular and longitudinal smooth musclelayers, the stomach has an additional inner oblique or transverselayer.5. The stomach is typically divided into four regions: the cardia,fundus, body, and pyloric region.6. The stomach contains gastric glands, which contain mucousneck cells; parietal cells that secrete hydrochloric acid (HCl) andintrinsic factor; chief cells, which secrete pepsinogen; andenteroendocrine cells that produce a variety of hormonesincluding gastrin, histamine, endorphins, serotonin, CCK, andsomatostatin.7. Protein digestion is initiated in the stomach via the action ofpepsin.8. Parietal cells increase secretion in response to ACh and gastrin.
Gastric Motility

1. With the arrival of food, the stomach can stretch toaccommodate this increased volume (reflexive relaxation).2. Peristalsis in the stomach begins near the cardiac sphincter withgentle ripple‐like movements toward the pyloric sphincter. Thisperistaltic rhythm is controlled by the spontaneous activity of



pacemaker cells located in the longitudinal smooth muscle layercalled interstitial cells of Cajal.
Vomiting and Egestion

1. The presence of irritants or toxins in the stomach can stimulatevomiting or emesis.2. Egestion is a process unique to birds in which nondigestiblematerials such as bone, fur, or feathers are orally eliminatedfrom the digestive tract.
Regulation of Gastric Secretions and Emptying

1. Gastric secretions are controlled by neural and hormonalmechanisms. Stimulation of the vagus nerve (i.e.,parasympathetic nervous system) increases the secretoryactivity of the stomach, while sympathetic stimulation inhibitsstomach secretion.2. Gastric secretions are controlled at three levels including thecentral nervous system, stomach, and small intestine, termed thecephalic phase, gastric phase, and intestinal phase, respectively.3. During the intestinal phase, stimulation of chemoreceptors andstretch receptors triggers the enterogastric reflex, which inhibitsgastrin production and gastric motility, and stimulatescontraction of the pyloric sphincter, thus slowing gastricemptying into the duodenum. In addition, the enterogastronereflex, a hormonal reflex, causes the release of CCK and GIP,which inhibit gastric secretions as well as gastric motility.
Anatomy of the Stomach of Ruminants

1. Ruminants have a specially modified stomach that consists ofthree, nonsecretory forestomachs and a secretory “true”stomach. The forestomachs include the reticulum, rumen, andomasum, while the true stomach is the abomasum.2. The lining of the reticulum has a “honeycomb” arrangement ofridges. The rumen and reticulum act as a functional unit, thereticulorumen.3. The rumen, sometimes called the “pouch,” occupies almost theentire left side of the abdominal cavity.



4. The omasum is kidney shaped and is sometimes called the “bookstomach” because its interior looks like the pages of a book.5. The abomasum consists of two glandular regions equivalent tothe fundus and pyloric region of the monogastric stomach.6. The ruminant stomach (1) allows animals to use feedstuffs toofibrous for monogastric, (2) breaks down cellulose, (3) allowsthe use of nonprotein nitrogen sources (urea, uric acid) whichare converted by the rumenal microbes to high‐value organicnitrogen compounds, and (4) provides B complex vitamins due tothe action of microbes as long as cobalt is present in the diet.
Motility of the Ruminant Stomach

1. The mixing, or A, sequence spreads across the reticulorumen ina “Z” pattern and provides extensive mixing of the rumencontents. The B, or eructation, sequence moves gas from therumen toward the oral cavity, thus allowing the formation of agas bubble, which is eventually forcibly ejected into theesophagus by contraction of the ventral rumen.2. Feed is then returned to the oral cavity through a process calledrumination.
Rumenal Microbial Fermentation

1. Fermentation involves the anaerobic action of bacteria andprotozoa. Products of the bacteria and protozoa carbohydratedigestion include short‐chain VFAs, carbon dioxide, andmethane. The major VFAs are acetic, propionic, and butyricacids.2. Rumen microorganisms hydrolyze dietary proteins to peptidesand amino acids. In addition, these microorganisms can makeamino acids from nonprotein nitrogen sources such as uric acid,urea, and ammonia.3. Triglycerides are hydrolyzed by rumenal bacteria to glycerol andfatty acids, and glycerol is generally metabolized to propionicacid while the fatty acids pass to the duodenum where they areabsorbed.



Anatomy of the Stomach of BirdsBirds have a two‐chambered stomach including the proventriculus(pars glandularis) and gizzard. The proventriculus is the glandularor true stomach.
Small IntestineThe small intestine is the area where most digestion and 90% ofabsorption occur.
Anatomy of the Small Intestine

1. The small intestine is divided into three sections: (1) duodenum,(2) jejunum, and (3) ileum.2. The pancreatic and bile ducts empty into the descendingduodenum at the hepatopancreatic ampulla.3. The longest part of the small intestine, the jejunum, is the site ofthe bulk of chemical digestion and absorption.4. While in mammals the ileum is distinguishable from the jejunum,in birds, it is generally separated from the jejunum at the yolkstalk (diverticulum vitellinum), formally called Meckel’sdiverticulum.
Histology of the Small Intestine

1. The interior of the small intestine contains transverse foldscalled plicae, or plicae circulares.2. The mucosa has fingerlike projections called intestinal villi. Thevilli are covered with simple columnar epitheliums that havemicrovilli that make up the brush border.3. In the center of each villus is a lymphatic capillary called alacteal, or central lacteal.4. At the base of each villus are entrances to intestinal glands, orcrypts of Lieberkühn. Located at the base of each gland are stemcells that produce new epithelial cells. Also located within thecrypts are Paneth cells, which secrete lysozyme and are part ofthe immune system.



Intestinal Juices and Brush‐Border EnzymesIntestinal juices are secreted from the mucosal lining of the smallintestine. Also embedded in the microvilli of the absorptive epithelialcells lining the small intestine are enzymes called brush‐borderenzymes.
Mechanical Digestion and Motility in the Small Intestine

1. Small intestine motility consists of two types of movements:segmentation and peristalsis. Segmental contractions are a non‐propagating type of movement resulting in churning and mixingof the luminal contents.2. Peristaltic contractions propel chyme forward along the lengthof the digestive tract. Peristalsis in the small intestine iscontrolled by the MMC.
Chemical Digestion in the Small Intestine

1. Carbohydrate digestion. Starch and glycogen are acted upon bysalivary and pancreatic amylases to form maltose, maltotriose,and α‐dextrins. Brush‐border enzymes involved in carbohydratedigestion include dextrinase and glucoamylase, maltase, sucrose,and lactase to produce glucose, fructose, and galactose.2. Protein digestion. Chemical digestion of protein begins in thestomach by the action of pepsin. Once in the small intestine,trypsin, carboxypeptidase, and chymotrypsin secreted by thepancreas break down proteins into peptides. The brush‐borderenzymes aminopeptidase and dipeptidase further cleave theproteins.3. Lipid digestion. Triglycerides and phospholipids are digested bylipase. Bile salts assist in emulsifying dietary lipids in the smallintestine lumen. Pancreatic lipase cleaves off two fatty acidsfrom triglycerides, producing two free fatty acids andmonoglycerides.4. Nucleic acid digestion. Pancreatic nucleases digest thesemolecules to their nucleotide monomers, which are then actedupon by brush‐border nucleosidases and phosphatases thatrelease free bases, pentose sugars, and phosphate ions.



Absorption in the Small Intestine

1. About 90% of absorption occurs within the small intestine withthe rest occurring in the stomach and large intestine. Absorptionoccurs via diffusion, facilitated diffusion, osmosis, and activetransport.2. Absorption of monosaccharides. Fructose is absorbed byfacilitated diffusion, and therefore can only move down itsconcentration gradient. Glucose and galactose are absorbed viasecondary active transport.3. Absorption of amino acids, dipeptides, and tripeptides. Aminoacids, di‐ and tripeptides, are actively absorbed in the smallintestine. Some amino acids enter the epithelial cells by asecondary active transport system similar to that described forglucose, while some amino acids utilize a sodium‐independentcotransporter in which the amino acids enter along with H+instead Na+.4. Absorption of lipids. Since lipids are fat soluble, monoglyceridesand free fatty acids can cross the epithelial membrane by simplediffusion. SCFAs, those having fewer than 12 carbons, pass intothe hepatic portal system similarly to amino acids andmonosaccharides. The remaining triglycerides andmonoglycerides are resynthesized into triglycerides. Thesetriglycerides are then coated with lipoproteins into dropletscalled chylomicrons. In mammals, these chylomicrons then enterthe central lacteal.
Accessory Organs
Pancreas

1. The pancreas has both endocrine and exocrine functions. Itsexocrine function is to release enzymes involved in the digestionof all nutrients including carbohydrates, lipids, proteins, andnucleic acids.2. Pancreatic juice contains mostly water, but it also contains salts,sodium bicarbonate, and enzymes. Pancreatic enzymes includepancreatic amylase, several protein‐digesting enzymes includingtrypsin, chymotrypsin, carboxypeptidase, and elastase,pancreatic lipase, ribonuclease, and deoxyribonuclease.



3. Regulation of pancreatic secretions. During the cephalic andgastric phases of gastric secretion, parasympathetic signalscarried via the vagus nerve increase the secretion of pancreaticenzymes. Partially digested lipids and proteins within theduodenal lumen stimulate the secretion of CCK, whichstimulates the secretion of pancreatic enzymes. Decreased pH inthe duodenal lumen stimulates the release of secretin thatstimulates the release of bicarbonate ions from the pancreas.
Liver and Gallbladder

1. Bile formed in the bile canaliculi moves into the bile ducts thatfuse to form the common hepatic duct.2. Each lobe of the liver has liver lobules, the functional unit of theliver. The cells of the liver, hepatocytes, are arranged in platesthat radiate longitudinally outward from the central vein.3. At each corner of the hexagonal lobule is a portal triad. Insteadof capillaries, between the hepatic plates are cavities calledsinusoids. The sinusoids allow even large plasma proteins topass out of the bloodstream and into the spaces surrounding thehepatocytes.4. Bile is secreted by hepatocytes and enters the bile canaliculi,which are narrow intercellular canals between the hepatocytes.5. Bile composition and function. Bile consists of water, bile salts,bile acids, cholesterol, the phospholipid lecithin, bile pigments,and ions. The bile salts include sodium and potassium salts ofbile acids, mostly cholic acids, and chenodeoxycholic acid.6. Functions of the liver. When blood glucose levels are high, theliver converts glucose to glycogen (glycogenesis), and whenblood glucose levels drop, the liver can break down glycogen toglucose (glycogenolysis). Hepatocytes can store triglycerides aswell as use fatty acids to synthesize ATP and synthesizelipoproteins. Cholesterol can be synthesized in the liver.Hepatocytes remove the deamination amino acids so they can beused for ATP synthesis. Hepatocytes also synthesizecarbohydrates and fats from certain amino acids. Hepatocytescan synthesize various plasma proteins. The liver is an importantsite of detoxification. The liver detoxifies and can alter andexcrete steroid hormones. The liver is the primary storage site of



fat‐soluble vitamins, as well as vitamin B12. Glycogen and certainminerals are also stored in the liver. Kupffer cells destroy agedblood cells and microbes that may have entered via the hepaticportal blood. The liver combines with the skin and kidneys tosynthesize the active form of vitamin D.
Large IntestineThe primary functions of the large intestine are electrolyte andwater absorption, microbial digestion and vitamin production,formation of feces, and expulsion of feces.
Anatomy of Large Intestine

1. The large intestine is divided into the cecum, colon, rectum, andanal canal.2. The cecum is a blind diverticulum that extends off of the colon atthe ileocecal valve. In those animals that are hindgut fermenters(i.e., horses), the cecum is a major site of digestion.3. The colon consists of three segments called the ascending,transverse, and descending colon.
Mechanical Digestion in the Large Intestine

1. The ileocecal valve controls the movement of chyme into thelarge intestine.2. Haustra churning is characterized by the slow filling of ahaustrum until it is distended, at which time its walls contract,squeezing the contents into the next haustrum.3. Peristalsis also occurs along the large intestine. Finally, massperistalsis occurs when a strong peristaltic wave begins near themiddle of the transverse colon and quickly forces the contents tothe rectum.
Chemical Digestion in the Large Intestine

1. While no chemical digestion occurs in the large intestine,considerable fermentation takes place, especially in thoseanimals that are hindgut fermenters.



Gut Microflora
1. Gut microflora is more complex than that of its host, and it isnow known that there are about 150 times more microbial genesthan human genes in the human body.2. The gut microflora may regulate an animal’s genes and immunesystem. It is now believed that commensal microbiota may“program” aspects of T‐cell differentiation, thereby influencingthe host genome and the function of the adaptive immunesystem.

Review questions and answers are available online.
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Lactation

IntroductionAs biology students learn early in their schooling, the presence of mammaryglands distinguishes mammals from other animals. With a few exceptions,for example, bottle‐fed human infants or early weaned dairy calves, lactationis critical for the survival of the neonate and ultimately reproductive success.Regardless of the specific arrangement or number of mammary glands, milksynthesis and secretion require the development of a functionally maturemammary gland. In reproductively competent mammals, the maturemammary gland consists of a teat or nipple, associated ducts that provide forpassage of milk to the outside, and alveoli composed of secretory epithelialcells and supporting tissues. The epithelial cells are arranged to form theinternal lining of the spherical alveoli, and these epithelial cells synthesizeand secrete milk. Secretions are stored within the internal space of thehollow alveoli and larger ducts between suckling episodes (see Fig. 18.6).Milk is a complex fluid. Consequently, understanding lactation requiresmultiple disciplines: histology and cytology, biochemistry, endocrinology,cardiovascular physiology, and metabolism to name a few. In addition, thefully functioning mammary gland places striking demands on the physiologyof the lactating mother (Tucker, 1994, 2000).Development of the mammary gland during gestation and subsequentdifferentiation of alveolar cells to allow the onset of milk synthesis andsecretion in correspondence with parturition is a biological marvel (Akers,2017c). Mammary secretions first appear as colostrum and subsequently asmature milk and provide the neonate with a spectrum of all the nutrientsnecessary for good health and early development. Milk of all mammalscontains variable amounts of proteins, carbohydrates, and fats suspended inan aqueous medium. Although there are species differences in milkcomposition, having the birth of the neonate and the functionality of themammary gland coincide is critical. Among scientists, the study of lactationand mammary development provides a rich resource for cell biologists,endocrinologists, nutritionists, cancer researchers, dairy specialists, etc.(Akers, 2002; Rowson et al., 2012). The goal of this chapter is to provide anoverview of mammary development and function (Box 18.1).



Box 18.1 Lactation in males?

There are scattered reports in the scientific literature on mammarydevelopment and the appearance of mammary secretions in males. Inmost instances, it is likely most appropriate to characterize thisdevelopment and appearance of secretion as gynecomastia andgalactorrhea, respectively. In most reported cases, causes have beenlinked to hormonal imbalances (humans) or animals feeding on plantswith estrogenic compounds. However, there are at least two reportsfrom field observations of wild male fruit bats exhibiting overt signs ofmammary development and expression of mammary secretions (Franciset al., 1994). However, it is unclear if there is suckling and physiologicalinvestment by the male in the care of the young. Indeed, the entire ideais debated among biologists (Peaker, 1994; Kunz and Hosken, 2009;Racey et al., 2009).On the other hand, we (Filep and Akers, 2000) showed that mammarytissue taken from Holstein bulls treated with estrogen and progesteronecould be induced to differentiate and that the capacity of the tissues tosynthesize and secrete casein depended on the addition of prolactin. Wealso showed that tissues from bulls from a genetic line selected forhigher milk production were more responsive than tissues from a controlline of animals.
Given the variety of mammals and the environmental niches occupied, it isno surprise that there is much variation in number of mammary glands,location, and composition of secretions. Unlike common dairy species (cows,goats, or sheep) aquatic mammals, especially those in cold environments,also produce milk very high in lipid content with little or no lactose. Milk fatprovides the suckling young the opportunity to rapidly produce a layer ofinsulating fat for protection from the cold and to provide a source ofmetabolically derived water. This illustrates the relevance of lactation inproviding a strategy for the survival of offspring and reproductive success(Oftedal, 2012) for mammals in multiple niches.For the placental mammals, the number of mammary glands varies markedlybetween classes and species. However, among those studied (only about10% of all mammals) each mammary gland has a teat or nipple. For example,lactation is not common in males, but the development of small amounts ofmammary tissue and limited secretion can occur. Lactation in males hasbeen reported in humans most likely associated with pituitary dysfunction.However, anecdotal tales of “witch's milk” in male and female infants are notrare. Apparently, normal lactation has been reported in male wild fruit bats.Likely, the first reported lactation in a male ruminant was when Aristotlenoted in his Historia Animalium that “a he‐goat was milked by his dugs



(teats) to such effect that cheese was made of the product.” These examplesillustrate how little is known about mammary development and lactation inmany mammals (Table 18.1).Herds of Holstein cows routinely average 305‐day yields of 14,000 kg of milk,and individual cows produce much more milk. Such prodigious production ofmilk requires massive mammary glands and careful attention to the feedingand management of these impressive animals. Regardless of the rate of milkproduction, all milk is produced by the epithelial cells of the mammaryalveolus. Consequently, to appreciate milk secretion, it is essential tounderstand the structure and function of the mammary gland. We'll begin bydescribing the ontogeny of mammary development, followed by a descriptionof physiological processes that allow the final structural development of themammary alveoli and the onset of functional differentiation of the secretoryepithelial cells.
Overview of Mammary DevelopmentAlthough the evolutionary origins are unclear, the mammary epitheliumarises from the germinal ectoderm and the primitive mammary buds. Thefirst indication is a slight thickening of the ventrolateral ectoderm in theembryo at about the time that limb buds begin to lengthen. This thickenedtissue is variously referred to as the mammary band, streak, or line. Thecells within the mammary line condense or coalesce to form mammary buds.Each mammary bud gives rise to each of the individual mammary glands. Inruminates the mammary buds are closely grouped so that the developingmammary glands are oriented in an udder, for example, two glands in goatsand sheep but four in cattle. In the bovine, the mammary buds appear atabout day 40 of gestation. By day 80 the teat and primary sprout form. Theprimary sprout gives rise to the teat cistern. Secondary sprouts occur by day90; and by day 100, the primary and secondary spouts are canalized. At birththe teat, teat cistern, and gland cistern are formed. In most species,mammary structure at birth is similarly rudimentary.



Table 18.1 Variation in location, number, and nipple openings of mammaryglands of selected species.
Order Common

Name
Position of Glands Total

Glands
Openings
per TeatThoracic Abdominal InguinalMarsupialia Redkangaroo 4 4 15

Marsupialia Opossum 13 13 8Carnivora Housecat 2 6 8 3–7
Carnivora Domesticdog 2 6 2 10 8–14
Rodentia Housemouse 4 2 4 10 1
Rodentia Norwayrat 4 4 4 12 1
Lagomorpha Rabbit 4 4 2 10 8–10Cetacea Whale 2 2 1Proboscidea Elephant 2 2 10–11Perissodactyla Horse 2 2 2Artiodactyla Cattle 4 4 1Artiodactyla Sheep 2 2 1Artiodactyla Goat 2 2 1Artiodactyla Pig 4 6 2 12 2Primate Man 2 2 15–25



Fig. 18.1 Rudimentary mammary gland of the one‐week‐old mouse. Thenipple and primary mammary sprout are oriented at the lower portion of thefigure. Other secondary sprouts radiate as if they were bare tree branchesinto the surrounding fat pad.Figure 18.1 illustrates the epithelial portion of the mammary gland of amouse at one week of age. Mice, of course, do not have a teat or glandcistern but the structure of the nipple and branches from several secondarysprouts are evident. For mammals without the mammary glands arrangedinto an udder, a teat or gland cistern is absent but there is a nipple and acluster of primary and secondary sprouts for each gland.The mammary gland is one of only a few tissues in mammals, whichrepeatedly undergo growth, functional differentiation, and regression. This isone of the reasons for research interest in the study of the mammary gland.The term mammogenesis refers to the development of mammary glandparenchymal structures. In usual circumstances, studies of mammogenesisare focused on the very large changes in the mammary gland, which beginaround the time of puberty and more markedly during pregnancy. However,the foundation for the dramatic mammogenesis during these stages begins



when the animal is an early fetus. Fundamentally, mammary developmentcan be developmentally considered a joining of the epithelial ectoderm andthe underlying mesoderm.Across species, there are dramatic differences in milk composition. Milkfrom Holstein cows (the source of most of the milk for human consumptionin Western societies) has about 3.2% protein, 3.4% fat, and 4.6% lactose. Incontrast, hooded seals produce milk with about 6.0% protein, 50% fat, andvirtually no carbohydrate. Much of this variation reflects evolution‐inducedresponses, which provide the best stratagem for offspring survival. Becausethe seal pups are born on potentially unstable pack ice, they must rapidlygain sufficient strength and insulation to survive. In fact, mothers suckletheir pups for only four days during this period, but pups can double their 20 kg birth weight. While the hood seal has the shortest lactation of any knownmammal, the high‐fat milk provides the pup with the energy and metabolicwater necessary for an abrupt introduction into a polar environment.
Prepubertal and Postpubertal Mammary DevelopmentGenerally, there is little or no true lobulo‐alveolar development beforeconception. This period is associated with the creation of a framework toallow the proliferation of the secretory alveolar cells needed for lactation.The period is generally a time during which the duct system is extended andthe growth of the adipose and connective tissue increases. Ductular growthis limited for dogs, cats, and rabbits but more extensive for rats, mice, therhesus monkey, cattle, and sheep.Because it is expected that most organs in growing animals would also growin concert with rate of overall body growth, the regulated, cyclicdevelopment of mammary glands can be difficult to study under theseconditions. One approach is to evaluate mammary development in terms ofrelative growth and to ask if growth of the mammary gland fits the law ofsimple allometry y = bxα. A usual approach is to log transform variablesassociated with body and tissue growth and use linear regression analysis tocalculate the equilibrium constant (α), which relates the difference in thegrowth rate of the organ under study to the growth of the body as a whole.Simple body weight or body weight2/3 (to approximate surface area) isusually used as the independent variable in these analyses. The dependentvariable (mammary gland area, mammary gland weight, DNA content,weight of parenchymal mass) serves as an index of the growth of themammary gland. When α = 1, growth is said to be isometric. If α > 1 thegrowth rate is positively allometric (simple allometry) but an α < 1 indicatesthe growth rate of the organ is negatively allometric (enantiometry).Data for rodents, cattle, and sheep demonstrate that from birth until beforepuberty, the mammary gland grows only somewhat faster than the rest ofthe body. Thereafter the rate of mammary gland growth becomes markedlyallometric usually through the first few estrus cycles. Growth then reverts to



a period of isometric growth that also waxes and wanes during the estruscycle. As demonstrated for heifers, the classic study by Sinha and Tucker(1969) shows that positive allometric begins at about three months of ageand continues until about nine months of age. Specifically, when mammarydevelopment was expressed a log of mammary DNA and body growth as alog of body weight, the equilibrium constant (α) averaged 1.6 in the periodfrom birth to 2 months, 3.5 from 3 to 9 months, and 1.5 between 10 and 12 months of ages (Fig. 18.2). These data indicate that the mammary glandgrows somewhat faster than the body during the early postpartum periodbut dramatically faster between three and nine months of age.Although the absolute amount of mammary growth during the period beforeconception is only a fraction of the mature mammary gland late in gestation,there is compelling evidence that alterations in mammary growth during theperipubertal period can affect subsequent mammary function. For example,rapid prepubertal weight gain inhibits subsequent mammary parenchymatissue growth and can reduce subsequent milk production (Sejrsen andPurup 1997). Not surprisingly, very few cattle studies have consideredchanges in mammary development in the period shortly after parturition.While minor in terms of absolute mass, our observations of mammary glandsof Holstein calves between one and three months of age (Capuco and Akers,2010; Akers, 2017) suggest that parenchymal tissue per gland increasesapproximately 60‐fold in only a few weeks. It is intriguing to consider thatgrowth during even this very early postnatal period may also be critical tothe success of lactation (Akers, 2017a,b; Sejrsen et al., 2000).Geiger et al. (2016) showed that differences in feeding in calves coulddramatically alter the growth of the parenchymal portion of the mammarygland between one and two months of age. This difference is dramaticallyillustrated in Figure 18.3. Such data suggest that mammary growth anddevelopment may be more malleable than generally appreciated and notnearly as quiescent in early life in ruminants as once supposed. Of course, akey aspect is whether changes in early mammary development significantlyimpact either future growth driven by puberty or pregnancy or future milkproduction.



Fig. 18.2 Relative mammary growth in heifers. The data illustrate therelationship between mammary DNA and body weight in Holstein heifers.Segments illustrate periods from birth to 2, 3–9, and 10–12 months of age.Adapted from Sinha and Tucker (1969).



Fig. 18.3 Examples of dissected and trimmed mammary gland parenchymafrom a single mammary gland from heifer calves fed either a restricted (left)or enhanced (right) diet preweaning. Pictures were taken of tissue collectedat the time of weaning at two months of age. The difference in parenchymaltissue is evident. Most of the surrounding mammary fat pad was removed toemphasize the parenchymal tissue. The teat is at the bottom and theparenchymal mass of the enhanced treatment calf was butterflied to showextent of difference in parenchymal mass. The parenchymal tissue is outlinedby dashed line. The teat is oriented toward the bottom of the images.Geiger et al. (2016) / Elsevier).It may be that induction and/or regulation of the appearance of mammarystem cells early in life can indeed impact future development and function.As described in Chapter 4, new tools and techniques are emerging to betterunderstand the role of stem cells in the regulation of mammary developmentand function (Capuco et al., 2012; Choudhary and Capuco, 2021).Figure 18.4 illustrates various stages of mammary development using themouse mammary gland as an example. Small rodents are especially usefulfor this purpose because an entire mammary gland can be removed, spreadonto a microscope slide, fixed, defatted, and stained. Observing structuraldifferences in mammary glands from various physiological stages quicklyillustrates the dramatic changes in the development of the mammaryepithelium as the gland prepares for the onset of lactation. However, a wordof caution is advised. Although the fundamental developmental processes aresimilar in rodents and other species, there are clearly substantial differencesin the tissue composition of the mammary gland in rodents compared withother species, as well as differences in the pattern of ductular development.Compared with the rodent pattern of development where the end buds allowfor the filling of the entire mammary fat pad during the prepubertal period(Fig. 18.4), the developmental pattern in the ruminants is more compact.



Specifically, in rodents, as the epithelial ducts develop, they are surroundedby stromal cells and the stromal tissue contains a sea of adipocytes. A higherpower view (Fig. 18.5B) of a similar area from the mammary gland of aprepubertal heifer illustrates several epithelial structures that radiate from amammary duct. Pre‐ and post‐puberty cross‐sectioned ducts oftendemonstrate a scalloped appearance, suggesting a complex tubularstructure. Indeed, three‐dimensional, computer animations prepared fromserial sections of prepubertal bovine mammary parenchymal tissue elegantlyconfirm this tissue architecture (Capuco et al., 2002). This suggests that inthe ruminant, in contrast with rodents, the gland is not filled with elongatedducts during the prepubertal period. To use a plant analogy, in theperipubertal rodent, widely spaced mammary ducts fill the mammary fat padlike the bare branches of a tree. In the peripubertal ruminant mammarygland, closely packed ducts radiate from the gland cistern in broccoli‐likefashion, but the ducts generally fill only a fraction of the mammary fat pad.As the gland continues to develop the relative tissue area occupied by theepithelium increases at the expense of the surrounding stromal tissue. Thisis especially evident with the growth of alveoli during gestation. It is alsoevident that much of the tissue area in histological sections of mammarytissue taken from cows in late gestation and lactation is also occupied bylumenal space. This does not mean that there is necessarily a loss of stromacells as the gland develops but rather that there is a dramaticrearrangement of cells and tissue elements so that the stromal cells are lessevident in histological sections. As gestation advances clusters of alveolarstructures appear like scattered, round islands, until late in gestation, whenhistological fields are filled with closely packed alveoli. Under normalcircumstances, true alveoli are not formed until well into gestation. Variationamong species reflects the number of estrus cycles that occur beforeconception. Using cattle as an example, in the early stages of pregnancy theduct system continues to develop with the appearance of a rudimentarylobulo‐alveolar system by about five months of gestation.





Fig. 18.4 Physiological stages and mammary development. These imagesillustrate a series of whole mounts prepared from an inguinal mammarygland of mice at various stages of development from the prepubertal periodinto lactation. (A) shows the gland of a four‐week‐old mouse. Ducts haveelongated from the region of the primary sprout and nipple (left) to justbeyond the lymph node. This progressive growth depends on the highlymitogenic end buds, which appear as enlargements at the ends of the ducts.(B) shows enlarged end buds. (C) shows a gland from a mouse at about 40 days of age. The mammary fat pad is largely filled with mammary ducts butnotice the end buds have now regressed. (D) shows the mammary gland of amouse after the onset of estrus cycles. The number of branches hasincreased, and alveolar buds have begun to appear. (E) shows enlargedalveolar buds. (F) provides an image of just a portion of the mammary glandon day 12 of gestation. Alveoli are now beginning to develop, and the glandbecomes thickened so that images of tissue structure are only possible at thethinner margins of the gland. (G) provides an enlargement of an area ofdeveloping alveoli. (H) shows the margin of the mammary gland on day fourof lactation. Because of the marked increase in alveolar growth andaccumulation of secretions, the rounded structure of clusters of lobules andalveoli is evident at the thinner margins of the whole mount.



Mammary Development During PregnancyIt is estimated that 94% of mammary development for hamsters takes placeas pregnancy advances. Estimates for other species range from 78% for themice and sheep to 66% for rabbits and 60% for rats. By far the greatestpromoter of natural mammary growth or mammogenesis is pregnancy andassociated hormonal and physiological changes. With the influence ofpregnancy, mammary growth is reinitiated after reversion to isometricgrowth following puberty. This growth can be described by an exponentialequation with the following form: Y = abt, where Y = mammary size, t = dayof gestation, and the terms a and b are constants. Such equations have beendeveloped to model mammary growth in cows, goats, and guinea pigs. Theterm a is mammary gland mass or size at the beginning of gestation and theterm b is the first‐order rate constant. The time necessary for the mammarygland to double is equal to ln2/b (Sheffield, 1988).Measurement of mammary DNA or weight of dissected parenchymal tissue isuseful to quantify rates of mammary growth, but these techniques do notdistinguish differences among cell types. Problems of trying to distinguishbetween stromal and parenchymal tissue are especially difficult in rodents.For example, both wet weight and defatted dry weight of the inguinalmammary glands of rats are reported to vary from 50% to 120% duringpregnancy but total mammary DNA changes 200%–300%. Because total DNAreflects cell number, changes in weight alone underestimate cellulardevelopment. Table 18.2 illustrates changes in mammary development ofewes during gestation. Changes in weight, total DNA, or % epithelium showa marked increase in parenchymal tissue between days 80 and 115 ofgestation. However, between days 115 and 140 quantitative histology (%epithelial area) alone suggests there is no continued parenchymaldevelopment. This is clearly not true because both tissue weight and totalDNA doubled in this time. Lack of change in the epithelial area between thedays 115 and 140 is a reflection that alveoli are present at these stages ofgestation, but an increase in lumen and decrease in stromal tissue areareflect the accumulation of some secretions and compression of stromaltissue between alveoli. In addition to the appearance of alveoli duringgestation, the cells undergo progressive structural and biochemicalmaturation as parturition approaches. The increase in DNA labeling index onday 115 also reflects the rapid growth during this period.



Fig. 18.5 Ruminant mammary development. Panel (A) illustrates amidsagittal section through the udder of a prepubertal ewe lamb and panel(B) a histological section of mammary parenchymal taken from a region likethat outlined by the dashed box and indicated by the curved arrow.
Table 18.2 Effect of gestation on mammary growth, histology, and epithelialcell labeling index in ewes.Data adapted from Smith et al. (1987). NP indicates not present; specifically, alveoli appearedbetween day 80 and 115 of gestation. Labeling index indicates the percentage of epithelial cellnuclei that incorporated tritiated thymidine following a one‐hour incubation of tissue explants.



Day of Gestation
Measurement Day 50 Day 80 Day 115 Day 140Trimmed udder weight (g) 304 ± 43 253 ± 30 557 ± 29 1050 ± 188Total DNA (mg) 94 ± 4 57 ± 14 1304 + 152 2324 ± 321% Epithelium 14.2 ± 0.3 19.2 ± 2.1 41.2 ± 2.3 40.3 ± 1.8% Stroma 85.8 ± 0.3 77.8 ± 3.2 35.7 ± 6.5 20.7 ± 3.0% Lumen NP 1.0 ± 0.2 23.1 ± 4.3 39.0 ± 2.9Alveolar cell No. NP NP 36.4 ± 3.8 36.6 ± 1.4Labeling index 0.16 ± 0.03 1.0 ± 0.2 3.6 ± 1.7 1.0 ± 0.4Mammary growth as measured by total DNA continues during the early daysof lactation in rats, rabbits, guinea pigs, and mice. In the rat, for example, asmuch as 26% of the total mammary growth occurs during lactation. In themouse, there is a transient surge in mammary cell proliferation two to three days postpartum. In fact, it is reported that the cell population doublesbetween the last day of gestation and day five of lactation. The guinea pig isespecially interesting in that there is little change in total mammary DNAduring gestation but a dramatic increase within two days of the birth of thepups. However, if suckling is not permitted in these species the increasedgrowth just after parturition is prevented. This suggests that signalsassociated with suckling or milking are important for growth, especially inearly lactation. Regardless it seems clear that once lactation is establishedthe rate of mammary cell proliferation is markedly lower than during otherstages of mammary development. However, recent reports show that severalweeks of “extra” milking stimulation within the first two months of lactationin dairy cows increase subsequent milk production when the milkingfrequency returns to normal. Mechanisms for the effect are unknown but thefact that it continues after treatment supports the idea that it may involverecruitment of additional well‐differentiated cells. This might reflect overtproliferation of additional secretory cells or perhaps enhanced functionaldifferentiation in a population of preexisting nonsecretory cells (Bar‐Peled etal., 1995). This effect contrasts with the galactopoietic treatment of cowswith bovine somatotropin (bST) in that milk production is dramaticallyincreased during the period of treatment but returns to control levels whentreatment is discontinued. This pattern of response has been interpreted toindicate that bST alters metabolism rather than cell proliferation. This isclearly an area of continuing research interest.In dairy species, it is usually concluded that there is normally little mammarygrowth during established lactation. However, comprehensive data for earlylactation is lacking. The concentration of DNA in mammary parenchyma isrelatively unchanged in early lactation in sheep, goats, or cows but it is riskyto interpret this as a lack of mammary growth because it does not evaluatethe entire mammary gland. Total parenchymal DNA doubles between two



weeks before and after parturition (27.9 vs. 46.0 g) but these data do notdetermine if the growth occurs before or after parturition. Rates ofthymidine incorporation are very low for mammary tissue taken fromlactating ruminants, but mitotic cells are sometimes observed.In the goat unilateral inhibition of secretion in one mammary gland results ina compensatory increase in milk production of the other gland. There arealso reports of increased milk production in cows by uninfected quartersamong cows with mastitis. The relative contributions of hypertrophy andhyperplasia to this effect are unknown. However, in lactating beef cows,covering one half of the udder to prevent sucking increased thymidineincorporation in lactating mammary glands compared with control glands ofcows that continued suckling in all glands. Morphologically, lactating tissuefrom control and compensatory treatment cows was indistinguishable, andthe tissue did not appear consistently different between zones withinlactating quarters. About 40% of the parenchymal tissue consisted of closelypacked alveoli. In some areas, the secretory cells appeared highlydifferentiated like cells from dairy cows. Remaining parenchymal tissuecontained alveoli more widely scattered in the stromal matrix and the cellswere less well differentiated. Labeled cells were observed in both regionsbut appeared more frequently in the less well‐differentiated tissue (Akers etal., 1990).Figure 18.6 shows changes in the growth of mammary parenchymal beef anddairy heifers during pregnancy and into lactation. Comparisons betweenpanels A and B illustrate those measures of udder parenchymal mass alonebut can be misleading. Specifically, based on udder parenchymal mass thereis marked growth of parenchymal tissue between day 260 and day 49 oflactation in both Holsteins and Herefords (Fig. 18.6A). In contrast, whenudder growth is evaluated based on parenchymal DNA (Fig. 18.6B), themarked differences between breeds remain but little change occurs betweenday 260 of gestation and day 49 of lactation in Holsteins. This is likelyexplained by the increased accumulation of secretions in the Holstein heiferscompared with the Hereford heifers. When lactation performance isconsidered, differences in milk production (3.5 vs. 20.3 kg/d) are explainedby both changes in udder parenchymal tissue mass and function. Forexample, the total RNA, as well as RNA/DNA ratio, is greater in Holsteinthan in Hereford heifers. Interestingly, the ability of mammary explants fromlactating animals to secrete α‐lactalbumin (a specific milk protein) closelymirrored (57 vs. 289 ng per mg of tissue per 24 h) the corresponding 5.8‐folddifference in daily milk production. The relative failure of cytologicaldifferentiation (Akers et al., 2006) in mammary tissue of beef compared withdairy heifers is puzzling because milking stimulation and management wereidentical between breeds in this study. Is it possible that selection forincreased milk production (in dairy cattle) has allowed for the maximizationof differentiation signals during the critical periparturient period?



Realization in the early 1960s that the DNA content of cells is essentiallyconstant (except for the generally small proportion of cells that areundergoing DNA synthesis in preparation for cell division at a givenmoment) ushered in a host of studies to estimate mammary cell numberbased on total DNA content. This method is especially valuable whencombined with careful dissection of the mammary gland to distinguish theparenchymal portion from the stromal tissue of the mammary gland. Evenwith care dissection of the mammary gland to remove apparent connectivetissue, there are clearly nonglandular cellular elements, that is, bloodvessels, lymphatic vessels, nerves, fibroblasts, adipocytes, and white bloodcells, which contribute to the DNA content of the parenchymal tissuecompartment. Regardless, classic studies in a variety of lactating speciesgive direct evidence that the number of mammary epithelial cells isproportional to milk production. The correlation between total parenchymalDNA and milk production averages about 0.85. Consequently, any activitywhich reduces the number or function of the mammary alveoli will alsoreduce milk production (Tucker, 1981, 1987).





Fig. 18.6 Mammary growth during gestation in cattle. Panel (A) illustratesthe growth of the mammary tissue of beef and dairy heifers duringpregnancy and lactation based on weights of parenchymal tissue dissectedfrom udder slices obtained at slaughter. Panel (B) provides similar data,except growth is reflected by changes in total parenchymal tissue DNA. Bothmeasures demonstrate a consistent advantage for the Holstein comparedwith Hereford heifers. However, the increased weight of parenchymal massbetween day 260 prepartum and day 49 of lactation for Holsteins is notreflected in DNA. This suggests that much of the increase in Holsteinsreflects the onset of milk secretion.Figure adapted from Keys et al. (1989).In addition to the non‐secreting epithelial cells and various stromal cells,extracellular secretions, that is, proteins and proteoglycans, that surroundthe mammary ducts and alveoli are also critical for development. Collagen isthe major extracellular protein component of the mammary stromal tissue.Moreover, the amino acid hydroxyproline is a specific and major componentof collagen. Thus, the assay of tissue content of hydroxyproline provides aquantitative measure of stromal tissue. When coupled with the measurementof fat, the relative amounts of connective tissue associated with theparenchymal tissue can be estimated.Data in Tables 18.1 and 18.3 illustrate the dramatic changes in mammarygrowth from birth to lactation in Holstein heifers and crossbred ewes.Measured as trimmed udder weight or parenchymal DNA, mammary growthis greatest during gestation. However, the relative lack of change in DNAfrom late gestation into lactation compared with trimmed udder weightsuggests that DNA is a better measure of cell growth because increasedweight may accumulate as secretions.
Table 18.3 Mammary parenchymal growth in heifers and ewes.Data adapted from Sejrsen et al. (1982, 1986), Smith et al. (1989), Keys et al. (1989), andMcFadden et al. (1990).

Stage of Development
Measure Prepuberty Postpuberty Mid Gest Late Gest Lactation
HeifersDNA (g) 1.1 2.6 16.3 39.3 38.8Wt. (g) 495 957 5110 8560 16,350
EwesDNA (g) 0.02 0.09 1.3 2.3 2.6Wt. (g) 15 78 557 1057 1340Measurement of parenchymal tissue RNA and/or protein indicates syntheticcapacity and is useful to evaluate the fully developed mammary gland. Thereason for this is simple. As the secretory cells differentiate in concert with



parturition, there is a marked increase in the presence of rough endoplasmicreticulum (RER) and the corresponding production of mRNA for specific milkproteins. Consequently, the onset of milk synthesis and secretioncorresponds with a marked increase in the mammary tissue RNA. On a per‐cell basis, increased synthetic capacity can be evaluated by comparing theratio of RNA/DNA in mammary parenchymal tissue. Late in gestation afteralveoli have formed but before the onset of copious milk synthesis andsecretion this ratio is generally about one. During established lactation, theRNA content of the secretory cells increases dramatically so that this ratiomore than doubles. Changes in parenchymal tissue protein follow a similarpattern; however, care must be taken to account for the milk protein, whichmay be trapped in the tissue. Finally, any of these measures are more usefulif they can be applied on a whole mammary gland basis. For rodents or otheranimals, in which an entire mammary gland (or parenchymal tissue) can beisolated and sampled, these measures can be related to milk production.
Alveolar Cell Differentiation and LactogenesisA consistent theme that we have emphasized is that structure followsfunction. The structural differentiation of the alveolar cells around the timeof parturition illustrates this principle. As parturition approaches, these cellsbecome polarized, with the appearance of abundant arrays of RER,numerous mitochondria, and competent tight junctions, just as full‐scale milksynthesis and secretion are initiated. This process is called lactogenesis. Twoevents are critical. The structural differentiation of the alveolar epithelialcells allows for packaging of milk components for secretion whilebiochemical differentiation allows for synthesis of milk constituents. We willbegin by reviewing some of the structural changes.The mammary gland begins to reach its mature structural state late ingestation. That is alveoli and mammary ducts are in place. Indeed, soon afterthe alveoli are formed some accumulation of secretions begins. For example,in cows during first gestation, small but variable volumes of secretions canbe expressed from the mammary gland several months before parturition.Prepartum milking of dairy heifers is sometimes initiated during the monthbefore parturition as a management technique to relieve intramammarypressure. Irrespective of prepartum milking, secretions obtained beforecalving are generally high in protein and low in lactose compared withnormal milk but with relatively small concentrations of specific milk proteins.Because extensive removal of mammary secretions before calving can alterthe course of mammary development, that is, premature mammary celldifferentiation, it is recommended that prepartum milking once initiatedshould continue until the onset of normal milking at calving.High concentrations of protein in secretions obtained prepartum in cowsreflect the accumulation of immunoglobulins transferred into secretionsfrom the bloodstream. As the alveolar cells differentiate, the accumulation of



immunoglobulins is reduced. However, the accumulated immunoglobulins inthe secretions obtained with the first milking or suckling postpartum, that is,colostrum, provide passive immunity to the offspring. This is critical forthose species that lack immunoglobulin transfer to the fetus in utero. Withthe onset of regular milking or suckling, the composition of mammarysecretions progressively changes to reflect normal milk composition.Figure 18.7 illustrates the major structure of a mammary alveolus, whileFigure 18.8 and Figure 18.9 illustrate the dramatic change in alveolar cellstructure that accompanies lactogenesis. Much of this change is coordinatedby alterations in circulating hormones and changes in hormone signaling onmammary target cells.Ultrastructure of the mammary epithelium during lactation has now beendocumented in many species. The percentages of various cellular organelleswithin the cytoplasm of alveolar secretory cells from lactating rats and cowsare illustrated in Table 18.4. This generally uniform structure includes basaland paranuclear cytoplasm occupied by parallel arrays of RER. Thesupranuclear Golgi apparatus typically consists of stacks of smoothmembranes whose terminal cisternae release casein and lactose‐containingsecretory vesicles. Lipid droplets and secretory vesicles seemingly fill theapical ends of the cells and microtubules are most frequently observedoriented perpendicular with respect to the apical plasma membrane.Mitochondria and free ribosomes are abundant throughout the basal‐lateralcytoplasm. The basal plasma membrane is often thrown into complex folds,which are believed to indicate active pinocytosis. Myoepithelial cellsfrequently occur interspersed between the basal plasma membrane and thebasal lamina (Safayi et al., 2012), which forms a loose barrier between thesimple cuboidal epithelial cells and the underlying stromal tissues. It is nowapparent that parenchymal tissue from glands of high‐yielding animals hasan abundance of structurally highly differentiated polarized alveolar cells.



Fig. 18.7 Mammary alveolus. This diagram illustrates the three‐dimensionalstructure of the mammary alveolus. The hollow center of the alveolusprovides a space for the accumulation of milk components that have beensynthesized and secreted by the secretory cells that compose the internalwall of the structure. The outside of the alveolus has a network ofmyoepithelial cells that contract in response to the release of oxytocin at thetime of milking. These forces act to move stored milk into the terminal duct,which exits the lumen of the alveolus. The milk progresses through largerducts to be emptied at the nipple or teat end.This figure was reprinted from Larson (1985).



Fig. 18.8 Prepartum alveolar structure. Panel (A) illustrates a portion ofthree different alveoli from the mammary gland of a cow about two weeksbefore calving. This light microscope image demonstrates the relative lack ofdifferentiation of the epithelial cells. However, the luminal spaces are darklystained because of accumulation primarily of colostrum. Panel (B) illustratesthe ultrastructure of cells like those outlined in the dashed box in panel (A).Notice that most of the cell area is occupied by the cell nucleus. Structurallythese cells are poorly differentiated.
Hormonal Control of Lactogenesis and LactationThe endocrine system, perhaps more than any other physiological system,plays a central role in all aspects of mammary development(mammogenesis), the onset of lactation (lactogenesis), and the maintenanceof milk secretion (galactopoiesis). Lactogenesis is frequently described as atwo‐stage process. Stage I consists of limited structural and functionaldifferentiation of the secretory epithelium during the last third of pregnancy.Stage II involves the completion of cellular differentiation during theimmediate periparturient period coinciding with the onset of copious milksynthesis and secretion. During lactation, the secretory cells synthesize andsecrete copious amounts of carbohydrates, proteins, and lipids. Production ofthis complex mixture of nutrients depends on coordination betweenbiochemical pathways to supply metabolic intermediates and secretorypathways for secretion. For example, the disaccharide lactose is thepredominant milk sugar. The enzyme complex necessary for lactosesynthesis, membrane‐bound galactosyltransferase, and the whey protein α‐lactalbumin combine in the Golgi apparatus to form lactose synthetase,which links glucose and galactose producing lactose. Activation of the α‐lactalbumin gene and synthesis of α‐lactalbumin is most closely associatedwith stage II of lactogenesis.



Fig. 18.9 Postpartum alveolar structures. Panel (A) illustrates a portion oftwo different alveoli from the mammary gland of a cow about two weeksafter calving. This light microscope image demonstrates very well‐differentiated epithelial cells. The nuclei are generally rounded and basallydisplaced in the cell. There is also abundant RER indicated by the staining ofthe basolateral area near the nucleus. The apical ends of the cells have alacy appearance because of the abundance of Golgi, secretory vesicles, andlipid droplets. Panel (B) illustrates the ultrastructure of cells like thoseoutlined in the dashed box in panel (A). Notice the rounded nuclei andnumerous arrays of RER and Golgi.
Table 18.4 Ultrastructural analysis of cytoplasmic organelles in well‐differentiated epithelial cells from lactating rats and lactating dairy cows.Data adapted from Nickerson and Akers (1984).

Cytological Feature Rats CowsRER1 14.7 16.1Golgi 20.9 18.8Lipid 1.4 4.7Mitochondria 7.1 6.3Nucleus 21.7 22.0Other 34.2 31.1
1 Rough endoplasmic reticulum (RER). Data expressed as mean percentage of cytoplasmic areaoccupied by each cytoplasmic component.Experiments beginning in the 1920s (Stricker and Grueter, 1928) showedthat milk secretion could be induced in virgin rabbits by injecting a pituitaryextract. In 1933, Riddle, Bates, and Dykshorn purified the proteinresponsible for the milk secretion response observed by Stricker andGrueter, they named it prolactin (Prl). Even now, the widely touted andutilized galactopoietic effect of somatotropin to increase milk production inlactating dairy cows had its foundation in studies by Asimov and Krouze in



the 1930s. They showed that injections of pituitary extracts consistentlyincreased milk production in lactating cows (Asimov and Krouze, 1937).Scientists describing and quantifying the potent effects of pregnancy onmammary growth and changes in the mammary gland at puberty spurredothers to isolate and identify the steroid hormones estrogen andprogesterone. Advances in purification techniques and understanding ofsteroid hormone chemistry allowed further studies, leading to the productionof these steroids for widespread animal testing.Although the existence of mammogenic and lactogenic substances from thepituitary had long been known, the efforts of Li et al. in the 1940s to purifylarger quantities of Prl and growth hormone (GH) were essential (Riddle etal., 1933). Soon thereafter, specific roles for these hormones in theregulation of mammogenesis in rodents were delineated in classic ablationreplacement experiments (Lyons, et al., 1958; Nandi, 1958). In an extensiveseries of studies, triply operated (adrenalectomized, ovariectomized, andhypophysectomized) rats and mice were treated with various combinationsof purified hormones to see if normal mammary development could berestored. Injections of estrogen and GH together caused proliferation ofmammary ducts. However, treatment with estrogen, progesterone, Prl, andGH was needed for lobulo‐alveolar development. The maximum ductular andlobulo‐alveolar development, although still less than in pregnancy, wasobtained in animals also given glucocorticoids. For some strains of mice, GHand Prl were both capable of stimulating lobulo‐alveolar development.British researchers focused on efforts to improve and maintain milk suppliesduring World War II, initiated many endocrine studies on mammarydevelopment and function in dairy animals (Cowie et al., 1980). For example,the effects of estrogen and progesterone on mammogenesis were extensivelyevaluated in attempts to induce lactation in nonpregnant animals. Althoughdifficulties with needed surgeries and expense continue to limit the use ofablation replacement experiments to study mammary development andfunction in cattle, Cowie et al. (1966) studied hypophysectomized–ovariectomized goats and showed that mammary development comparable tomid‐gestation could be obtained in animals treated with a combination ofestrogen, progesterone, Prl, GH, and adrenocorticotrophic hormone (ACTH).Such experiments served to confirm that at least general effects attributedto these hormones on mammary development in rodents, applied tomammary development in dairy animals.Although it should be clear that mammogenesis involves more thanincreased secretion of estrogen and progesterone, which occurs duringpregnancy, this is nonetheless critical. During the estrus cycle, estrogenconcentrations increase because of follicle growth but with the appearanceof the dominant follicle and ovulation concentrations of estrogen decline andprogesterone concentrations increase. Because estrogen and progesteroneare both important for final duct growth and lobulo‐alveolar development,



the lack of a sustained simultaneous increase of both steroids during theestrus cycle likely explains the lack of marked parenchymal tissuedevelopment at this time. Furthermore, few of the studied species showevidence of lobulo‐alveolar development before conception. With conception,the corpus luteum is maintained, and along with increasing production bythe placenta in many species, blood concentrations of progesterone areelevated throughout gestation. Concentrations of estradiol are higher(relative to the estrus cycle) with a gradual increase during gestation until amore dramatic increase during the final few weeks before birth.Consequently, concentrations of estrogen and progesterone are bothsimultaneously elevated during much of gestation, especially during the laterportion of gestation. This is believed to be responsible for much of themammary growth during gestation. Prl and possible prolactin‐like activityassociated with the secretion of placental lactogen (PL) are also important inmammogenesis in some ruminants (sheep and goats). In cattle, Prl is mostlikely a permissive agent for the mammogenic effects of steroids and othergrowth factors. There are no specific changes in the secretion of Prl in cattleassociated with mammogenesis and lobulo‐alveolar formation duringpregnancy.An interesting accidental discovery reported by Smith and Schanbacher(1973) created a flurry of activity on hormonal induction of lactation incattle. These researchers were studying the effects of steroids on thesecretion of immunoglobulins into mammary secretions of non‐lactatingcows, that is, animals that had failed to conceive. They observed thatinjections of estradiol‐17‐β and progesterone for only seven days, at dosesthat mimicked blood concentrations in animals near calving, caused theudders of some of the animals to “bag up”. When these animals were milkedthe initial colostrum‐like secretions rapidly gave way to secretion of milk. Asreviewed (Akers, 1985; Akers 2017), subsequent studies showed thatlactation could be induced in about 70% of these nonpregnant cows and thatmilk yields for the successful animals averaged about 70% of normal. Othersfound positive correlations between the success of induced lactations andconcentrations of Prl and well as improved yields when cows were also givendrugs to induce Prl secretion. Moreover, greater milk yields measured forcows induced into lactation during the spring and summer were attributed tohigher concentrations of Prl in serum compared with cows treated duringwinter months.Although changes in blood concentrations of mammogenic hormones areimportant in explaining changes in mammary growth, changes in tissuesensitivity and availability of biologically active hormones are also important(Purup et al., 1993). In circulation, the steroid hormones are bound totransport proteins. Even in tissues, the steroids can become sequesteredwith cellular lipids and therefore effectively unavailable (Capuco et al.,1982). This effect coupled with a decrease in progesterone receptorconcentration and a change in isoforms of the receptor explains the



disappearance of the negative effect of progesterone on lactogenesis at thetime of parturition in cattle. This illustrates the concept that the biologicaleffectiveness of circulating hormones may change independent of the totalblood concentration of the hormone. In addition, changes in expression,synthesis, or availability of hormone receptors in target cells also clearlyimpact biological response.With the advent of techniques to radiolabel hormones (see Chapter 12), itbecame possible to measure the apparent number of receptors in tissues andcells. This typically requires the isolation and homogenization of tissues toisolate cell membranes (the usual site for protein hormone receptors) or cellnuclei for evaluation of steroid receptors. These studies were powerful andserved to emphasize that changes in the numbers of receptors in target cellsdid indeed change in correspondence with the physiological effects of manyimportant mammogenic or lactogenic hormones. For example, data from anassay of ovine mammary tissue shows that expression of the progesteronereceptor occurs in close correspondence with the appearance of lobulo‐alveolar development (Table 18.2). Serum concentrations of progesteroneare consistently elevated during gestation with higher concentrations inlater stages of gestation and in ewes with more than one fetus. Table 18.5illustrates changes in serum concentrations of some important mammogenichormones during gestation, as well as mammary tissue receptorconcentration (Akers and Keys, 1984).As is often true, technical advances have allowed more detailed evaluation ofthe expression of many hormone receptors in specific cells in various tissues,including the mammary gland. The creation of very specific antibodiesagainst hormone receptors (and other cell markers), fluorescent tags,fluorescence microscopy, advanced computing power, and multispectralanalysis, coupled with rapid improvements in quantitation of digital images,is allowing evaluation not just identification of populations of cellsexpressing hormone receptors but simultaneous identification of multiplereceptors and levels of expression. As envisioned by Ellis et al. (2012) thesetechnical advances offer tremendous opportunities to advanceunderstanding of the intricacies of cell signaling and tissue development.Specific to mammary development in prepubertal calves, Tucker et al.(2016) reported the results of an experiment in which prepubertal calveswere administered the antiestrogen tamoxifen. As anticipated, based on themeasurement of tissue mass or DNA, mammary development was markedlyimpaired (50% lower) in calves given tamoxifen. There was no effect onserum estradiol. The proportion of epithelial cells expressing either estrogenor progesterone receptor was not affected by treatment but the level ofexpression of estrogen receptor was 6.2‐fold lower in tamoxifen‐treatedheifers (see Figure 12.8 in Chapter 12). Likewise, messenger RNAexpression of the estrogen receptor was significantly reduced by tamoxifentreatment. The intensity of progesterone receptor expression was greater in



tamoxifen‐treated heifers. Such data supports the utility of advancedimaging tools and specialized reagents to better understand the intricaciesof hormone receptor action.As its name might suggest, Prl has undoubtedly been the most intenselystudied hormone related to lactation and mammary growth. Despiteunderstanding that the presence of the pituitary is essential for normalmammary development, whether Prl or GH predominate in mammogenesis isnot clear. The answer to this question is likely species dependent.In addition to the ovary and corpus luteum, the placenta produces estrogen,progesterone, and a prolactin‐like hormone called PL. PL was firstrecognized by its Prl‐like biological effects. However, the PLs of manyspecies have both GH and Prl‐like activities. For example, Prl and non‐primate GH molecules interact only with their specific receptors, calledlactogenic and somatogenic, respectively. Human GH in contrast recognizesboth receptor classes. This coincidently probably explains the inappropriatebreast development sometimes observed in human males with pituitarytumors that overproduce GH. It also explains its utility as a ligand tomeasure Prl receptors in ruminant tissues. Both ovine and bovine PL behavelike human GH, they compete for both somatogenic and lactogenicreceptors. Although PL is implicated in the preparation of the mammarygland for lactation, stimulation of steroidogenesis, fetal growth, andalteration of maternal metabolism, direct evidence for its effects in cattle islacking. The best evidence for the role of Pl in mammogenesis is in rodentsand in sheep and goats.
Table 18.5 Effect of stage of gestation on serum concentrations ofmammogenic hormones mammary tissue receptor concentration.Data adapted from Smith et al. (1987, 1989).

Day of Gestation
Measurement 50 80 115 140
Hormone binding (n = 3) (n = 4) (n = 3) (n = 4)Progesterone (fmol/mg cytosolicprotein) 125 ± 53 149 ± 26 656 ± 216 57 ± 22
Prolactin (fmol/mg microsomalprotein) 7.2 ± 2.1 5.2 ± 1.9 32 ± 3.6 22.2 ± 2.9
Hormone concentrationProgesterone (ng/mL) 3.6 ± 1.3 5.6 ± 1.0 29.9 ± 8.6 14.8 ± 0.7Prolactin (ng/mL) 58 ± 10 24 ± 4 31 ± 8 134 ± 26Growth hormone (ng/mL) 2.4 ± 0.4 4.4 ± 1.4 8.1 ± 1.3 15 ± 6.0



While the significance of Prl in mammogenesis in all species is unclear, thereis no doubt about the importance of Prl in lactogenesis. Some of the bestevidence for the importance of increased periparturient secretion of Prl instage II lactogenesis has come from experiments in which the administrationof a dopamine agonist was used to inhibit Prl secretion and correspondinglyimpair lactation. In ruminants where postpartum milking continues,administration of the dopamine agonist α‐bromoergocryptine (CB154)reduced basal prolactin concentration by about 80% and prevented the usualperiparturient rise, as well as the milking‐induced Prl rise during the firstweek postpartum. Milk production was reduced by 45% during the first 10 days postpartum. Lost milk production was associated with reducedsynthesis of α‐lactalbumin, lactose, and fatty acids, as well as impairedstructural differentiation of the mammary secretory cells. Selected effectsare summarized in Table 18.6. Cows treated with exogenous Prl, in additionto the agonist (to replace the periparturient surge in prolactin), showed noloss of milk production or negative effects on milk component biosynthesis oralveolar cell differentiation. The effect of Prl suppression and replacementduring the periparturient period on milk production in multiparous cows isshown in Figure 18.9. Clearly, Prl is important in mammary celldifferentiation and lactogenesis (Akers et al. 1981a,b) (Fig. 18.10).Aside from circumstantial evidence related to changes in circulatinghormone concentrations, there is a marked increase in the numbers ofmammary cell receptors for Prl, IGF‐I, and cortisol during late gestation.Progesterone receptor concentration is also correspondingly reduced withthe onset of lactation. Thus, simultaneous, coordinated changes incirculating hormones and receptors serve to regulate the timing oflactogenesis. It is believed that high concentrations of progesterone duringgestation act to inhibit the onset of lactation. Near the time of parturition,progesterone concentrations begin to wane and estrogen concentrationsincrease. Removal of the negative effects of progesterone, along with thepositive effects of Prl and glucocorticoids, set the stage for the onset ofcopious milk production (stage II of lactogenesis).Data from culture experiments also supports the roles of these hormones inlactogenesis. For example, additions of estradiol or cortisol markedlyenhance Prl‐induced secretion of α‐lactalbumin (a specific milk protein) bymammary explants taken from pregnant cows. Mammary explants fromestrogenprimed or pregnant mice also require insulin, cortisol, and Prl forthe accumulation of casein and α‐lactalbumin. However, some caution isadvised with wholesale extrapolation of results from culture experiments tothe intact animal, as well as uncritical extrapolation between species. Forexample, induction of the various milk proteins in culture does notnecessarily reflect the timing of events in vivo. Neither do existing culturemethods allow consistent synthesis and secretion of milk lipids. Finally,hormone concentrations employed may not accurately reflect the situation atthe level of the mammary cell in the animal. Culture systems by their very



nature represent relatively uncomplicated regulation compared with theintact animal. Nonetheless, results shown in Figure 18.11 illustrate thepositive effects of Prl, cortisol, and estradiol on synthesis and secretion of α‐lactalbumin by explants of bovine mammary tissue.
Table 18.6 Changes in lactose synthesis, α‐lactalbumin, RNA, and DNA inthe mammary gland of cows before and after parturition and with treatmentwith CB154 to suppress Prl secretion.Adapted from Akers et al. (1981b).

Treatment
Prepartum Postpartum CB154 CB154 + 

PrlLactose synthesis (μg/h/100 mg) 39 ± 63 552 ± 70 327 ± 63 628 ± 81
α‐Lactalbumin(μg/mg/cytosol protein) 1.7 ± 0.04 5.4 ± 0.4 2.8 ± 0.4 6.8 ± 0.5
RNA (g) 23.6 ± 2.1 87.2 ± 16.8 56.0 ± 7.9 91.5 ± 12.8DNA (g) 27.9 ± 2.9 46.0 ± 3.8 40.1 ± 3.8 42.2 ± 3.8
Control animals were euthanized 10 days before or after parturition. CB154 was administered for 12 days before expected parturition through parturition. Animals given Prl were infused continuously forsix days immediately before parturition.



Fig. 18.10 Serum Prl in cows given CB154. Cows were administered dailyinjections of ergocryptine (CB154) during the periparturient period. Bothbasal concentrations and the surge in Prl, which accompanies parturition,were blocked.Data adapted from Akers et al. (1981a).Application of molecular techniques to mammary gland biology has solidifiedknowledge that Prl and glucocorticoids are the primary stimulators ofmammary cell differentiation. Both Prl and glucocorticoid response elementsare found within the promoter regions of the genes for several mammary‐specific milk proteins. Induction of both mRNA and specific milk proteins inthe presence of Prl or glucocorticoids in isolated mammary epithelial cellsconfirms the importance of these hormones in lactogenesis and providesdetails for mechanisms of action of these hormones in the control of milkprotein gene expression (Rosen et al., 1999; Akers, 2006).The term galactopoiesis was originally coined to describe the enhancementof an established lactation. With this strict definition, only exogenous GH(bST) and thyroid hormones are undisputed galactopoietic hormones in dairyanimals. Responses also suggest that these hormones are endogenously ratelimiting. However, more generally, galactopoiesis can also be described asthe maintenance of lactation. In this sense, a larger number of hormones and



growth factors are candidates as galactopoietic agents. Continued secretionof galactopoietic hormones, growth factors, and regular milk removal areessential for regulation and maintenance of lactation following lactogenesis.



Fig. 18.11 Effect of lactogenic hormones on secretion of α‐lactalbumin.Explants of bovine mammary tissue from multiparous, nonlactating,pregnant cows were incubated with various combinations of hormones.Panel (A) demonstrates a concentration‐dependent increase in α‐lactalbuminin response to the addition of bovine Prl. Panel (B) shows the additive effectof cortisol on Prl‐induced α‐lactalbumin secretion. Panel (C) demonstrates aconcentration‐dependent inhibitory effect of progesterone (P) on Prlstimulation of α‐lactalbumin secretion.Data adapted from Goodman et al. (1983).



Fig. 18.12 Milk yield after hypophysectomy. A lactating goat washypophysectomized and administered hormone replacement. Milkproduction averaged 3.7 kg per day before surgery (intact). After treatmentfor two months with dexamethasone (Dex; synthetic glucocorticoid) yieldswere as indicated at time zero. Milk production is depicted with the additionor removal of hormone treatment as indicated.Adapted from Cowie (1969).The pituitary gland and its hormones are essential integrators of theendocrine regulation of milk secretion. This is dramatically shown by the lossof milk production in hypophysectomized lactating goats. However, milkyield can be fully restored to prehypophysectomy levels by the combinedadministration of Prl, GH, glucocorticoids, and triiodothyronine (T3) seeFigure 18.12. Although species differences exist, endocrine organablation/replacement studies show that Prl, GH, glucocorticoids, and thyroidhormones are typically required for the full maintenance of lactation (Topperand Freeman, 1980). This does not mean that additional hormones andgrowth factors (humoral and local, identified and unidentified) might notalso be important or mediate the effects of these hormones.Secretion of oxytocin at milking or suckling is necessary in most species forefficient removal of accumulated milk and in some species it is essential toobtain any milk at all. The importance of regular milk removal to preventmammary involution has been known for many years but it has also beenhypothesized that the secretion of galactopoietic hormones with milking or



sucking was also important. Secretion of Prl and oxytocin, as well as relatedsecretions of norepinephrine or epinephrine, which can impact the secretion(or action) of oxytocin, are most often associated with hormone secretion atmilking and its effects on milk synthesis. However, glucocorticoids are alsosecreted in response to milking or suckling, as is GH in some species.
Milk Synthesis and Secretion
ColostrumThe secretions that accumulate in the mammary gland during gestation,especially just before parturition, are critically important to the survival ofthe offspring. This is especially true for animals in which there is no transferof antibodies to the developing fetus. Because it takes time for the immunesystems of newborns to develop, the protection provided by ingestion ofcolostrum is essential. In most bovine dairies, calves are removed from theirdams soon after birth. This is being done for management reasons. It wouldbe difficult to arrange for milking in modern milking parlors if calves weremaintained with dams. In addition, it is apparent that there is a premium onharvesting milk, the primary income source for most dairies. Regardless,calves required colostrum. This means that the first milkings are recoveredand the colostrum is preserved to supply the colostrum for calves. Westhoffet al. (2024) have reviewed the variety of factors that influence the quality ofcolostrum available for calf feeding. Some of the sources that impactcolostrum include individual animal variability, seasonal changes, prepartumnutrition of the cow, storage conditions, the validity of measures to assessthe quality of the colostrum, and others. Silva et al. (2024) provide acomprehensive review of the myriads of physiologically importantcomponents present in bovine colostrum.In addition, to the antibodies and antimicrobial agents in colostrum(lactoferrin, lysozyme, and lactoperoxidase), colostrum also contains a largevariety of hormones and growth factors in much higher concentrations thanin milk. This at least in part explains the interest in colostrum (Liu et al.,2024) as a source of bioactive agents (see Box 18.2).



Box 18.2 Colostrum to the rescue?

With an improved understanding of the role of the GI tract mucosa inimmunity (see Chapter 15), there is increasing interest in the use ofcolostrum as a kind of functional food to combat GI tract issues inhumans. Nagpal et al. (2011) review aspects of this topic from the pointof view of functional foods. Indeed, powered versions of bovinecolostrum are currently being marketed for human consumption. Inaddition, preparation of extracellular vesicles or exosomes preparedfrom colostrum and mature milk are being explored as therapeuticagents in human health (Cui et al. 2023; Meng et al., 2024). These smallvesicles are known to contain an array of microRNAs and can enter GItract enterocytes (Mecocci et al., 2024). Use of colostrum and milk‐derived exosomes as drug delivery systems portends a benefit ofcolostrum and milk never imagined. Perhaps more surprising, Santos etal. (2024) summarize studies that have explored the use of bovinecolostrum as a source of bioactive agents for human tissue regeneration.Most of the studies addressed the effects of colostrum extracts on theproliferation of human cells involved in wound healing, that is,fibroblasts and keratinocytes, but some have added colostrum fractionsto actual wound dressings. The point is that there is a great deal ofinterest in possible bioactive agents in lots of biological fluids, especiallycolostrum and milk (Dos Santos and Kraus, 2024; Duan et al., 2024).
The dramatic changes in the structure and functionality of the mammaryalveolar cells around the time of parturition were described and illustratedin our consideration of cell differentiation (see Figs. 18.7 and 18.8) but thisis worthy of a second look, regarding the change from colostrum productionto mature milk. Figure 18.13 illustrates the progression of the cellularchanges exhibited during this transition period. Specifically, the alveolarcells progress from a condition with minimal secretory activity with respectto the production of specific milk components during which time the cellsexpress abundant immunoglobulin receptors as antibodies accumulate in thealveolar spaces. In this condition, the cells have limited numbers oforganelles necessary for abundant biosynthesis of milk components (RER,Golgi, mitochondria, etc.) but do exhibit scattered lipid droplets (Wang et al.,2024). As parturition approaches the cells progressively add syntheticcapacity demonstrated biochemically and structurally. This improveddifferentiation status is maximized in the days following parturition as thedemands of the suckling young or milking machine increase this phase ofdevelopment is generally called stage II lactogenesis. This progressive onsetof copious milk secretion is often noted in human lactation where it can takeseveral days after parturition before substantial secretion of milk occurs.The alveolar cellular profile, indicating abundant milk biosynthesis, is very



pronounced in high‐producing dairy cows, as illustrated by the differences inthe cytology of lactating beef and dairy cows. Table 18.7 provides aquantitative evaluation of the structural attributes of mammary epithelialcells from beef compared with dairy heifers that were both milked in amilking parlor. Tissue samples were collected from the animals on day 49 oflactation. The contrast in cellular profiles suggests that at least a part of thedifference in milk production between breeds is due to differences insecretory cell differentiation (Akers et al., 2006).



Fig. 18.13 Changes in the cytology of bovine mammary epithelial during thetransition from late gestation into established location are illustrated. Indairy cows, most alveolar cells progress from a state of poor differentiation(E1) to either a state of intermediate (E2) or full differentiation (E3). It islikely that the selection of cows for high milk production (typical dairybreeds) induces a greater portion of the mammary cells to achieve a higherlevel of differentiation. This, in part, explains increased milk production indairy compared with beef cows along with larger udders.
Table 18.7 Percentage of mammary alveolar cells exhibiting poor,intermediate, or full differentiation on day 49 of lactation.Data adapted from Akers et al., 2006.

Differentiation
Class

Breed
Beef Dairy SEMPoor (E1) 44.5 1.2 4.2Intermediate (E2) 54.8 47.3 4.0Full (E3) 1.3 52.9 1.7

SEM (standard error of the mean). Breed (Hereford and Holstein).



In addition, to the dramatic changes in cell structural and biochemicaldifferentiation to support milk component biosynthesis, there are alsoalterations in transport mechanisms for materials crossing the milk/bloodbarrier. The “leaky” junctional complexes present before parturition explainin part the accumulation of serum components in colostrum. In addition, theIgG receptors expressed by the alveolar cells before parturition largelydisappear with the onset of lactogenesis. With the onset of lactogenesis, thezona occludens between the epithelial cells become more competent. The“tight” junctions effectively become tight. Both events decrease theaccumulation of IgG in mammary secretions, that is, the transition fromcolostrum to mature milk. Moreover, the increase in prolactin at calving isespecially important in driving these changes (Barrington et al., 2001).A somewhat novel measurement of this phenomenon involves measuringmilk components in blood. In a healthy lactating mammary gland, thereshould be very minimal presence of milk constituents (proteins or lactose)appearing in the bloodstream. The presence of the blood/milk barrier andchanges in barrier function can be monitored by measuring concentrationsof milk proteins or lactose during the course of mammary development inprimiparous heifers. In the case illustrated in Figure 18.14, a sensitiveradioimmunoassay was used to measure ng/mL quantities of the milk proteinα‐lactalbumin in blood during gestation, through parturition, and into earlylactation (McFadden et al., 1987). Blood α‐lactalbumin (as expected) isundetected in nonpregnant heifers and begins to be detected at about 200 days of gestation. It then increases progressively and begins about 30 daysbefore calving increases dramatically reaching about 300 ng/mL asparturition approaches, peaks about calving, and drops precipitouslythereafter. To be sure, there is minimal synthesis of milk proteins until latein gestation as cell differentiation increases with the onset of lactogenesis.However, some milk protein production occurs in some alveolar cells.Because the junctional complexes are not competent at this time, some ofthe accumulating protein can pass into the bloodstream. The progressiveincrease in blood concentration reflects the concomitant addition of alveolartissue during gestation. Figure 18.14 shows changes in serum α‐lactalbuminduring the week around parturition. Depending on milking frequency serumconcentrations of α‐lactalbumin range between about 60 and 110 ng/mLduring established lactation. It should be noted that the quantity of α‐lactalbumin in the bloodstream is quite low relative to quantities present inmilk but changes in concentrations in serum can reflect changes in themilk/blood barrier.



Fig. 18.14 Changes in serum α‐lactalbumin around the time of calving indairy cows. Note the dramatic increase as lactogenesis begins in earnest justbefore parturition and the equally abrupt decrease with the onset of milking.Adapted from McFadden et al. (1988).For example, McFadden et al. (1988) found that intramammary injection ofendotoxin dramatically increased milk somatic cell count (a reflection of anacute influx of neutrophils), which coincided with increases of blood α‐lactalbumin and casein within six hours to peak concentrations between 12



and 24 hours. Concentration returned to near baseline within a few days. Inaddition, blood samples were taken at the same time when milk sampleswere collected for routine determination of somatic cell count. Milk somaticcell count (SCC) is a routine measure of udder health taken on many dairies.The correspondence between milk somatic cell count (MSCC) and α‐lactalbumin was striking. For example, in cows with MSCC of 25 × 103, α‐lactalbumin averaged 129 ng/mL, at 100 × 103, it was 249 ng/mL, at 500 to1000 × 103 it was 347, and above 1000 × 103 it was 562 ng/mL. Theconcentration of α‐lactalbumin in blood serum was influenced by lactationnumber but MSCC was the primary factor affecting blood concentrations ofα‐lactalbumin during lactation. This suggests that the measurement of milkcomponents in blood is a good proxy for the functionality of mammaryepithelial cell junctions.The mammary gland is an unusual exocrine gland in several respects. Theproduct is a very complex mixture, which depends on apocrine and meocrinemodes of secretion. Other components are derived by passage of solublemolecules across (transcellular) and sometimes between (paracellular) cells.Physically milk is a complex solution of salts, carbohydrates, miscellaneouscompounds with dispersed proteins and protein aggregates, casein micelles,and fat globules. Milk osmolarity generally equals blood (~300 mOsm) andhas a pH between 6.2 and 7.0. Bovine and human milk have an average pHof 6.6 and 7.0, respectively.Once initiated, milk secretion continues throughout lactation. This secretionmixture includes membrane‐bound lipid droplets, casein micelles, and anaqueous phase usually containing lactose, minerals, other proteins, and avariety of other soluble components. Milk is stored within the lumen of thealveoli and ductular system until it is removed by the milking machine or thesuckling offspring. Suckling intervals vary widely between mammals,ranging from minutes to hours in cattle, to once daily in rabbits, to onceevery two days in tree shrews, or only once a week in some seals. Moreover,although there are species‐specific changes in milk composition with thestage of lactation, milk composition for most of lactation is generally onlymoderately affected by environmental or nutritional changes, despite theoften dramatic changes in milk volume. Function of the mammary glandduring established lactation is closely linked with several hormones, growthfactors, and local tissue regulators but it is difficult to ascribe specifictransport activity to a particular molecule or to determine if effects aredirect or indirect.Across species, there are dramatic differences in milk composition. Milkfrom Holstein cows (the source of most of the milk for human consumptionin Western societies) has about 3.2% protein, 3.4% fat, and 4.6% lactose. Incontrast, hooded seals produce milk with about 6.0% protein, 50% fat, andvirtually no carbohydrate. These differences reflect the widely variableneeds of suckling neonates and are a tribute to the success of mammals in



surviving and thriving in a huge range of environmental niches. Lactationhas been a key to successful reproductive strategies in all these diversemammals. Table 18.8 provides milk composition data for some selectedspecies.In addition, to the major milk constituents and their general nutritionalvalue, there is widespread interest in other more “minor” milk components.We have already discussed novel uses of colostrum but there are also effortsto identify and/or modify milk composition to tailor milk or milk‐derivedproducts for specific populations, that is, minimization of possible allergicresponses to some bovine milk proteins or enhance immunoactivity of milkcomponents for example lactoferrin. There are also efforts to create“humanized” bovine milk. Essentially via genetic engineering to replacebovine milk proteins with human versions of these common milk proteins.Such efforts revolve around the production of functional foods that bettermeet the needs of human infants or relieve other clinical issues.Along with mammary cell‐specific constituents milk contains a myriad ofminor components. Many of these molecules are important nutrients orregulators of the neonate (growth factors, water, and ions) but othercomponents may include drugs or other xenobiotic substances transportedfrom the circulation. Molecules are transported into the milk by severalpossible routes. Mammary epithelial cells can maintain substantial gradientsfor Na+, K+, and Cl− ions across the cell membrane. During establishedlactation, there are also gradients between milk and plasma. These ions areimportant to maintain normal electrical gradients across the alveolar cellmembranes, but they also are critical in the regulation of milk osmolarity,especially for those species with low lactose production. Concentrations ofNa+ inside (~43 mM) of the cells are typically lower than outside (150 mM)but the gradient for K+ is the opposite (143 mM inside compared with 4.5 mM). These differentials are maintained by the action of Na+ K+ ATPasepumps in the basolateral membranes. The apical plasma membrane ispermeable to both ions so that the distribution of these ions into milk iscontrolled by the electrical potential across the apical plasma membrane.Milk is electrically positive with respect to the cell, so the concentrations ofNa+ and K+ are lower in milk than in the cells, but the K+/Na+ ratio (~3 : 1)is similar. Concentration of Cl− is higher inside the cells than the equilibriumdistribution would suggest so membrane pumps in the basolateral and apicalmembranes act to sequester Cl−. It is easy to imagine that this balance ofions between milk and blood is readily compromised if the leakiness of thetight junctions is altered (Stelwagen, 2001).



Table 18.8 Gross milk composition of various species.Adapted from Jenness (1974) and Oftedal (1984, 1997).
Percentage by Weight

Species Water Fat Casein Whey Lactose AshHuman (Homo sapiens) 87.1 4.5 0.4 0.5 7.1 0.2Cow (Bos taurus) 87.3 3.9 2.6 0.6 4.6 0.7Sheep (Ovis aries) 82.0 7.2 3.9 0.7 4.8 0.9Goat (Capra hircus) 86.7 4.5 2.6 0.6 4.3 0.8Horse (Equus caballus) 88.8 1.9 1.3 1.2 6.2 0.5Pig (Sus scrofa) 81.2 6.8 2.8 2.0 5.5 1.0Dog (Canis familiaris) 76.4 10.7 5.1 2.3 3.3 1.2Cat (Felis catus) – 4.8 3.7 3.3 4.8 1.0Rat (Rattus norvegicus) 79.0 10.3 6.4 2.0 2.6 1.3Mouse (Mus musculus) 73.6 13.1 7.0 2.0 3.0 1.3Blue Whale (Balenopteridae
musculus)

45.5 39.4 7.2 3.7 0.4 1.4
As dietitians and nutritionists frequently note, milk is a rich source ofcalcium, with total concentrations equaling 100 mM or more. With the onsetof lactation, the mammary gland extracts large quantities of calcium tosupply the developing neonate. For high‐producing dairy cows, this demandcan lead to metabolic periparturient paresis unless animals are carefullymanaged. The calcium in the milk exists as free calcium, casein‐boundcalcium, or calcium associated with various inorganic anions, for example,citrate and phosphate. There is little movement of calcium from milk toblood, which suggests that calcium cannot pass across the apical plasmamembrane. Given that most of the calcium is associated with the caseinmicelles, the Golgi vesicle route of secretion is the predominating pathway.However, because all the milk calcium is derived from the circulation, theremust be differences in transport between basolateral and apical membranes.Mammary cells maintain a low intracellular free calcium concentrationdespite the marked accumulation of calcium in milk. This is importantbecause changes in free calcium concentration are closely linked withseveral hormones and growth factor signaling pathways. One idea is that therate of calcium influx into the cell is matched by a corresponding uptake ofcalcium by cellular organelles. The presence of an ATP‐dependent calciumpump on Golgi membranes has been demonstrated. Calcium uptake bymammary cells is also likely hormonally regulated because parathyroidhormone‐related protein and 1,25‐(OH)2 vitamin D3 stimulate the uptake ofcalcium in cultured mammary tissue (Box 18.3).



Box 18.3 Milk composition and milk removal

Does the composition of milk influence milking or suckling capacity? Asillustrated in an earlier chapter (Fig. 2.10), secretory processes inepithelial cells can be influenced by specific products made by the cells.The disaccharide lactose appears in all milks, except for those of somemarine mammals. Its synthesis depends on the enzyme lactosesynthetase, which is active as a complex of β1‐4‐galactosyl transferaseand the hormonally regulated milk protein α‐lactalbumin. It is knownthat α‐lactalbumin evolved from lysozyme before the evolution ofsauropsids (leading to birds and reptiles). Thus, the ability to producelactose appeared before it was utilized as a milk component. It is likelythen that many of these early milk‐like secretions containedantimicrobial oligosaccharides but no lactose. Interestingly, the cellularbiosynthesis of lactose in the modern mammary gland also acts topromote hydration of suckling young because of the capacity of lactosecontained within secretory vesicles to attract water via osmosis, thuseffectively diluting mammary secretions. It is also likely that thepresence of lactose improves milk letdown and the supply of milk to thesuckling young because of the production of less viscous secretions.Indeed, experiments in transgenic mice have demonstrated that whenthe α‐lactalbumin gene is silenced, the pups fail to thrive because of afailure to productively nurse (Stinnakre et al., 1994).This suggests that there must be differences in oxytocin release,response times, or mammary architecture that allow for sufficient andefficient milk removal in mammals with milk containing very high fat (asmuch as 50%) but no lactose (fur seals and sea lions) or very low (<1%)carbohydrate (gray seals). Certainly, there are dramatic differencesamong species with respect to lactation (Brennan et al., 2007).
Lactation CurvesOnce initiated lactation depends on regular suckling or milking of themammary gland to maintain the lactation. Although the time required forregression varies markedly between species, that is, days for rodents versusweeks for ruminants, without milk removal the alveolar structure iseventually degraded, alveolar cells dedifferentiate and many cells undergoapoptosis. Without the stimulus of another gestation, the gland progressivelyreverts to a structure like that of the mature virgin. However, in the dairycow milk production increases with each successive lactation. This suggestsaccumulative mammary growth with each lactation cycle. Normal husbandrydictates that dairy cows are rebred soon after the onset of lactation andmilked for much of the concurrent pregnancy. Consequently, during the later



part of lactation, the cow has dual functions of growth of the developing calfand continued lactation. Compared with wild ruminants or beef cows theperiod between consecutive lactations is relatively short. Consequently,there is less opportunity for mammary regression or involution. Second,hormonal and metabolic changes associated with late gestation andpreparation for parturition are conducive to mammary development. Thismeans that the time course of mammary involution is impacted byconcurrent gestation.Although early sections provide an overview of mammary development, thesomewhat unique anatomy of the udder deserves special attention. In cowand other ruminants, the mammary glands are clustered together intogroups of two (goats or sheep) or four (cattle) mammary glands to create theudder. This arrangement provides a practical advantage. Because themammary glands and teats are close together, the portion of the milkingmachine attached to the animal (teat cups and teat cluster) can be relativelycompact. For those not familiar with the milking and management of moderndairy cows, the udder of a lactating Holstein cow can be massive. It is notunusual for a single cow to yield 30 kg or more of milk at a single milking.Combined with the mass of the udder tissues this means that the connectivetissues of the mammary glands must support as much as 70 kg of tissues andstored milk just before milking. Given the dorsal inguinal orientation of theudder, this is no trivial matter. Support is provided by strong flat suspensoryligaments, which are attached to the pelvic bone and to the strong tendonsof the abdominal muscles in the pelvic area.The udder is divided into two distinct halves, separated by the medial ormedian suspensory ligament, which provides most of the strength to hold theudder attached to the dorsal body wall. Fibers of the lateral ligaments arecontinuous with the medial ligament but spread over either side of the udderso that it appears to the held in a sling of connective tissue. The medialligament is somewhat elastic, but the lateral ligaments are not. As the milkaccumulates in the udder, the normal vertical orientation of the teats is lostas teats progressively protrude laterally. As animals age excessivedegradation of the fibers of the medial suspensory ligament can reduce itssupport capacity so that the udder becomes pendulous irrespective of timerelative to milking. This can lead to difficulties with milking, that is,problems maintaining attachment of teat cups, as well as problems with teatinjury and increased mastitis risk. Figure 18.15 illustrates the appearanceand strength of the medial and lateral ligaments. The mammary glands ofthe udder are directly connected to the abdominal cavity only via passagethrough the inguinal canals. These are paired narrow oblique passagesthrough the abdominal wall on either side of the midline, just above theudder. These canals allow the passage of blood and lymph vessels andnerves to the udder.



Compared with most other mammary glands, those animals with udders alsohave relatively large nipples or teats. Specifically, the teat of the ruminanthas a single opening called the streak canal that leads directly into a spacewithin the teat called the teat cistern. The structure of the streak canal isconsidered further with respect to its role as the primary defensive barrieragainst mastitis. The space of the teat cistern would typically hold only a fewmL of milk. Near the base of the teat, there is an annular fold of tissue,which separates the teat cistern from the gland cistern. The gland cistern isroughly the size of an orange and holds ~200 mL of milk. The gland cisternhas many irregularly shaped cavities, which accommodate the endings oflarge intralobular ducts, which drain milk from the secretory tissue. Exceptfor the terminal ducts that are directly adjacent to the alveoli, ducts are linedwith at least two layers of nonsecretory epithelial cells. It is estimated that40%–60% of the milk is stored in the lumenal spaces of the ducts or cisterns.Above the gland cistern, the tissue is progressively denser and morecompact because of the relative lack of very large ducts and the closelyarranged lobules.

Fig. 18.15 Medial and lateral suspensory ligaments. Panel (A) shows thedissected udder of a cow supported by only the medial suspensory ligament(A). Panel (B) shows a portion of the lateral suspensory ligament dissectedas a flap of tissue (arrows). The letters a and b indicate the cut edge andboundaries of a flap of the lateral suspensory ligament.Swett et al. (2101) / United States Department of Agriculture / Public domain.It has long been assumed that milk is prevented from escaping from the teatby the action of bands of sphincter‐like smooth muscle cells in the teatmeatus surrounding the streak canal. However, studies suggest that most ofthese smooth muscle cell elements are located some distance from thestreak canal and that they are more likely involved in rhythmic contractionsof the teat. Thus, closure of the teat canal depends on passive elasticelements in the region surrounding the streak canal. A more recent



suggestion is for a multi‐spiraled, net‐like combination of elastic fibers andassociated smooth muscle cells, which produce a spiraling of the internalepithelial folds of the streak canal to affect closure. Regardless of the exactmechanism, the internal structure of the streak canal and its surfacesecretions prevent milk leakage and act as a barrier. Although milking easeand milk speed are important factors in the economics of a dairy operation,the selection of cows with wide, short teat canals may well speed up themilking process at the expense of increased risk of mastitis.The skin of the teat is hairless but tough and resistant to tears or punctures.Histologically it is a stratified squamous epithelium that extends over theteat end and into the teat opening for the length of the streak canal.However, a relative lack of insulation seems to make the teats susceptible tocold weather problems. The washing of udders and teats in preparation formilking and movement of cows into freezing temperatures and winds beforedrying likely amplify teat injury problems. Between the outside skin of theteat and the internal surface of the streak canal or teat cistern, the stromaltissue contains a network of blood vessels, lymphatic vessels, smooth musclecells, and nerves. This extensive blood supply is important in themaintenance of normal tissue temperature, especially so during severelycold temperatures. Because mechanical milking can retard blood flow in theteat, produce vascular congestion, or swelling of the stromal tissue this likelyacerbates problems with teat skin injury in cold weather.The streak canal ranges from 7 to 16 mm in length with a mean diameter of0.82 mm (Fig. 18.16). The lowest 2 cm of the streak canal is especiallyimportant because of the capacity of these tissues to act as a barrier tominimize milk leakage or entrance of environmental agents. Intuitively thediameter of the streak canal is positively related to the rate of milk flow butcows with the best balance of acceptable rates of milk flow and protectionfrom bacterial invasion can expect greatest longevity in the herd. Teats varyin shape and size, from cylindrical to funnel shaped. Teat ends also vary withsome that are flat, but others round or pointed. Pointed teats are lesscommon and are associated with slow milking times but resistance tomastitis. Round teats are common and occur in cows with faster milkingtimes, but these cows exhibit some resistance to mastitis. Flat teat ends areless common, but these cows also tend to be faster milking with lessresistance to mastitis. Certainly, the uniformity of milking machine teat cupsmeans that cows with teats of large diameter or length are more likely tosuffer milking machine‐related trauma.



Fig. 18.16 Internal structure of the cow's teat. Areas illustrated include thestreak canal (SC), Furstenberg's rosette (Fr), and the teat cistern (Tc).Nickerson and Pankey (1983) / American Veterinary Medical Association.The lactation curve for a typical Holstein cow is illustrated in Figure 18.17A.However, it is important to realize that estimates of milk yield need to beevaluated in relationship to milk composition, state of maturity of theoffspring, suckling patterns, diet, and behavior of the species. Practically,production curves are most reliable for dairy animals (cows, goats, andsheep) because these animals have been selected for easy milking andhandling, high yields of milk, and for their capacity to respond to machine orhand milking. Because of their usefulness as bioreactors to producepharmaceutical proteins in their milk, renewed interest in milking pigs hasemerged in recent years. Garst et al. (1999a,b) reported results for animalsthat were milked four times per day, as well as effects on litter weight gains.Milk yields peaked at about 19 days postpartum and declined to 45 dayspostpartum. As might be expected, the litter from sows that were milkedfour times per day had substantially lower weights at the time of weaning.Average daily milk yield per sow was 1.1 L per day or 43.1 ± 8.6 L for theentire lactation period. There were also substantial differences in milk yields



between individual mammary glands. For example, anterior glands producedmore than posterior glands (~ 40 vs. 15 mL per milking). Examples of pigmilk yields are illustrated in Figure 18.17.For other species, direct measurements of milk yield require that theanimals be sedated and/or injected with exogenous oxytocin. Under thesecircumstances, the relevance of the data (other than comparison betweentreatments) can be questioned. Certainly, it is unknown if yields reflect“natural” levels of production or if measures of composition are accurate. Analternative for estimating yields is the response to timed‐suckling episodes.This typically involves the removal of the suckling young for a period andthen weighing the litter or offspring immediately before and after a setperiod when they are returned to the mother (Beal et al., 1990). For speciesin which the offspring are solely dependent on milk for nourishment,measurement of offspring weight gain is used as an indirect measure of milkproduction of the mother.While there are likely some questions regarding the accuracy of yieldestimates for nondairy mammals, comparisons of peak milk yield betweenspecies give valuable insight into the physiological demands of lactation.Scaling milk production relative to body weight or mammary gland weightsuggests common relationships and illustrates the effect of genetic selectionon milk production. Although only a small number of the known mammalshave been evaluated, when data for 19 species, including mouse, hamster,rabbit, pig, human, goat, sheep, cow, and camel, are used the species arrayin a regular pattern for relationships between milk yield and body weight,energy output in milk and body weight, and mammary weight versus bodyweight. Equations for these relationships include the following examples(Hanwell and Peaker, 1977):



Fig. 18.17 Lactation curves in cows and sows. Panel (A) shows the lactationcurve for a typical Holstein cow. Milk production typically peaks at about 60 days postpartum and declines gradually. Panel (B) illustrates milkproduction in sows that were machine‐milked four times per day. Panel (C)shows the yield per milking in anterior (diamonds) compared with posterior(circles) mammary glands in sows.Per unit of body weight, smaller animals have higher milk yields, greateroutputs of energy in their milk, and relatively larger mammary glands thanother mammals. The relationship between mammary gland weight and milkyield can be expressed by the following equation: milk yield (kg/day) = 1.67 



× gland weight (kg)0.95. Because the exponent does not differ significantlyfrom unity, on average, 1 g of mammary tissue from a lactating animalproduces 1.67 mL of milk per day. There must certainly be some variation inthis ratio, that is, variation in the degree of differentiation of the alveolarcells, contribution of accumulated secretions to weight measurements, stageof lactation, milking or suckling patterns but this value provides a reasonablerule of thumb for comparative purposes. It comes as no surprise to gooddairy cattle managers that energy and metabolic demands on the high‐producing dairy are very great. The energy and substrate demand to supportincreased milk production are met by a combination of increased feed intakeand mobilization of body reserves (Baumgard et al., 2017; Martens, 2023).The typical dairy cow has a negative energy balance for much of earlylactation. However, when compared with smaller mammals, these demandsseem relatively less severe. This reflects not only the demands of thesuckling young but also the fact that smaller mammals typically secretemuch more energy‐dense milk than cows. As an extreme case, it is estimatedthat the pygmy shrew (Sorex minutus), which weighs only 5 g, must morethan double its food consumption during lactation and eat more than fourtimes its body weight per day to meet the additional demands of lactation.Lactation in small animals generally involves a relatively short period ofintense metabolic demand but in larger animals a longer period of lesserdemand.



Fig. 18.18 Relationship between body weight and milk yield. Comparisonsbetween dairy (open circles) and nondairy animals are illustrated. 1 = mouse, 2 = hamster, 3 = rat, 4 = fox, 5 = human, 6 = goat, 7 = dairy goat, 8= sheep, 9 = beef cow, 10 = Holstein cow, and 11 = Jersey cow.Adapted and redrawn from Hanwell and Peaker (1977).The relationship between milk yield and body weight is illustrated in Figure18.18. The regression line for several species not selected for milkproduction is shown. Because certain species have been selected for highyields (dairy cows and dairy goats) values for some of these highly selectedanimals are also plotted as individual data points. Data points for theseanimals are above the calculated regression line for the nonselected species,that is, well above 95% confidence intervals, reflecting greater thanexpected milk production. The success of genetic selection for milk yield indairy cows, a trait with a heritability of only 0.2 to 0.3, is such that a typicalHolstein cow has been converted to the metabolic size of a dog andexceptional cows to the metabolic size of rodents. Concern for goodhusbandry practices and health of dairy animals particularly in the face ofrecent techniques (e.g., use of bST) to increase production (Bauman, 1999;Fluck et al., 2024) and continuing genetic progress is justified but it is



equally important to view these physiological demands on the dairy cowwithin an appropriate frame of reference (Mepham, 1983) (Box 18.4).
Box 18.4 Lactation strategies

Fur seals and sea lions (Otariidaes) have developed a novel approach tolactation and optimizing offspring survival. Mothers typically forage atsea and then return with others to isolated areas to give birth and staywith their pups for a relatively short initial suckling period (∼1 week);thereafter, the mothers regularly return to the sea to forage often forseveral days or weeks at a time. They then return to periodically suckletheir pups (usually one to three days). In contrast with other mammals,they have evolved the ability to minimize milk synthesis during foragecycles at sea so that mammary regression and involution do not occur.The milk for pups is very high in fat, ∼35%. The transfer of this energyallows the pups to rapidly gain weight and lay down subcutaneous fat,which insulates the pups and provides nutrition for periods whenmothers are foraging. These repeated cycles of suckling and foragingcontinue throughout lactation (4–12 months) depending on thesubspecies.The Phocids or true seals have adopted a fasting strategy regardinglactation. Especially for the larger animals, mothers give birth and usemobilization of body reserves to supply milk for all the lactation. In theseanimals, lactation lasts for as little as four days (4–42 days), then pupsare weaned. During this time, the pups grow rapidly because of the highlevels of fat.The Odobenids, the walrus, for example, use an aquatic nursing strategy.Mothers build blubber stores, and then, during a short fasting period,they give birth (typically on an ice flow), the pup suckles and bonds, andsoon after it accompanies the mother into the sea to forage. Lactationcan continue for two to three years, but by about five months, pups areforaging and nursing. Walrus milk is lower in fat compared with othergroups, so pups grow relatively slower, and the physiological investmentin lactation is extended (Oftedal, 2012).These examples give a taste of some of the variety in lactation strategiesthat have evolved in various groups of mammals (Sharp et al., 2006).
Any discussion of milk synthesis must consider not only the nutrientsnecessary for milk synthesis but also the physiological adjustmentsnecessary to supply these nutrients to the mammary gland. Requirements forhigh levels of milk production are staggering at first glance. For example, inthe dairy cow, the energy requirements for milk production can easilyapproach 80% of the net energy intake. Demands for lactose production can



require 85% of available glucose. It has been calculated that high‐producingcows must mobilize adipose tissue and body nutrient reserves equal toapproximately one‐third of the milk produced during the first month or moreof lactation. Clearly, finely tuned‐coordinated interactions between all themajor physiological systems are necessary for success.
Galactopoiesis and bSTAdministration of bST to lactating dairy cows increases the yield andefficiency of milk production. In response to the injection of bST, milksecretion increases within a day and is maximized within a week. Theincreased milk yield is maintained if treatment is continued but quicklyreturns to control levels when bST is discontinued. The milk yield response isdose dependent, and the response curve is hyperbolic. At approximately 40 mg of bST/day, nearly maximal response is obtained. Milk yield achievedwith near‐maximal doses of bST is impressive, with increases reported ashigh as 30%–40%. Typically, bST increases milk production by 4–6 kg/day,approximately a 10%–15% increase in yield. The magnitude of response to aparticular dose of bST depends upon biological variation, stage of lactation,and management parameters. The bST formulation currently approved foruse in the United States is a prolonged‐release n‐methionyl‐bST (Posilac,Monsanto Co.) that was approved by the United States Food and DrugAdministration in November 1993. It is administered at a dose of 500 mg percow every two weeks. Package instructions are that treatment should beinitiated after peak lactation at >60 days post‐calving when cows are at ornear positive energy balance.The first year after approval the average milk yield increased by 3 kg andthis level of increase for bST‐adopting herds has been maintained. Becausenot all cows in the bST herds are treated, that is, some cows are not eligible< the 60 days postpartum, this is a conservative estimate of the effect of bSTtreatment on milk production (Bauman et al., 1999).Given the voluminous literature and widespread commercial use of bST indairy cows around the world, testing and evaluation of this technology havelikely been the most intensely scrutinized new animal technology in history.Public debate about bST use was also extensive. Special interest groups andvery public individuals predicted dire consequences from the adoption ofbST for use in dairy cows. Among concerns that had little if any scientificbasis; bST approval would cause a massive reduction in milk consumption,milk prices would decline, and farmers would go bankrupt. Others predicteddire animal consequences. Media coverage was extensive near the time ofapproval by the Center of Veterinary Medicine of the Food and DrugAdministration in 1994, with more than 800 reports in the first quarter of theyear.Scientific and anecdotal information support the view that bST is a safe,effective, and profitable management tool for dairy farmers. Although US



food laws do not mandate labeling of milk from bST‐treated cows becausethe composition of the milk from the bST cows is equivalent to that ofcontrols, a market has developed for milk obtained from herds not usingbST. However, because there is no chemical test to distinguish the milk frombST and non‐bST treated cows, validation of milk from non‐bST treated cowssimply depends on the fact that these producers sign a certificationdeclaring that bST is not used on their farms.Reasons for some of the rancorous debate on the approval of bST for use indairy cows were varied but logic suggests several elements were important.This was the first proposition for widespread treatment of animals with arecombinant DNA‐derived product that impacted not animal health butanimal production. Second, the wholesomeness of milk and milk productsseems to occupy a special position when compared with many other foodmaterials. Third, the now roundly refuted dire predictions of consequenceson animal health (Collier et al., 2001) coincided with growing affluence andassociated “greening” of attitudes among many segments of the population.Finally, popular concerns that the adoption of the technology might hastenthe disappearance of family farms and change the sociology of rural farmareas were seemingly carried along on a wave of nostalgia at the time.Certainly, it was an interesting process to observe. Regardless, responsesfrom milk cooperatives, grocery chains, and other marketing concerns makeit clear that decisions related to the use of technologies such as bST do notnecessarily follow the scientific evidence.In a broader context, it may also alter the attitudes and investments ofcompanies considering the development of products focused onimprovements in animal productivity, if, ultimately, the use of such productsis determined by consumer attitudes, social media, and food productmarketing concerns, regardless of the safety or efficacy of the products.Certainly, it is “easier” to be critical of animal production technologies whenfood is plentiful. Neither are such concerns unique to animal productionagriculture.
Mammary InvolutionMammary involution can be stimulated at any stage of lactation by theremoval of suckling young or in dairy animals by suspending milking. Mostof the detailed cellular and molecular research on mammary involution hasfocused on the effects of acute induction of involution. However, after thepeak of lactation, a gradual involution occurs, as the young are progressivelyweaned. In dairy cows, there is also a gradual decline in milk productionwith time even with regular milking. This decline is greater for cows thatbecome pregnant soon after calving (Capuco and Akers, 1999).Cellular details of mammary involution have been mostly studied in rodents.Regardless of the differences in timing of events between species, that is,days to hours in rodents versus days to weeks in ruminants, involution



involves apoptosis (or programmed cell death) of the alveolar epithelial cellsand tissue remodeling. Apoptosis of mammary epithelial cells occurs inseveral phases of mammary development, not just mammary involution.These include canalization of major mammary ducts in fetal development,rapid elongation of mammary ducts via the terminal end bud, and the waxingand waning of ductular growth during estrus or menstrual cycles. Apoptoticdestruction of abnormal cells at early phases of carcinogenesis is also alikely mechanism for protection against breast cancer.Removal of the suckling young and accumulation of milk at mid‐lactation inrodents rapidly initiates the involution of the mammary gland. Markedchanges in gene expression are evident within 24 hours and evidence ofwidespread apoptosis is observed by 48 hours. For example, in rats, theexpression of mRNA for the caseins is reduced by 95%, and that of acetyl‐CoA carboxylase, a key lipogenic enzyme, is reduced by 98% within 24 hours.Translational activity is also reduced. A second stage of involution is initiatedbetween 72 and 96 hours with the activation of a series of tissue proteinases,including stromelysin 1 and 2, gelatinase A, and plasminogen activator. Bythis time, remodeling the mammary gland to prepare for a new reproductivecycle is well underway. Given the rapidity and magnitude of these tissuechanges, it is not surprising that involution in the mouse is only partiallyreversible if suckling young are returned within 48 hours. Although much ofthe involution process is initiated by milk stasis, the continued secretion oflactogenic hormones associated with milking or suckling can delay theprocess. This is shown by experiments in which suckling is allowed in onlyselected glands. For example, in lactating sheep, when both glands werenon‐suckled for the first 15 days postpartum mammary prolactin receptorwas reduced by 84% but in the non‐suckled gland of ewes with the oppositegland having continued suckling stimulation the prolactin receptor wasreduced only 36%. Parenchymal DNA concentration was not affected bysuckling treatments; however, RNA concentration followed a pattern likeprolactin receptor, lowest when neither gland was suckled (2.1 mg/g)highest in suckled glands (7.4 mg/g) and intermediate in non‐suckled glandscompanion to a suckled gland (3.8 mg/g). Alveolar structure was maintainedin all treatments, but the cytological appearance of the epithelial cellsreflected changes in RNA concentration. Epithelial cells from ewes withneither gland suckled were poorly maintained with many cells engorged withsecretory vesicles and lipid droplets (Akers and Keys, 1985).Involution in the ruminant mammary gland is decidedly slower with less lossof alveolar structure. After three days of non‐milking casein and α‐lactalbumin, mRNA was reduced but β‐lactoglobulin mRNA was unchanged.After a week mRNA for the two milk proteins α‐s1casein and α‐lactalbuminwas dramatically lower (85% and 99%, respectively). After four days of non‐suckling alveolar structure is degenerated in the rodent and apoptosis, basedon the degree of DNA laddering is near maximal. However, even innonpregnant, lactating beef cows, alveolar structure was largely intact in the



absence of suckling with only isolated areas of tissue degeneration evidenteven after several weeks. Nonetheless, based on quantitative histology, well‐differentiated cells, which are common in suckled glands, were rare in non‐suckled glands. Interestingly, regression of the gland in the absence ofsucking was not uniform. The structure of parenchymal tissue distant fromthe teat was better maintained. Even 42 days after cessation of sucklingareas of alveolar structure were present. Overall, alveoli from lactatingglands had more cells per cross section (30.4 ± 0.9) compared with 21.4 ± 0.8 in glands not suckled for 42 days. In total, these data illustrate that evena prolonged period of non‐suckling (42 days) does not result in completedestruction of the mammary alveoli. However, because total gland DNA wasreduced (50%–64% after 21 and 42 days of non‐suckling, respectively) cellsare lost with prolonged milk stasis in the beef cow. Regardless, survival ofdedifferentiated alveolar cells should allow milk secretion to be reinitiated ifmilking is resumed. In the dairy, the cow resumption of milking after 12 daysof non‐milking in selected glands caused a rapid recovery in milk productionto near pretreatment values for those glands. When none of the glands weremilked, recovery was impaired, that is, only 28% of pretreatment yields wereobtained. In contrast, the return of suckling calves to their dams after a 28‐day hiatus in beef cows was recently shown to restore milk production toabout 50% of control. After one week of renewed suckling milk yield hadincreased 11‐fold (2.2 kg/d) and composition was near normal except forreduced lactose (3.7 vs. 4.7%). This data does not mean that mammaryinvolution does not occur in cattle; however, the extent and timing of eventsare more prolonged than for rodents (Akers et al., 1990; Lamb et al., 1999).When extrapolated to the dairy cow with a dry period between lactationsoccurring 40–60 days before the birth of the calf, it is reasonable to suggestthat tissue degeneration is certainly less than in rodents and likely less thanin nonpregnant cows. Just as suckling or milking of contralateral glands actsto slow involution in companion non‐milked or non‐suckled glands, theinvolution process is also likely minimized during the typical dry period ofdairy cows. During the later stages of the dry period, the mammary gland isgrowing, and alveolar cells are preparing for lactogenesis. This overlap oflactation and pregnancy when cows are “dried off” in preparation for calvingmeans those stimuli associated with mammary involution and milk stasisconflict with mammogenic and lactogenic stimuli of pregnancy. Cows areusually well into the last trimester of pregnancy, that is, 40–60 days beforecalving at drying off, goats may be in the early stages of the secondtrimester of pregnancy and ewes are typically nonpregnant at the end oflactation. Differences in the management of the reproductive/lactation ofthese dairy animals are due to the seasonal nature of reproduction in goatsand sheep, gestational length, and usual lactation periods. Among dairyanimals, the dairy cow is unique in this abrupt interface between successivelactations.



Dairy managers have developed methods to maximize profitability and milkproduction. Empirical evidence shows that the inclusion of a non‐lactating ordry period between lactations is needed to maximize milk production in thedairy cow. Without a dry period, milk production in the subsequent lactationis reduced by about 20%. Thus, the dry period is not essential but beneficial.In fact, a dry period of 40–60 days seems optimal, since a dry period that istoo short (less than 40 days) also impairs subsequent milk production. Thedry period seems to be important because of its effects on the mammarygland rather than for effects on the nutritional status of the dam as was oncecommonly believed. However, this is an area of intensive research activitygiven the fact that better management, use of bST, and genetic improvementmeans that many dairy cows are producing rather large amounts of milk atthe time when dry off would normally occur.Because of the typical breeding pattern, little attention has been given todetermining an optimal dry period for goats or sheep. However, whenlactating goats were hormonally induced to ovulate and mated during theusual seasonal anestrus period, they entered the next lactation without a dryperiod and subsequently produced 12% less milk than controls. However,the data were confounded with possible effects of the season. Consequently,in a second study, these researchers used a within animal experimentaldesign to determine the effect of drying off on lactation in goats. One glandwas milked continuously and the other dried off 24 weeks before parturition.There was no difference in subsequent milk production between udderhalves. In contrast with the first study, this suggests a dry period is of nobenefit. However, the dry period was relatively very long (i.e., three timesthe optimal length for the cow). Finally, udder half experimental design maybe less than ideal for this evaluation. Interactions of glands of differinglactational states within the udder on cell turnover and lactogenesis have notbeen investigated. Because prepartum milking advances lactogenesis andmilk production, milking one gland may conceivably advance lactogenesisand milk production in other glands. In nonpregnant ruminants milkingdelays mammary involution in other non‐suckled glands. Thus, it is possiblethat milking one gland during the prepartum period inhibits the ability of theopposite gland to produce maximally during the subsequent lactation, or thatmilk production was increased in glands milked continuously when theopposite gland was dried off. The importance of a dry period to maximizemilk production in dairy goats and sheep is unsettled. Studies to determinethe effects of pregnancy status, length of the dry period, and otherimplications of the udder‐half experimental design are warranted (Wilde etal., 1999).



Chapter Summary
IntroductionLactation is critical in multiple aspects of animal production involvingmammals. This is most apparent in dairy production but rearing young toreach market weight or to produce new breeding stock also depends onsuccessful lactations and mothering. Within the mammary gland, themulticellular alveolus is the key structure that is responsible for thesynthesis and storage of milk between milking or suckling episodes.Composed of an inner spherical layer of cuboidal epithelial cells with aninternal lumen, it is surrounded by myoepithelial cells, which contract andreduce the volume and elicit the removal of milk from storage. The spacethat surrounds alveoli is filled with blood vessels, connective tissue proteinsand cells (fibroblasts, adipocytes, and white blood cells), and interstitialfluid. The study of the mammary gland and lactation involves scientists withmultiple discipline interests, including molecular biologists, cancerbiologists, dairy specialists, endocrinologists, and others. Milk productionand milk composition (other than genetic selection in dairy breeds) evolvedas a part of reproductive strategies to ensure the successful rearing ofoffspring.
Mammogenesis, Lactogenesis, and GalactopoiesisChanges in the growth (mammogenesis) and development of the mammarygland are most apparent when considered in the context of physiologicalstages. The mammary gland is also unique compared with most organsbecause there is relatively little development until the postpartum period.Development during the early neonatal period has also traditionally beenviewed as relatively unimportant. However, it is becoming increasingly clearthat physiological, nutritional, and management conditions can have bothpositive and negative impacts on future development and function.Regardless, expressed on a mass or DNA basis growth in the mammaryparenchymal begins in earnest with the onset of puberty. But by far thelargest proportion of mammary growth occurs during pregnancy. For thefirst two‐thirds of gestation, growth consists of expansion of the mammaryductular tree. Estrogen, progesterone, and GH (likely in the guise IGF‐I) arethe primary drivers of mammary ductular growth. However, a variety ofgrowth factors are likely involved in multiple aspects of ductal cellproliferation and morphogenesis of the developing mammary gland. In thelast third of gestation, the mammary alveoli appears but the alveolarepithelial cells are poorly differentiated. As parturition approaches decreasein progesterone along with increasing serum estradiol, glucocorticoids, andprolactin induce the progressive differentiation of the mammary secretorycells so that synthesis and secretion of specific milk components



(lactogenesis) can begin. Once lactation is established it is essential thatmilk removal continues and that secretion of supportive hormones continues(GH, glucocorticoids, thyroid hormones, etc.) so that milk secretion ismaintained (galactopoiesis).
Milk CompositionWhen compared across species, milk composition is highly variable.However, the composition has been tailored through evolutionary pressuresto supply milk that is best suited for the survival of offspring. For example,milk of Arctic mammals or sea mammals is typically very high in fat (50% ormore) but very low in lactose and water. The high fat supplies the energynecessary for survival and/or metabolic water for animals (seals forexample) that are born on floating sea ice. For most mammals, the firstsecretions produced are usually high in protein due to the presence ofimmunoglobulins that accumulate in the alveolar spaces during lategestation. For mammals in which there is minimal or no transfer ofantibodies to the fetus in utero, passive immunity supplied via theconsumption of colostrum and gut transfer is vitally important. Drivers foraccumulation of antibodies include the presence of “leaky” tight junctionsbetween alveolar cells before parturition, as well as expression of IgGreceptors on the undifferentiated alveolar cells. As parturition approachesincreased secretion of prolactin and glucocorticoids induces alveolar celldifferentiation and inhibition of IgG receptors. With the induction of lactosesynthetase and induction of specific milk proteins (caseins, α‐lactalbumin, β‐lactoglobulin) the composition of mammary secretions becomes progressivelike the mature milk for the mammal.
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Reproduction

IntroductionWhat could be more fundamental to the success of a speciesthan reproduction? Understanding homeostasis andphysiological controls is of limited use unless we can maintainour animals and replenish stocks. Natural selection hasproduced an astounding variety of successful reproductivestrategies. From an evolutionary viewpoint, the most favoredpattern is one that results in the largest number of offspringreaching sexual maturity. Most population biologists haverecognized two general patterns, namely, r‐selection or K‐selection. These terms were coined from logistic equationsthat were used to model the growth of populations of animalsin the wild (Bearden et al., 2024; Randall et al., 2002).For r‐selection animals, the investment in individual animals issmall both in a physical and energetic sense. Examples of thispattern of reproduction include fishes or amphibians that canproduce extremely large numbers of eggs. The trade‐off inproducing so many small offspring is that there is little if anycare of the offspring. They are produced and released into theenvironment to fend for themselves. For example, it isestimated that only six out of a million mackerel fry survive toalso reproduce. On the other hand, K‐selection speciesproduce fewer but larger offspring. Because these offspringare cared for—at least to some degree—during development,the chance that they will successfully reach reproductive ageis far greater. Compared with the mackerel, individual K‐selection animals may have a 50% chance of success. Clearly,for most agricultural operations the K‐selection patternpredominates.



Energetic costs of parental care occur in two categories. First,there is the cost that relates to the transfer of nutrients to thedeveloping neonate. For mammals, the demands of lactationcan be very large. The lactating mother can expend 40% ofher energy producing milk. This can be even greater, in high‐producing dairy cows that have been selected for copious milkproduction. Other animals, for example, crop milk producedby pigeons and doves also represent a direct energeticexpenditure cost. In addition, there are costs of behavioralresponses to protect and nurture neonates.As with most of the chapter topics, entire courses are devotedto these physiological specialties. Many animal science majorswill take courses devoted to nutrition, lactation, andreproduction. Our goal for this chapter is not to substitute fora specialized course in reproduction but rather to providesome basics and stimulate your interest in a more detailedstudy.
Overview of the Female Reproductive
TractThe structures of the female reproductive tract include theovaries, oviducts, uterus, cervix, vagina, and externalgenitalia. In farm animal species, the reproductive tract ispositioned below the rectum. For cows and mares, this ishelpful because it allows the producer or veterinarian toevaluate the reproductive tract by manipulation per rectum.This provides a practical means to determine the functionalstatus of the ovary, pregnancy status, or manipulation of thetract for artificial insemination (AI). The female tract isessentially a series of interconnected tubes with distinctlayers of varying thickness. The outer serosa is a thin layer ofsimple squamous epithelial cells. The next layer, themuscularis, is composed of an outer layer of smooth musclecells arranged longitudinally and an inner circular layer ofsmooth muscle cells. This arrangement allows for the



generation of muscle contractions to aid the transport offluids and secretions, movement of ova and spermatozoa,passage of the early embryo, and expulsion of the fetus andfetal membranes at the time of parturition. Just under themuscularis, the submucosa provides connective tissue spacefor blood and lymphatic vessels, nerves, and glands to supportand nourish the mucosa. The lumen of all the regions of themucosa is lined by epithelial cells but the structural andfunctional attributes of these cells vary from region to regionto reflect different activities and variations in the reproductivecycle. To illustrate, a simple layer of columnar epithelial cellslines the oviduct but some of the cells are also ciliated. Fluidsthat coat the surface allow for the beating of the cilia topropel ovulated eggs from the ovary into the oviducts and intothe uterus for implantation if fertilization occurs. In contrast,a layer of stratified squamous epithelial cells provides forincreased protection and lines the lumen of the reproductivetract in the posterior region of the vagina. Figure 19.1illustrates the general histology of a cross section through theoviduct of a cow as well as the specialization of the epithelialcells, that is, presence of cilia.



Fig. 19.1 Histology of the bovine female reproductive tract.Panel (A) shows a low‐power (4×) view of a cross section ofthe oviduct. The region outlined with the dashed line containsthe mucosa and submucosa. Most evident in this view is thehighly folded mucosal surface surrounding the opening of thelumen of space in the center of the oviduct. The surroundingmuscularis occurs as circular and longitudinal layers areevident as a band that surrounds the mucosa. A small edge ofthe serosa appears in the extreme upper right corner. Themucosa is enlarged (40×) in panel (B). Here the epithelialcells appear as columnar epithelial cells with evident cilia.As you might suspect there is substantial deviation in thesurface epithelium at different locations of the reproductivetract. There are also marked variations associated with thestage of the estrous cycle. For example, Figure 19.2 illustratesthe vaginal epithelium along the surface of the posteriorvagina as well as differences associated with the stage of theestrus cycle. Unlike the oviduct, here the epithelial lining iscomposed of stratified squamous epithelial cells. During thefollicular phase of the estrus cycle the layer of cells is thickercompared with the luteal phase.For primates that express menses, variation in the uterineepithelium and in uterine glands is pronounced. Figure 19.3shows the histological appearance of the uterus. Comparedwith other regions of the reproductive tract, the muscularis is



extensive and the submucosa area has abundant glands thatsupply secretions that are especially important duringpregnancy.The reproductive tract develops in a retroperitoneal positionso that it is positioned against the peritoneum. With continuedgrowth, the tract becomes enveloped. This new connectivetissue sheath forms a continuous drape around thereproductive tract. This functions to suspend and maintain theposition of the ovaries, oviduct, uterus, and the anteriorvagina. In this mature state, this supporting tissue is calledthe broad ligament.The ovaries, analogous to the testes in the male, are theprimary reproductive organs because they produce the femalegametes (ovum, singular or ova, plural). However, the ovariesproduce not only gametes they are also critical endocrineorgans. Release of mature ova occurs with the rupture offollicles on the surface of the ovary. The ovum or ova entersthe funnel‐like open end of the oviducts (infundibulum) to bedirected to the uterus. Fertilization usually occurs within theoviduct during transit to the uterus. Figure 19.4 illustrates thegross anatomy of the primary structures of the reproductivetract of a cow and Figure 19.5 is a dissected view of thevagina and cervix.The paired ovaries are in the lumbar region near the kidneys.In sexually mature animals, the ovary undergoes dramatic butpredictable cyclic development. For example, within a windowof about three weeks in cows, pigs, or horses, ovulationoccurs, and the selected ovarian follicles are transformed intocorpus luteum (singular) or corpora lutea (plural) thatproduce large quantities of progesterone. If fertilization doesnot occur, the corpus luteum regresses and a new crop offollicles matures. These follicles produce estrogen andselected follicle(s) proceed to undergo ovulation. This patternconstitutes an estrus cycle. The ovary is oval to round withdistinct regional differences and blister‐like structures—thefollicles—near the outer surface. A connective tissue layer



called the tunica albuginea covers and protects the ovary.This connective tissue band supports the surface layer ofepithelial cells, which is unfortunately called the germinalepithelium. This is unfortunate because, despite the promisingname, these epithelial cells do not produce the gametes.Instead, beneath the tunica albuginea, within the ovariancortex, there are populations of oocytes, which are recruited,to develop into the mature follicles. The ovarian cortex alsohouses the corpus luteum as well as older degeneratedcorpora lutea called corpora albicantia. The center of theovary is called the ovarian medulla and contains the blood,nerves, and lymphatic vessels that supply the ovary. Thestructure of the bovine ovary is illustrated in Figure 19.6.





Fig. 19.2 Posterior vaginal epithelium of bovine. During theluteal phase (A), the epithelial cell layer is thinner than duringthe follicular phase (B) of the estrous cycle.





Fig. 19.3 Section of bovine uterus from a cow during thefollicular phase of the estrus cycle (4×). A section through auterine gland is evident (brackets) as well as older glandsdeeper within the muscularis (arrows).



Fig. 19.4 Gross anatomy of the female bovine reproductivetract.





Fig. 19.5 A dissected view of the portions of the bovinevagina and cervix (panel A). The anterior vagina ends at theopening of the cervix (indicated by the dashed box, theexternal cervical os). The pocket on either side of the cervix(upper right insert) the fornix vagina can be a nemesis forthose learning the “art” of artificial insemination. Toward therear or posterior end of the vagina (panel B), the opening tothe urethra (lower right insert) is recessed in the suburethraldiverticulum, an area that must be successfully navigated forplacement of urine cannulas used for experiments requiringcollection and monitoring of urine production in cows.





Fig. 19.6 Reproductive tract anatomy continued. Panel (A)shows a bisected view of the cervix. The circular pattern ofthe annular folds is evident. Panel (B) shows the relationshipbetween the uterine horns, oviduct, and ovary. Panel (C)illustrates variation in follicles and corpus lutea. The follicle tothe left is nearing ovulation, as indicated by the red points onthe surface. The third follicle is relatively mature (evidencedby the fluid‐filled cavity [center reddish‐brown area]). The leftcorpus luteum is older than the more yellow body to the rightof the panel.In domestic species, the uterus consists of a body, a cervix (orneck), and two uterine horns. However, there are substantialvariations in the shape and arrangement of the horns. Forexample, the body of the bovine uterus appears largerbecause of the intercornual ligament, which acts to obscurethe individual nature of the two uterine horns and covers thecaudal region of the uterus. Among mammals, there are threedistinct types of uteri. The duplex uterus has two cervicalcanals, which act to separate each uterine horn into distinctcompartments. However, there are two types of duplex uteri.In one there is a single vaginal canal opening to the outside.On the interior, it divides to produce two vaginas and twocervices. This occurs in marsupials. In the North Americanopossum, for example, the male accommodates thiscircumstance by having a forked penis. The rabbit has a lesscomplex arrangement; there are two uterine horns and twocervical canals but a single vaginal canal. The bicornuateuterus is characterized by the presence of two uterine hornsand a small uterine body. In all these cases, the uterus opensinto the vagina via a single cervical opening. Cows, mares,and pigs all have this type of uterine structure. Primates onthe other hand have a simplex uterus. There is a large uterinebody but essentially no uterine horns.The appearance of the internal lining of the uterus, theendometrium, varies during the estrous or menstrual cyclesand pregnancy. The tissue is also highly glandular with a rich



blood supply. The epithelial surface is a simple columnarepithelium in the mare but stratified columnar epithelial cellsin ruminants. In addition, simple branched tubular glandsprovide secretions—called uterine milk—that are especiallyimportant during estrus and pregnancy. In many animals, theuterine glands are scattered throughout the endometrium. Butin ruminants, the internal uterine surface is punctuated bycaruncles that are not glandular. These mushroom‐likecaruncles provide sites for the attachment of fetal membranesin these animals. The smooth muscle of the uterus (themuscularis) is frequently called the myometrium.The most caudal region of the uterus leads to the cervix. Thecervix is a tough, connective tissue and smooth musclesphincter that is tightly closed except during estrus andparturition. During estrus, the slight loosening of the cervixallows spermatozoa to enter the uterus. In ruminants, theinner surface of the uterus is oriented in a series of circularfolds or ridges called annular folds. Learning to traverse thesefolds can be a challenge to beginning artificial breedingtechnicians.The vagina is the region of the reproductive tract within thepelvis positioned between the cervix on the cranial end andthe vulva on the caudal end. The vulva or external genitalia iscomprised of the right and left labia, which join at the midlineto produce a commissure or union. The ventral commissure ofthe vestibule (the posterior vagina) houses the clitoris, thefemale homolog of the glans penis in males. It containserectile tissue and is covered by stratified squamousepithelium. It is well supplied with sensory nerve endings. Thefunctional significance is not well established in domesticanimals but clitoral stimulation at the time of insemination hasbeen shown to increase conception rates in beef cows. Somecomparative features of the female reproductive tract ofvarious nonpregnant farm animals are given in Table 19.1.



Table 19.1 Comparative anatomy of female reproductivetracts.Modified from Frandson et al. (2003).
Animal
Organ Mare Sow Cow EweOviduct 20–30 cm 15–30 cm 25 cm 15–19 cm
UterusType Bipartite Bicornuate Bipartite BipartiteHorn 15–25 cm 40–65 cm 35–40 cm 10–12 cmBody 15–20 cm 5 cm 2–4 cm 1–2 cmEndometrium Prominentlongitudinalfolds

Slightlongitudinalfolds
40–120Caruncles 88–96caruncles

CervixLumen Conspicuousfolds Corkscrew‐like 2–5Annularrings
Annularrings

Opening touterus Clearlydefined Ill‐defined Small andprotruding Small andprotrudingVagina 20–35 cm 10–15 cm 25–30 cm 10–14 cmVestibule 10–12 cm 6–8 cm 10–12 cm 2.5–3 cm
Puberty in FemalesOn the surface, the definition of puberty seems simpleenough, the age at which reproductive competence isachieved. However, in farm animals, several criteria havebeen used to define puberty in females. For example, age atfirst estrus or heat can be a defining moment in cattle.However, this may or may not be associated with ovulation.Thus, this may not necessarily reflect reproductivecompetence. Ovulation can be evaluated by palpation of theovary or ultrasound imaging in larger animals. However, in



practical terms, the age at which a female can conceive andsupport pregnancy without harm to herself is probably anexcellent definition. The physiological demands to completefollicular development, ovulation, and transport of thefertilized ova to the uterus for implantation are relativelyminor. The metabolic requirements to maintain the pregnancyand initiate lactation to support a rapidly growing neonate canbe daunting. Thus, from a husbandry standpoint, it is rarely anadvantage for females to become pregnant at the earliestpossible time.
Endocrinology of Female PubertyIn females, the neurons of the hypothalamus that secreteGnRH must acquire the ability to secrete enough GnRH inresponse to feedback from ovarian estrogen to stimulateovulation. This process is influenced by body mass,management, social cues, and genetics. For example, therange in months for the onset of puberty in cattle can bemarked, that is, as low as 8.5 months in Holsteins to 19.0 months in Brahman cattle. We begin by recalling therelationship between the hypothalamic hormones, anteriorpituitary hormones, and specifically the impact ofgonadotropin‐releasing hormone or GnRH on the secretion offollicle stimulating hormone (FSH) and Luteinizing Hormone(LH). It is known that even in prepubertal animals exogenousGnRH is capable of stimulating secretion of FSH and LH fromthe anterior pituitary and that FSH and LH can stimulatefollicular development in the ovary. However, sustainedfollicular development and maturation of selected follicles toundergo ovulation requires sustained secretion of thesegonadotropic hormones. This suggests that the primary delayis a failure of the hypothalamus to produce enough GnRH inprepubertal animals.Senger (2003) has likened this gradual process to a rheostatin control of a light. As the rheostat gradually turns higher thelight in the room becomes more and more intense until



maximal brightness is reached. You may recall that thehypothalamus has several specific nuclei. The secretion ofGnRH is controlled by a tonically acting center located in thedorsomedial nucleus. Before puberty, secretion of GnRHoccurs infrequently and the amplitude of each of the secretoryevents is also low. This means that corresponding effects onthe secretion of FSH and LH from the anterior pituitary arealso reduced. However, as ovarian development progressessecretion of estradiol from waves of growing folliclesincreases. Over time the estradiol (along with effects ofenvironment, nutrients, and social interactions) escalates sothe frequency and amplitude of bursts of GnRH secretion fromthis tonic center in the hypothalamus is increased. Thisproduces more FSH and LH and in a positive cascade morefollicular activity.However, ovulation requires not just low‐level secretion of LHbut rather a marked surge in the concentration. This is calledthe preovulatory LH surge. This requires the activation of asecond population of hypothalamic neurons called the surgecenter. These cells are located more anterior in thehypothalamus in the preoptic and anterior nuclei. Essentially,the prepubertal female is characterized by having insufficientovarian‐derived estradiol to stimulate the surge center. As shematures her hypothalamus becomes progressively moresensitive to estradiol.
Estrous Cycles, Estrus, and OvulationThe ovaries are the source of the female gametes (ova) andestrous cycles, in postpubertal animals, these cycles delineateperiodic development or maturing of follicles, which results inthe release of eggs or ova that have the possibility of beingfertilized. The cellular events required to create eggs arecalled oogenesis. The period when the female is receptive tosexual activity is called estrus or more commonly heat. Anestrous cycle is simply the time from the beginning of oneestrus period to another. It is worth taking a moment to clarify



some of this confusing terminology. Estrus is a noun (e.g., Acow displays estrus or heat). Estrous is an adjective (e.g., theaverage length of an estrous cycle in the Holstein dairy cow is21 days). A review of British and European scientific literatureshows that oestrus and estrous are the equivalent terms forestrus and estrous.Animals that exhibit only one estrous cycle per year aremonoestrous and estrus lasts for several days (dogs, wolves,foxes, and bears). As a reproductive strategy, having anextended period of estrus increases the chance of a successfulmating. In contrast, polyestrous species exhibit multiplecycles each year. However, these cycles are not necessarilyuniformly distributed throughout the year. There are windowsof inactivity when the animals are anestrous. These animalsare seasonally polyestrous. Even among animals that are notseasonal breeders, there can be interruptions in the usualregular pattern. For example, in cattle that breed yeararound, there is typically an anestrous period for severalweeks or months after calving. This can be especiallypronounced in beef cows that are suckling their calves. Table19.2 provides a summary of selected reproductive measures insome common farm animals.
Table 19.2 Average age or time for selected reproductiveattributes.
Animal Onset of

Puberty
Age of
First

Breeding

Estrous
Cycle

Estrus Gestation

Bovine 9–24 mo 21–25 mo 21 d 18 h 282 dOvine 4–14 mo 12–18 mo 17 d 1–2 d 150 dPorcine 5–7 mo 8–10 mo 21 d 2 d 114 dEquine 12–19 24–36 mo 21 d 6 d 336 dIt is important to appreciate that there can be substantialdifferences between breeds. For example, the onset ofpuberty in cattle can vary from a low of about 9 months in



Holsteins to 19 months in Brahman cows. Similarly, Meishanpigs can show estrus as early as 3 months but Yorkshire giltsaverage about 7 mos. In the case of the onset of puberty,several external factors are also important. In sheep andgoats, the season of birth or photoperiod can act to hasten ordelay the onset of puberty. The presence or absence of theopposite sex during the peripubertal period impacts cattle andswine as does the density of housing in swine. In a largegrouping of gilts normal puberty is 28 weeks but in a smallergroup (~3) puberty is often delayed until 32 weeks. Age at theonset of puberty is also greatly influenced by body size andcondition. The onset of puberty is a particularly importantaspect of farm animal management. In dairy cattle, it isadvantageous to breed females as soon as practical so that theanimals enter the milking herd earlier. This must be coupledwith the animals also having the necessary body size andcondition to avoid calving difficulties and successfullycompete with older stronger cows at the feed bunk. From agenetic viewpoint, minimizing the age at puberty in maleslikely has the greatest benefit. In other words, like manyaspects of animal production—growth, lactation—reproduction is also markedly impacted by the management ofthe animals.We will use the dairy cow as our model species to describe theestrous cycle and process of ovulation. The generaldevelopment of follicles is similar in most mammals. The ovarycontains thousands of primary or dormant follicles. Essentiallythese are the ova, each of which is surrounded by a thin layerof cuboidal follicular or granulosa cells. In response to tonicsecretion of FSH and LH, some of these primary folliclesenlarge to become small antral follicles. Antral follicles exhibitthe appearance of a fluid‐filled space between the oocyte inthe center and the surrounding granulosa cells. These folliclesprovide the source of follicles that are eligible for activationduring the next estrous cycles.



Based on convention, the estrous cycle is divided into twophases, named after the dominant structures that are presenton the ovary. The follicular phase is relatively short ~20% ofthe estrous period and the preovulatory follicles, whichproduce estradiol are in control. The follicular phaseencompasses the time from the regression of the corporalutea to the time of ovulation. This is not to say that there isno follicular activity at other stages of the estrous cycle.Indeed, there are populations of follicles that sequentiallydevelop throughout the estrous cycle. However, as in manythings, timing is everything. As described below, it is only thedominant follicle(s) that are part of a wave of developmentoccurring near the time when the regression of the corpusluteum occurs that can be qualified for ovulation.It is now known that several waves (typically 3) of folliculardevelopment occur during the estrous cycle in cattle.Beginning after ovulation, groups or clusters of small ormedium antral follicles become sensitive to gonadotropins.These follicles are described as recruited follicles. Among thisgroup of recruited follicles, several are selected and begin tomature. However, typically only one of these selected follicleswill win the maturity race so that it becomes the dominantfollicle. Other selected follicles in this class begin to undergoregression or atresia. Even the dominant follicle is destined toundergo atresia if it is so unlucky to have been recruited inthe first or second wave of follicular development during theestrous cycle. This developmental process is illustrated inFigure 19.11. Figure 19.12 illustrates changes in majorreproductive hormones during a bovine estrous cycle.For a moment, let us consider the development of the ovaryand specifically the relationship between the follicle and theoocytes. In the fetus, primordial germ cells migrate from theyolk sac to the immature ovary. These germ cells (now calledan oogonium) become surrounded by a single layer offollicular cells. As the ovary matures, it is usual to findclusters or nests of these germ cells in the cortex of the ovary



(Fig. 19.9A). It is worth remembering that these cells undergomeiosis, but they stop in the first prophase before the firstdivision. In most animals, the first of the two meiotic divisionsis completed, producing the first polar body, at about the timeof ovulation. The essential point is that unlikespermatogenesis, where each primary germ cell produces fourspermatozoa, the maturation of the oocyte creates only onemature ovum and three polar bodies. Thereafter some of theseprimary or primordial follicles are stimulated to growthprogressing first to a secondary follicle stage. This ischaracterized by an increase in the number of granulosa cellssurrounding the oocyte (Fig. 19.7B). A tertiary follicle orantral follicle is characterized by the coalescence of fluid thatappears between the granulosa cells so that a prominentspace is evident (Fig. 19.7C). With progressive development,the stroma cells surrounding the follicle segregate into twodistinct layers—the theca interna (closest to the layer ofgranulosa cells) and outer theca externa. These layers giveadditional structural substance to the rapidly developingfollicle. Moreover, the theca interna, if the follicle is adominating ovulatory follicle, is destined to be a major sourceof steroid hormones. The granulosa cells are separated fromthe theca cells by the basement membrane. At this time, theoocyte is typically displaced to one side of the follicle andantrum where it is surrounded by a cluster or cloud ofgranulosa cells called the cumulus oophorus (Fig. 19.8). Othergranulosa cells remain in layers surrounding the oocyteadjacent to the theca interna. These cells are referred to asthe membrana granulosa. The granulosa cells adjacent to theovum secrete glycoproteins that form a protective layer calledthe zona pellucida. Figure 19.9 shows examples of developingfollicles.



Fig. 19.7 Examples of follicular development in the bovine.Panel (A) shows a low‐power view of the ovary. In the outercortex, larger clusters of cells (egg nests with arrows) areprimordial oocytes. The center is called the medulla. Panel (B)illustrates the appearance of a secondary follicle. The oocytewith its evident nucleus and large area of cytoplasm issurrounded by multiple layers of granulosa cells (layer). Panel(C) illustrates a tertiary follicle. The antral space or antrumand surrounding layers of follicular cells are evident. In thiscase, the nucleus of the oocyte is not apparent, but theooplasm can be seen. The basement membrane demarcatesthe boundary between the follicular and theca cells.



Fig. 19.8 Details of tertiary follicle development. In panel (A),the antrum occupies most of the area. The ovum (withoutevident nucleus) appears to the upper left. The granulosamembrana (the edge of the layer of follicular cells) bordersthe antrum. To the outside, theca interna and theca externaare evident as distinct layers. Panel (B) regions of thecumulus oophorus and corona radiata (layer of granulosa cellsthat immediately surround the ovum) and hillock (group ofgranulosa that anchor the oocyte within the antral space) areillustrated. Panel (C) some of the details of the ooplasm canbe seen as well as the oocyte nucleus and the zona pellucidaand perivitelline space.While we have used the cow as our primary model, there aredramatic differences between species. The LH surge andovulation in most farm animals (cow, sow, ewe, and mare)



take place regularly independent of copulation. These animalsspontaneously ovulate. In contrast, in rabbits, mink, camels,llamas, and alpacas ovulation requires copulation. Suchanimals are induced ovulators. In these cases, the appearanceof the preovulatory LH surge depends on neural reflexesproduced by vaginal simulation. These animals (oftendepending on the season) have typical estrous cycles andassociated follicular development, but the mature folliclesundergo atresia if copulation does not occur.Once ovulation occurs the granulosa cells lining the nowempty follicular cavity begin to divide, fill the space, andbegin a process called luteinization in response to high levelsof LH. The result is the formation of a structure called thecorpus luteum (yellow body or CL). The CL is a powerfulendocrine tissue that produces large amounts ofprogesterone. The secretion of progesterone prepares theuterus to receive the ovulated ovum or ova. If fertilization andimplantation of the ova is successful, this produces maternalrecognition of pregnancy, and the usual regression of the CLdoes not occur. Progesterone concentrations in the blood aremaintained throughout pregnancy. Some species aredependent on the CL for all the progesterone needs but inothers, the CL can actually be removed and pregnancymaintained because of progesterone produced by theplacenta. Progesterone, especially in the later stages ofpregnancy, is critical for mammary development needed tosupport lactation after the birth of the young.



Fig. 19.9 Several follicular waves occur during the estrouscycle. The small, filled circles represent gonadotropin‐sensitive follicles. During each wave, some follicles arerecruited (R), some of these are selected (S), and somebecome dominant (D). Most eventually regress or becomeatretic (A). Only follicles recruited during the third wave orafter luteolysis of the corpus luteum produced in the previouscycle will become eligible for ovulation (Fig. 19.10).If pregnancy is not established, the CL must regress for theanimal to continue estrous cycles. In most domestic species,the signal to induce CL regression is prostaglandin F2α(PGF2α). Secretion of PGF2α begins to increase afterovulation with timing that corresponds with estrous cyclelength in the species.When PGF2α secretion is sufficient this stimulates a series ofbiochemical and cellular changes in the CL so that it



regresses or undergoes luteolysis. This then allows foranother estrous cycle to begin.Certainly, successful breeding depends on the ability to detectcandidate animals in estrus. In situations where cattle arebred naturally, herd bulls handle these demands very well.However, in dairy operations, it is not usual to maintain bullsfor breeding. Dairy bulls are exceptionally aggressive anddangerous. Thus, the physical need for adequate handling andhousing facilities can be substantial. Perhaps moreimportantly, genetic progress in dairy has depended on theability to breed many cows to genetically superior bulls. Thisis only possible by the use of AI. Without bulls to detectfemales in heat, this means that producers had to learn othermethods of heat detection. Fortunately, behavioral cues incattle are dramatic and if animals are housed so thatinteractions between females are possible, that is, appropriatepastures or lots with good footing and sufficient time forobservation. Specifically, as the cow enters estrus, shegradually begins to display activity that signals approachingsexual receptivity. These include increased physical activity(locomotion), bellowing, nervousness, and attempts to mountother females. As the period progresses the female'swillingness to accept the male increases. During this time, thecow will display a mating posture called lordosis. Suchanimals stand still so that herd mates will periodically engagein mounting behavior. The animal ready for breeding is said tobe in standing heat. Observation of standing heat is the majorcue for managers to breed these animals. To be most efficient,it is important to have the inseminate deposited very near thetime of ovulation. This means that most operations wouldneed to observe candidate animals at least twice daily likely30–45 minutes per session. Because labor is an important partof farm costs, it is not surprising that multiple techniques tobetter automate heat detection have been devised. Forexample, patches placed on the rump of candidate animalsthat contain packets of dye that rupture when the animal ismounted, mounted pressure sensors that send radio signals to



a base station on the farm, or monitoring of activity via a dailyreading of pedometers are all methods used to decrease thecosts and increase the efficiency of heat detection. One of themore interesting experimental approaches was to train dogsto identify cows in heat. Other advances in biotechnologyincluding AI and machine learning are adding to the tools forreproductive improvements (Hoorn et al., 2024; Shakweer etal., 2023).

Fig. 19.10 Relative changes in secretion of majorreproductive hormones during a bovine estrous cycle. Duringthe follicular phase (proestrus + estrus) from about day 17 to1, progesterone declines rapidly due to luteolysis, and there isa correspondingly rapid increase in estrogen coming fromrecruited and selected follicles. This promotes increases inFSH with further stimulation of estrogen secretion and,finally, the dramatic LH surge that leads to ovulation.In recent years, control of estrous cycles to more efficientlymanage the breeding of cattle has become a reality using



estrus synchronization schemes. This has become possiblebecause of the availability of commercial formulations ofPGF2α, GNRH, and progesterone. Indeed, there are noweffective schemes to allow the timed breeding of cows andheifers without the need for heat detection. As an example,Peeler et al., 2004 reported results from a trial in whichheifers were synchronized using intravaginal progesteroneinserts also called controlled internal drug release devices(CIRD), coupled with GNRH treatment, and timed AI. Briefly,heifers were assigned to the protocol irrespective of the stageof the estrous cycle. At this time, they received a CIDRcontaining 1.38 g of progesterone and a 1 mg injection ofestradiol cypionate (ECP). After 7 day the CIDR was removed,and the heifers were given a 25 mg injection of PGF2α. On day9, the heifers were given an injection containing 100 μgGNRH. The heifers were bred 48, 56, or 72 hours after theCIDR was removed. The first service pregnancy ratesaveraged 57.6%. There was no estrus detection in the studybut more importantly the success rate was like that obtainedwith laborious heat detection systems. Some of the advancesin reproductive technologies and the history of research tocreate these tools have been reviewed (Stevenson and Britt,2017). Perry 2012; Wiltbank et al., 2011; Sakaguchi 2011).
Fertilization and PregnancyAssuming a successful ovulation and insemination haveoccurred, the reproductive story is just beginning. Asspermatozoa ascend through the cervix, uterine body, andoviduct, many are lost. However, those that remain mustundergo a process called capacitation. These biochemicalchanges to the sperm cells are induced by secretions of thefemale reproductive tract. It is generally accepted thatexposure of spermatozoa to seminal fluid during maturation inthe testes or at the time of ejaculation leads to the coating ofthe cell surface with a complex layer of proteins andcarbohydrates. Removal of these materials via the



capacitation process in the female tract is essential for thespermatozoa to bind to the oocyte. Fertilization typicallyoccurs when the oocyte and spermatozoa meet in the ampullaregion of the oviduct.Interestingly, when the spermatozoa reach this area,swimming patterns change from very regular linearmovements to more erratic or frenzied motions. This change isinduced by molecules secreted in this region of the oviductand is thought to increase the opportunity for contact betweensperm and oocyte. Fertilization depends on a complex seriesof steps which are outlined in Figure 19.11.Sperm cells have very specific proteins associated with theacrosome portion of the head of the spermatozoa, which havean affinity for the zona pellucida of the oocyte. This outerlayer of the oocyte is composed of three glycoproteins calledzona protein 1, 2, and 3 or ZP1, ZP2, and ZP3 for short. ZP1and ZP2 are primarily structural proteins that maintain thespace and organization of the zona pellucida. ZP3 in contrast,acts as an anchor or receptor for proteins found in themembrane of the sperm cell. Two binding sites are present.The primary zona binding region allows for the closeadherence of the oocyte and sperm cell. A second site inducesthe acrosome reaction when ZP3 from the zona pellucidabinds.The acrosome is a lysosome‐like membrane‐bound structureoriented around the outer portion of the spermatozoa where itpartially encapsulates the condensed nucleus of thespermatozoa. It contains enzymes that are important forevents associated with fertilization. The acrosome reaction isessential because it allows the spermatozoa to penetrate thezona pellucida and second it exposes the nucleus of the spermcell, that is, now surrounded by the former inner membrane ofthe acrosome. After binding, the acrosomal reaction begins asthe plasma membrane surrounding the sperm head formsfusion points with the acrosomal membrane. As small vesiclesappear, this produces a morphological cellular landmark



called vesiculation that is used to identify cells that haveundergone the acrosome reaction. Among the enzymesreleased, proacrosin has a very high affinity for the zonapellucida. This supports the close adherence of the oocyte andspermatozoa undergoing the acrosome reaction. Whenactivated to acrosin, its hydrolytic action degrades the zonapellucida in the very local region where the sperm cell isattached. This is important because the continued presence ofthe zona pellucida is necessary for subsequent development.The continued beating of the tail of the spermatozoa suppliesthe mechanical force needed for the activated spermatozoa topenetrate through the zona pellucida to the perivitellinespace, which surrounds the plasma membrane of the oocyte.When the spermatozoon gets to the perivitelline space, itbinds to microvilli on the surface of the oocyte. The plasmamembrane of the oocyte then fuses with the membranesurrounding the spermatozoon and engulfment occurs. Afterthis event dense vesicles—the cortical granules—previouslyproduced inside the oocyte, migrate to the cell surface andrelease their contents by exocytosis. The proteases,mucopolysaccharides, plasminogen activator, acidphosphatases, and peroxidases contained in the granules alterthe biochemical properties of the zona pellucida so that inaddition sperm cannot enter. This is called zona block. Insome species, these substances also reduce the capacity of theoocyte plasma membrane to fuse with additional spermatozoa,the vitelline block. This provides a second mechanism toprevent polyspermy (fertilization by more than onespermatozoon), which results in embryonic death. After thesperm nucleus is freed into the cytoplasm of the oocyte itbecomes the male pronucleus. However, this requires a majordecondensation of the sperm nucleus. During the maturationof the spermatozoa in the testis the nucleus becomes veryhighly compacted and ordered due to the creation of manydisulfide crosslinks. In this state, the chromosomes areessentially inert. Fortunately, the oocyte cytoplasm is rich inglutathione, which allows for the loosening of the



chromosomes so that interaction can take place. The last stepin fertilization is the fusion of male and female pronuclei. Thisis called syngamy. After this point, the zygote enters the firststages of embryo genesis. Structures of the oocyte andspermatozoa are illustrated in Fig. 19.12 (see also folliculardevelopment).

Fig. 19.11 Events following capacitation and fertilization.



Implantation and PlacentationAfter a successful fertilization, the embryo then develops intoa blastocyst and erupts or hatches from the surrounding zonapellucida. It then develops a functional trophoblast andsecretes signaling proteins that allow maintenance of thecorpus luteum. After the fusion of the male and femalepronuclei, the single‐celled egg is called a zygote. It can alsobe referred to as an embryo (defined as an organism in theearly stages of development). Embryos typically have notacquired features that allow for recognition of a particularspecies. By contrast a fetus—a potential offspring still withinthe uterus—can generally be recognized as a member of thespecies. A conceptus, defined as the product of conception, isa commonly used term but is poorly descriptive. It is really acatchall term because it includes early and late embryos, theembryo + extra embryonic membranes duringpreimplantation, as well as the fetus and placenta.



Fig. 19.12 The oocyte and fertilization. The upper panelillustrates the structures of the oocyte. Before fertilization cantake place, the spermatozoon must penetrate the zonapellucida, enter the perivitelline space, and ultimately fusewith the oocyte plasma membrane and be engulfed. The lowerpanel illustrates events of the acrosomal reaction. During thereaction, the outer plasma membrane surrounding the spermhead fuses with the other membrane of the acrosome. Thisleads to the release of the acrosomal contents. The result isthat the inner membrane of the acrosome encompasses thenucleus and continues in a continuous fashion with theremaining plasma membrane of the spermatozoon.Soon after syngamy, the zygote initiates as series of mitoticdivisions or cleavages. The first cleavage produces a two‐celled embryo. Each of the cells is called a blastomere.Subsequent divisions produce 4, 8, and 16 identical daughtercells. At these early stages, the blastomeres are totipotent. Inother words, each of the individual cells can give rise to a fullyformed offspring. For example, identical twins can be



produced in experimental situations by separating individualblastomeres, placing then into surrogate zona pellucida, andallowing development in the uterus of a recipient female. Itwas long thought that adult or differentiated cells were notcapable of this process. However, the production of Dolly thesheep from adult mammary gland fibroblast cells showed thatit is possible with just the correct conditions to dedifferentiatecells so that they can become totipotent once again. Oncebeyond the 16‐cell stage, it becomes impossible to accuratelycount the growing ball of cells, so the structure is called amorula. With further divisions, a blastocyst develops. It ischaracterized by the presence of inner cell mass (ICM), afluid‐filled cavity called a blastocoele, and a layer of cellsaround the periphery called the trophoblast. Figure 19.13illustrates some of these stages of development.During the morula stage, the cells begin to segregate into twodistinct populations, inner and outer cells. Cells in the ICMdevelop gap junctions, which allows for coordinatedcommunication between the cells. The outer cells by contrastbecome linked by tight junctions. This allows for the creationof a unique environment with respect to ions inside thedeveloping blastocoele. Specifically, increasing concentrationsof Na+ produces an osmotic drive for water to enter thestructure and expand the volume of the blastocoele. The ICMdevelops into the embryo while the trophoblast gives rise tothe chorion, which eventually becomes the fetal component ofthe placenta. With continuing expansion of the blastocyst viafluid and cell proliferation and pressure increases, thetrophoblast cells begin to secrete enzymes and an area of thezona pellucida degrades and ruptures. The blastocyst escapesor hatches and becomes a free‐floating embryo within thelumen of the uterus. This development cycle is illustrated inFigure 19.14.After the hatching of the blastocyst, cell division occurs veryrapidly. For example, in the cow on day 13, the blastocyst isabout 3 mm in diameter. Over the next few days, the



blastocyst increases in length to 250 mm and appears as astring or thread. By day 18 of gestation, the blastocystoccupies areas of both uterine horns. Much of this growthinvolves the appearance of extraembryonic membranesessential for the embryo to attach to the uterus of the dam forsubsequent development. The outer trophoblast combinedwith the newly developed endoderm gives rise to the chorionand amnion. The yolk sac develops from the endoderm (seeFig. 19.15).Implantation is the attachment of the free‐floating blastocystto the uterine epithelium and the corresponding growth orpenetration of the epithelium by embryonic tissues. Just howdramatic and extensive this interaction becomes varies amongspecies. In most farm animals, the degree of penetration ismuch less than in rodents and humans, for example.Implantation in most farm animals is considered noninvasiveand primarily associated with cell‐to‐cell junctions betweenembryonic and uterine tissues. After fertilization, attachmentoccurs in the cow at about 35 days, the sow at about 11 days,and the mare at about 55 days.Placentation refers to the development of the extraembyronicmembranes or the placenta. The placenta and its layers allowfor exchanges between the maternal and fetal circulations sothat nutrients can be supplied and waste removed. Thechorion is the outermost membrane and therefore is incontact with the maternal uterine wall. The next layer towardthe fetus is the allantois which forms a continuous layer thatcreates a fluid‐filled sac—the allantoic cavity—around thefetus. The amnion is the closest membrane to the fetus. It alsoforms a fluid‐filled cavity in direct contact with the fetus. Theamnion is fused to the inner layer of the allantois. Whenparturition occurs, the allantoic sac is expelled followed by theamniotic sac. Branches from the umbilical arteries and veinspass through the connective tissue between the allantois andchorion. The physical attachment of the conceptus to theuterus offers major reproductive advantages. Modification of



the intrauterine environment as the fetus develops ensuresthat the developing fetus will be provided with nutrients andphysiological support to maximize the chance of a successfulbirth. This was a major evolutionary step for eutherianmammals compared with lower animals that laid their eggs.





Fig. 19.13 Stages of bovine oocyte development. The upperpanels (left to right) are two and four cells, the middle panelsare eight cells and morula, and the lower panels are expandedblastocyst and hatched blastocyst, respectively.

Fig. 19.14 Photograph and representation of apreimplantation embryo just before hatching. The inner cellmass (ICM) develops into the embryo (panel A), and thetrophoblast cells (lower arrows) that surround the expandingspace or blastocoele give rise to the chorion (panel B). Afterexpansion, hatching occurs, so that the blastocyst escapes tobecome a free‐floating embryo within the uterus prior toimplantation.



Fig. 19.15 Developing bovine fetus and associatedmembranes.Connections between the chorion and the uterus are variedbetween species. By convention, the histological relationshipbetween the fetal membranes and uterine epithelium is namedbeginning with the maternal side. For example, the placentaof most farm animals is classified as epitheliochorial. Thismeans that the chorion of the fetus is in direct contact withthe uterine surface. This is the least intimate arrangement ofthe types of placentas. In hemochorial placentation, fetalvessels and chorion are invaginated so that there is directcontact between a single layer of chorion epithelial cells andmaternal blood. In hemoendothelial placentation, maternalblood can directly bathe the outer surface of chorioniccapillaries. The number of layers separating fetal andmaternal circulations is important in part because this affects



the transfer of immunoglobulins in utero. Because most farmanimals have epitheliochorial connections, calves, forexample, are born without protective antibodies from thedam. Consequently, absorption of antibodies from thecolostrum is very important. Primates, rabbits, rodents, andother species with hemochorial or hemoendothelialarrangements are born with some antibodies that transfer inutero from the mother.Placentation patterns also vary grossly. In the horse and pig,extensions from the chorion (chorionic villi) project into cryptsscattered over the entire surface of the endometrium. This iscalled a diffuse placenta. Ruminants have scatteredattachments, which depend on a cotyledonary type ofconnection. In this situation, exchange takes place at distinctstructures called placentomes. The placentomes are formedby the combined invagination of specific regions of thechorionic membrane, the cotyledons, into the button‐likeprojections from the surface of the endometrium, thecaruncles. Caruncles project from the surface of the uterusabout 2 cm and vary from 1 to 10 cm in diameter. Thecaruncles also increase in size as pregnancy advances and arelarger in the gravid horn than in the nongravid horn of theuterus. Zonary placentas, found in dogs and cats for example,are characterized by a major region of exchange that forms anarea near the center of the developing conceptus essentiallyin a band. In primates and rodents, the discoid placenta typeoccurs. It is characterized by the presence of one or twodistinct discs on a region of the chorion. The discs house thechorionic villi which interconnect with the endometrium.Exchanges that occur across the placenta involve typicalmechanisms, that is, diffusion, facilitated diffusion, and activetransport. Glucose is the major energy source for the fetus.Because lipids do not readily cross the placenta, triglyceridesare hydrolyzed and the fatty acids are reesterified. Except forantibodies—depending on the placentation type—largeproteins do not pass the placenta. Unfortunately, many toxic



substances are readily absorbed. Appearance of alcohol fetalsyndrome in humans is evidence of the ability of ethanol topass the placenta and adversely affects fetal development.Substances that cause abnormal fetal development or birthdefects are teratogenic.The placental is also a major endocrine organ duringpregnancy. For example, mares produce a gonadotropin—equine chorionic gonadotropins (ECG), sometimes calledpregnant mare serum gonadotropin (PMSG). The hormoneacts like LH and serves to stimulate the maintenance of theprimary CL on the ovary. Concentrations are especially highduring the period between 40 and 100 days of gestation. Infact, this “extra” stimulus can promote addition luteinizationof ovarian follicles to ensure that an adequate level ofprogesterone is maintained. When used in other species,PMSG has a very strong FSH‐like action, so it is useful toinduce follicular development, that is, in superovulation andembryo transfer (ET) schemes.In addition to the ovaries, in many species, the placental is amajor source of estrogen and progesterone. For example, insow or rabbit lutectomy (surgical removal of the CL)terminates the pregnancy at any time during gestation. But inother species, the placental can take over the production ofprogesterone. The time when the placental can take over andmaintain the pregnancy in the cow, ewe, mare, and human is7 months, 50 days, 70 days, and 50 days, respectively.The placenta also produces a polypeptide in many species thathas properties like Prl and GH and is referred to as placentallactogen. Whether the GH or Prl‐like activity predominatesvaries markedly as does the amount of placental lactogen thatappears in the material circulation. In the sheep and goatsconcentrations of several hundred ng/mL are common nearthe time of parturition, but concentrations are only 1–2 ng/mLin cattle.



ParturitionParturition occurs in three phases: (1) initiation of uterinecontractions, (2) expulsion of the fetus, and (3) expulsion ofthe fetal membranes. However, events leading to birth resultfrom of a cascade of actions. During most of gestation,maintenance of high progesterone concentrations maintain a“quite” uterus, as birth approaches luteolysis of the dominateCL and/or decreasing placental production of progesteronecouples with increasing estrogen concentrations to preparefor parturition. Increasing estrogen also stimulates theexpression of oxytocin receptors in the myometrium.Activation of the fetal pituitary–adrenal axis is essential forthe initiation of parturition. It is generally accepted that thefetus essentially becomes “stressed” so that it begins tosecrete ACTH and therefore glucocorticoids. Highconcentrations act to remove the progesterone block bystimulation of three enzymes in the placenta that increase theconversion of progesterone to estradiol. These enzymes are17α hydroxylase (conversion of progesterone to 17αhydroxyprogesterone), 17, 20 lyase (conversion of 17αhydroxyprogesterone to androstenedione), and aromatase(conversion of androstenedione to estradiol). Fetal corticoidsalso promote the synthesis of PGF2α, which also acts toremove the progesterone block. Increasing estradiol andPGF2α synergize to make the uterus more sensitive to actionsthat promote contractions. In some species (e.g., mares,humans, rabbits, pigs), the hormone relaxin, which isproduced by the ovary and/or placenta, acts to soften cervicaltissues and allow pelvic ligament to stretch to aid parturition.Interestingly, there is also growing evidence that relaxin andperhaps other milk‐born factors are involved in essentially“programing” reproductive tract development in the neonate,that is, the lactocrine hypothesis (see Chapter 18).As estradiol and glucocorticoids increase, the contractinguterus pushes the fetus toward the cervix. Neural signals from



in the cervix promote oxytocin release, more contractions,more pressure on the cervix, and more oxytocin in a positivecascade. As the fetus enters the cervical canal, the first stageof parturition is complete. Although estradiol and otherhormones increase mucus secretion and general lubrication ofthe cervical canal and vagina, progressively strongercontractions are critical. With the fetus properly positioned,the feet and head put increasing pressure on the fetalmembranes so that the membranes rupture releasing amnioticfluid. This also acts as lubrication. As the fetus passes thebirth canal, it becomes hypoxic. This promotes fetal movementwhich stimulates more uterine contraction. Along with activeabdominal contractions of the dam, expulsion of the fetus isaccomplished.In most cases, the fetal membranes are expelled just after thefetus. The degree of disruption varies depending on the typeof placentation but requires that the chorionic villi areremoved from the crypts on the maternal side of the placenta.This is believed to be caused by active vasoconstriction of thearteries of the villi. This is important to minimize hemorrhage.Clearly, this is also much more likely in animals withhemochorial or hemoendothelial types of placentation.The duration of parturition varies between species. Forexample, the bovine initial stages of parturition (start ofcontractions and cervical dilation) typically last 2–6 hours,fetal expulsion 30–60 minutes, and expulsion of fetalmembranes 6–12 hours. If the duration of parturition extendsbeyond the normal range for the animal, this is calleddystocia. One cause of problems is the excessive size of thefetus. Consequently, care must be taken in breedingprograms. Another problem occurs when there is a failure ofthe fetus to become properly positioned for birth. Forexample, in cattle, the calf is normally positioned as if it isdiving headfirst with the front legs extending underneath thelower jaw. In about 5% of births, the calf is abnormallypositioned. In some cases, normal birth becomes impossible



so a Cesarean section is required. A third issue arises innormally monotocous species when there are multiple births.This can be the result of twins presenting simultaneously, oneabnormally positioned fetus blocking the birth of another, oruterine fatigue from prolonged parturition.
Overview of Male Reproductive TractThe reproductive tract of the male is made up of the testis,epididymis, spermatic cord, accessory sex glands, and thepenis. The testis is critical for the production of spermatozoaand testosterone. The epididymis provides the environmentneeded for the spermatozoa to mature and for storage. Theaccessory sex glands produce seminal plasma and fluids andthe penis is the structure needed for copulation.The testes, lie outside the abdominal cavity within thescrotum, are essentially a purse‐like structure that is derivedfrom the skin and connective tissue of the abdominal wall. Thetestes develop in the abdomen, in a position medial to theembryonic kidney. A grouping of ducts within the testisdevelops so that they connect to the mesonephric tubules toeventually give rise to the epididymis, ductus deferens, andthe vesicular gland. The prostrate and bulbourethral glandsdevelop from the embryonic sinus and the penis forms bytabulation and elongation of a tubercle that appears at theorifice of the urogenital sinus. This pattern of developmentdepends on secretions from the fetal testis. Specifically,androgen production stimulates the secretion of aglycoprotein called Mullerian inhibiting substance, whichprevents the female developmental pattern from proceeding.In other words, in the absence of blockage, the femaledevelopment pattern is normal.The testes normally migrate in a caudal direction within theabdominal cavity to the inguinal ring. They pass through theenlarged foramen of the genitofemoral nerve (Lumbar; L3 andL4). This process requires the formation of a peritoneal sac,



which extends through the abdominal wall so that the testis isenclosed by an inguinal ligament of the testis called thegubernaculum testis. The migration is complete once thetestes are in the scrotum. If this process fails, the condition iscalled cryptorchidism. If both testes fail to descend, the maleis sterile. This is because the lower temperature of the testeswithin the scrotum is required for spermatogenesis. Asdiagramed in Figure 19.16, the various parts of the malereproduction system have been likened to a manufacturingoperation. If successful, the end products are fully functionalspermatozoa. This requires hormones (testosterone, FSH, andLH) and secretory products (fluids of the epididymis andseminal plasma) to allow for appropriate movement,transport, and maturation of the spermatozoa.



Fig. 19.16 Male reproductive function viewed as amanufacturing process. (1) Production of spermatozoa occursin the seminiferous tubules of the testes; (2) spermatozoa aretransported to the body and head of epididymis; (3) in the tailof the epididymis, spermatozoa become functionally fertile; (4)addition of secretions from the accessory sex gland (seminalvesicles, prostate, etc.) provides seminal plasma; (5) sexualarousal and intromission provide the delivery system to thefemale reproductive tract.The testes are responsible for the creation of spermatozoa,and they are very efficient. Depending on the species 1–25billion spermatozoa are produced per day. Once the cells areproduced over a period of several days, they pass thoroughthe rete tubules and enter the head (caput) and body (corpus)of the epididymis. In these locations, the cells are modified sothat they become fertile. Cells that enter the tail (cauda) ofthe epididymis are capable of fertilization if removed and



incubated in an appropriate buffer solution. This region of theepididymis serves as a reservoir for spermatozoa prior toejaculation. With sexual arousal, the spermatozoa in the tail ofthe epididymis are transported via contractions of the smoothmuscle of the epididymal duct and the ductus deferens to thepelvic urethra. The final packaging involves the addition offluids produced by the accessory sex glands (ampulla of theductus deferens, seminal vesicles, prostate gland, andbulbourethral glands). The noncellular component of thesemen is called seminal plasma. Some of these basicstructural elements are illustrated in Figure 19.17.
SpermatogenesisThe functional tissue of an organ is called the parenchyma.Testicular parenchyma is comprised of the seminiferoustubules (STs) and the interstitial cells of Leydig. The testis issurrounded by a tough capsule composed of two elements.The tunica vaginalis (visceral tunic) is closest to the testicularparenchyma and the tunica albuginea, a tougher outerconnective tissue layer to the outside. Tissue projections fromthe capsule penetrate the testicular tissue to createsupporting septa for the STs where they join a centralconnective tissue band called the mediastinum. When thetestis is cut longitudinally it appears that there are elongatedislands of parenchymal tissue separated by faint bands ofconnective tissue. Examples of the gross and microscopicanatomy of the testis are shown in Figure 19.18.The STs are the key to spermatogenesis. As the images inFigure 19.17 and Figure 19.18 suggest they are very highlyconvoluted structures with a complex array of developing cells(germinal epithelium) that make up the wall of the tubule. Theend of each ST joins with the rete tubules that are continuouswith the epididymis. The tubule is surrounded by peritubularcells, connective tissue elements, capillaries, and the Leydigcells. Within the basement membrane, the basal compartmentcontains the Sertoli cells and the developing population of



germ cells the spermatogonia. The cycle of differentiationinvolves the sequential development of the germ cells until themature spermatozoa are released into the luminal space of theST. The Sertoli cells are the only somatic cells that are part ofthe internal structure (inside the basement membrane) of theSTs. As the spermatogonia develop their destiny is largelycontrolled by the Sertoli cells. Each of the Sertoli cells tendsor anchors a maximum number of germ cells. This means thatthe absolute number of spermatozoa produced per day isdirectly linked with the density of Sertoli cells within the STs.In many ways, the Sertoli cells are analogous to the granulosacells of the ovarian follicles. The layer of Sertoli cells near thebasement membrane are linked to one another by tightjunctions. This produces a barrier that allows different localenvironments within the basal region compared with the areanear the lumen of the tubule (the adluminal compartment).The basal region houses the spermatogonia and the earlyspermatocytes. The adluminal region has all the other germcells, that is, primary and secondary spermatocytes,spermatids, elongated spermatids, and mature spermatozoa.Cells of the STs are illustrated in more detail in Figure 19.19.Because not all the cells in regions of the tubules maturesimultaneously, a survey of sections shows varying stages ofmaturity. Figure 19.20 shows a section of ST with fully formedspermatozoa nearing the point of being released into thelumen this would be Stage VIII of the development.



Fig. 19.17 Gross anatomy of the dissected reproductive tractof a bull. A = ampulla of ductus deferens, GP = glans penis,DD = ductus deferens, IcM = ischiocabernosus muscle, RPM= retractor penis muscle, PG = prostate gland, PF = preputialfold, SF = sigmoid flexure, SP = shaft of penis, SV = seminalvesicles, UB = urinary bladder, UM = urethralis muscle.





Fig. 19.18 Gross anatomy of the bull testis and correspondinghistological appearance of the testicular parenchymal tissue.The capsule surrounding the testis (tunica vaginalis andtunica albuginea) supports the parenchymal tissue (panel A).The striking feature of the testis is the abundance ofseminiferous tubules (STs), responsible production of thespermatozoa (panel B).

Fig. 19.19 Histology of seminiferous tubules is illustrated.Panel (A) provides an overview of the seminiferous tubuleswith their distinct basement membranes (bracket indicates aportion of a single tubule). In the regions between the tubuleislands of cells, Leydig cells (lower left corner) are responsiveto gonadotropin (FSH and LH) secretion and in turn producelocally high concentrations of testosterone. Testosterone, inaddition to its effect on secondary sex characteristics, is alsoimportant in the differential of the germ cells. Panel (B)provides higher magnification to illustrate the presence ofSertoli cells and spermatogonia of the basal compartment aswell as the presence of spermatids and elongated spermatidsin the adluminal compartment. The thin dashed line shows theapproximate boundary between the basal and adluminalcompartments.



Fig. 19.20 Stage VIII development of bull spermatogenesis.Several clusters of mature spermatozoa (arrows) are nearingrelease into the lumen of the seminiferous tubule.This developmental process can be characterized in severalways. The cycle is described as a series of changes in eachregion of the tubular epithelium between appearances of thesame developmental stage. A stage is a well‐characterizedhistological—cellular profile of the epithelium that defines aparticular period of spermatogenesis. A wave of developmentdefines the sequential order of the stages of spermatogenesisthat occur along the length of the tubule. As an example, ifyou begin at the time when a “crop” of new spermatozoa hasbeen released into the lumen of the tubule, this region of thegerminal epithelium is in Stage I of spermatogenesis. Theappearance is characterized by the complete absence of



spermatozoa, the presence of primary spermatogonia, andSertoli cells (near the basement membrane), and some roundspermatids in the adluminal area but little else. By Stage II,some elongation of some of the spermatids begins. In StageIII, the elongating spermatids begin to clump or bunch inclose association with the apical regions of the Sertoli cells. InStage IV, secondary spermatocytes appear. Stages V–VIII arecharacterized by continued expansion of the epithelium untilthe new crop of mature spermatozoa “back out” of theirdocking stations with the Sertoli cells and are released so thecycle in that region of the tubule can begin once more.The peritubular cells, basement membrane, and the junctionalcomplexes of the Sertoli cells combine to create a so‐calledblood testes barrier that prevents large molecular weightmaterials and immune cells from entering the adluminal areaof the STs. This is important because it prevents autoimmunereactions from impacting the developing spermatozoa as theyundergo meiosis.
Sperm Storage, Maturation, and DeliveryOnce spermatozoa are shed into the luminal space of the STsthe efferent ducts converge into the rete tubules and then asingle epididymal duct. Here the cells and fluids (rete fluid)combine. The head of the epididymis is the initial segment.The head and body of the epididymis provide an environment,governed at least in part by the effects of testosterone, for thematuration of the spermatozoa. Like the STs, the epididymis isalso highly convoluted. In many species, if extended it wouldreach 60 meters. It is surrounded by smooth muscle so thatrhythmic contractions progressively propel the spermatozoato the tail of the epididymis. Transit times vary but in bulls,for example, it takes 9–14 days for the trip from the headthrough the tail. Once in the tail smooth muscle activity isreduced unless there is sexual stimulation. Sexual stimulationinduces smooth muscle contractions in the tail so thatspermatozoa are propelled into the ductus deferens. However,



transit through the body and head of the epididymis are notaffected. This means that the tail region of the epididymis,especially the distal region, serves as a reservoir. Thus, spermnumber per ejaculation is dramatically impacted byejaculation frequency. In a practical sense, this explains theneed for not overstocking breeding males so that maximumfertility is maintained. In short, the breeding capacity dependsprimarily on the epididymal tail reserves rather than the rateof sperm production.Given the continuous production of several billionspermatozoa daily there is also a continuous loss ofspermatozoa irrespective of sexual activity. Because there isno reabsorption of spermatozoa, periodic contraction of theepididymis and ductus deferens produces a flow of cells intothe pelvic urethra where they are flushed with urination.Figure 19.21 and Figure 19.22 illustrate histological featuresof the epididymis. Notice the accumulation of spermatozoa inthe lumen of the caudal regions, the presence of a distinctmuscularis (in contrast with the STs), and the distinctpresence of the stratified, ciliated epithelium lining theinternal surface of the epididymis.



Fig. 19.21 Image of the body region of the bovine epididymis.Part of the thick muscular tunic (outer tubular muscularis)that surrounds the entire structure as well as smooth muscle(M) surrounding the highly convoluted epididymal tubularelements are shown.



Fig. 19.22 Histological appearance of tail region of theepididymis. Note the distinct layer of smooth muscle(muscularis) surrounding the tubule, the cluster ofspermatozoa in the luminal area, and the pseudostratifiedepithelial cells with cilia that line the internal surface.
Reproduction in BirdsIt is apparent even to the casual observer that there aredramatic reproductive differences between mammals andbirds. Chickens (gallus domesticus) are familiar asdomesticated birds in the poultry industry. These birds arebelieved to be descended from Red Jungle fowl found insoutheastern Asia. We take advantage of the prodigious eggproduction of these animals to provide a breakfast staple



around the world and meat for our tables. Indeed, the worldpopulation of chickens is approximately 24 billion (Whittow,2000).Before World War II, most egg production came from farmflocks of only a few hundred hens. Beginning in the 1950s and1960s changing technology and the creation of specializedequipment shifted production from these small farm flocks tolarger, vertically integrated (direct association betweengrowers and producers and egg or meat wholesalers) largeenterprises. In the major egg‐producing states, flocks of 100 000 laying hens are not unusual and some flocks number morethan 1 million. Each of the 235 million laying birds in theUnited States produces from 250 to 300 eggs a year. Ourpurpose is to provide some highlights and comparativeaspects with a focus on the domestic chicken.Mature male chickens are called roosters and cocks orcockerels if immature. Castrated roosters are called capons.Young females are called pullets and mature females arecalled hens. Roosters are usually differentiated from hens bytheir striking plumage and often bright feathers on theirnecks.Given the opportunity, flocks of chickens are gregarious andmaintain a distinct social or “pecking” order. A mature roosterwho finds food may call the other chickens by making aclucking sound and by picking up and dropping the food. Thisbehavior also occurs in hens, calling their chicks. As a part ofa courting ritual, the rooster may drag the wing opposite thehen and turn in a circle around her. When she becomesacclimated to responding to his vocalization the rooster maymount the hen and proceed with the fertilization. Similarbehaviors can be observed during the spring–summer matingseason with various songbirds.Most wild birds usually lay one or more eggs in a group calleda clutch then stop laying additional eggs to incubate eggs inthe nest. These birds display yearly breeding cycles. On the



other hand, domestic chickens are continuous breeders andunder the best conditions are reproductively activethroughout the year. Seasonal disruption of reproduction inbirds is an adaptive response to ensure that newly hatchedchicks can be cared for under conditions most suitable forsurvival. A common mechanism for ending the breedingseason of wild birds in northern latitudes depends onhypothalamic signaling and subsequent hormonal response ofthe birds to increasing photoperiod. In other words, the birdsbecome refractory to normally stimulating long days. Thisresults in regression of the gonads. Recovery or the ability torespond positively to long‐day photoperiods is onlyreestablished after birds are exposed to short photoperiodsfor 40–60 days.Avian reproduction is best understood in domestic chickensand turkeys. In fact, the modern poultry industry depends ona well‐developed understanding of the reproductive cycle andhow best to manipulate and control it for maximum eggproduction. Birds lay eggs in groups or clutches of one ormore eggs. This is then followed by a rest period and thenanother cycle. Clutch size, as well as the number of clutcheslaid in a breeding season, varies with species, but theprinciple is the same. Domestic hens usually lay five or moreeggs in a clutch, with a day between clutches.Hens ovulate in the morning, and almost never after 3 : 00 p.m. under normal photoperiod. The final stages to preparethe terminal egg for laying take between 25 and 26 hours.This period includes approximately 3.5 hours to add the layersof albumen (egg white) around the yolk, 1.5 hours for shellmembranes, and 20 hours needed for shell formation.Ovulation of the next egg in sequence (part of the clutch)begins within an hour of laying the previous egg. What thismeans is that the hen starts to slowly get behind as each daypasses. After several days, she gets so far behind that shewould have to ovulate after 3 : 00 p.m. Because this does nothappen, the next ovulation is delayed, and the clutch cycle is



broken. After a couple of days, the sequence begins again witha new clutch of eggs.Sometimes a hen will stop laying additional eggs and begin tofocus on the incubation of eggs. This is called broodiness orgoing broody. A broody chicken will doggedly sit on her nestand protest or peck if disturbed. While brooding, the henmaintains constant temperature and humidity and turns theeggs regularly. At the end of the 21‐day incubation period, ifthe eggs are fertilized, they will hatch, and the broody henwill take care of her chicks. Because individual eggs do not allhatch at the same time (the hen only lays one eggapproximately every 25 hours), the hen will usually stay on thenest for about two days after the first egg hatches. During thistime, the newly hatched chicks live off the egg yolk theyabsorb just before hatching. The hen can sense the chickspeeping inside the eggs and will gently cluck to stimulatethem to break out of their shells. If the eggs are not fertilizedand do not hatch, the hen will eventually lose interest andleave the nest.
Avian Female Reproductive SystemThe right ovary and oviduct are present during earlyembryonic development in birds but asymmetrical migrationof precursor germ cells to the left ovary ultimately results inregression of the right ovary in most species. Thus, themature reproductive system consists of a single left ovary andits oviduct. The ovary of a chick embryo contains ~500 000oocytes at the time of hatching when oogenesis ends. Theovary in immature birds exhibits a mass of small ova, many ofwhich are visible to the unaided eye. It is typical that 250–500ova are ovulated during the life of most domesticated birds.Figure 19.23 gives the parts of an avian reproductive tract.Follicle growth is characterized into three phases: (1) slowlygrowing small (60–100 μm) follicles that occur over periods ofmonths or years; (2) growth over a period of months withrapid deposition of yolk protein; and (3) very rapid growth



during the typical 6–11 days prior to ovulation when most yolkproteins and lipids are deposited in the egg. During phase 3 inthe chicken, the follicle adds 2 g of protein per day andincreases in diameter from 8 to 37 mm. Yolk proteins aremade in the liver. The ovary enlarges greatly during thebreeding season. The chicken ovary is divided into two lobes,each with follicles. The ovary in a hen exhibits a clearhierarchy of progressively developing follicles (Fig. 19.23).This explains the cycle of egg laying to create the clutch ofeggs.The follicles in birds bear little resemblance to those inmammals. There is no antrum or follicular fluid but the follicleis filled with yolk. The mass of yolk grows very rapidly, whichis important because it provides all of the nourishment for thedeveloping embryo. This mass progressively decreases as theembryo grows. In chickens, post‐hatching nutrition is alsomostly from the yolk for a short time since it is not completelyabsorbed when the chick hatches (Fig. 19.24).Ovulation causes the release of a mature egg. The egg, withits extensive nutrient reserves, is picked up by theinfundibulum and carried into the magnum, which is thelargest segment of the oviduct. Over about 3 hours, the eggreceives a coating of albumen. The egg then passes into theisthmus, where the shell membranes are deposited. This takesabout 1 hour. The egg then moves to the uterus, or shellgland, where the shell is added and, in some birds, pigment isadded in characteristic patterns. The egg then passes into thevagina and cloaca for laying.The shells of newly deposited eggs are filled. The air cellforms by contraction of the contents during cooling and by theloss of moisture. A high‐quality egg has only a small air cell.The yolk is positioned in the center of the albumen and issurrounded by the colorless vitelline membrane. The germinaldisc is the site of fertilization and is attached to the yolk. Oneither side of the yolk, there are two, twisted, whitish cord‐like structures called chalazae. These structures support the



yolk in the center of the albumen. Most of the albumen isthick. Surrounding the albumen there are two shellmembranes and the shell itself. The shell contains severalthousand pores that permit gas exchange.



Fig. 19.23 Structures of the female chicken reproductivetract. The ovary with multiple oocytes in various stages ofdevelopment is apparent. After ovulation, the egg progressesthrough segments of the oviduct, infundibulum, magnum, andisthmus. In this illustration, a mature egg after albumindeposition (soft egg) but before shell formation is shown. Themature egg is subsequently laid after passage into the cloaca.Photo Courtesy of Dr. Frank Robinson, University of Alberta.



Fig. 19.24 Progressively developing follicles of a laying henovary. F1–F6 illustrate the sequential development of folliclesand thus eggs destined for ovulation. Small yellow follicles(SYF) are those that are beginning to sequester yolk proteins.Small white follicles (SWF), some of which appear in the areabounded by the dashed box, are follicles in still earlier stagesof development.Photo Courtesy of Dr. Frank Robinson, University of Alberta.The yellow of your breakfast egg is the true oocyte. The yellowof the egg is a single cell and the yolk represents a massivelipid inclusion in its cytoplasm. The largest single cell in



existence is the yolk of an ostrich egg, which can have adiameter of 6″.

Fig. 19.25 Parts of a chicken egg.An average hen egg weighs about 60 g. of this weight, theshell constitutes 11%; the white, 58%; and the yolk, 31%.These proportions are generally consistent for small or largeeggs. Figure 19.25 illustrates the structures of a chicken egg.
Avian Male Reproductive SystemFundamentals are like male mammals in that male birds havetwo testes that produce sperm. A bird's testes (or ovary forthat matter) greatly increase in size during the breeding



season. Their small size during the rest of the year lightensthe load for flight. The cloaca is the outlet for eggs and sperm.Male birds have paired abdominal testes located anterior tothe cranial lobe of each kidney. The vas deferens emergemedially and pass caudally alongside the ureters to the cloacawhere it has a common opening with the ureter in theurodeum. The distal portion of the vas deferens becomesstraightened and then abruptly widens at the point where itjoins the cloaca. This enlarged structure has a bean‐shapedappearance when it is filled with stored semen during thebreeding season.Sperm production occurs in the STs of the testes. Likemammals, sperm formation is temperature sensitive. Thus,maturation is improved with reduced temperatures typical ofevening and nighttime hours and in some cases by thedevelopment of scrotal‐like external thermoregulatoryswellings that house the seminal glomera. Accessory organsinclude the paracloacal vascular bodies, dorsal proctodealglands, and lymphatic folds. These structures are eitherdirectly adjacent to the cloaca or a part of its structure. Fewmale birds have a penis‐like structure. Thus, most achievefertilization via a cloacal kiss. This involves positioning themale on the back of the female with a twisting of his tail underhers and the touching of the cloaca of each. During copulationor in response to massage, a phallic‐like swelling occurs in theaccessory lymphatic folds of the cloaca. The paracloacalbodies are essential to this event because they act to storelymph fluid which promotes swelling.In chickens, after copulation or insemination (turkeys)spermatozoa are stored in specialized storage tubules locatedin the uterovaginal region of the female. These cells remainviable for up to two weeks in chickens and three weeks ormore in turkeys. Most evidence suggests that spermatozoa fillthese glands sequentially and that there is no mixing betweensuccessive copulations or inseminations. However, sperm cellsfrom the most recent copulation are most likely to fertilize an



ovum. After each egg is laid, spermatozoa are released fromthese glands where they migrate to the infundibulum of theoviduct where fertilization occurs.
Reproductive TechnologiesA variety of techniques often called assisted reproductivetechnologies (ART), that is, in vitro fertilization (IVF),superovulation, ET, freezing, etc. are popularized becausethey are used to assist couple's incapable of conceivingnaturally. However, these tools have their origins in thereproductive physiology of laboratory and farm animals. Forexample, scientists worked for many years to perfect IVFbefore it was recognized that sperm cells must undergocapacitation in the female reproductive tract beforefertilization. This ultimately led to methods to inducecapacitation and therefore routinely successful IVF. Advancesin one aspect of reproduction thus allow progress in otherareas. For example, ET would not be practical withoutendocrine tools to induce superovulation and methods toroutinely collect, fertilize, and freeze eggs. Cloning anddevelopment of transgenic animals depended on thedevelopment of techniques to visualize, micro‐manipulate, andculture eggs and embryos. Several of these key techniques areoutlined in subsequent sections.
Artificial InseminationThe AI industry is an excellent example of a practical linkbetween scientific understanding, rapid adoption of practicalprocedures, and the creation of an entirely new agriculturalindustry. The foundations for understanding semenpreservation and storage did not occur overnight. However, itwas clear, especially to dairy producers, that techniques toselect and preserve semen from genetically superior bullswould rapidly increase genetic progress. Specifically, a highlyselected sire could potentially be mated with thousands of



females. The first commercial AI using fresh semen dates to1937, but this was built on a long history of discoveries.For example, in 1677, Leuwenhoek was the first to seespermatozoa with his newly created microscope. The ItalianSpallanzani discovered in 1780 that a dog could beimpregnated with the cellular portion of semen and thatsemen could be cooled and used later. The Russian professorIvanov developed techniques for the collection of semen andinsemination of cattle, horses, sheep, and pigs by the early1930s. A Danish scientist, Sorenson, who had connectionswith Ivanov, established the first AI cooperative for dairyproducers in 1933.The extension dairy specialist E.J. Perry from RutgersUniversity was visiting Denmark at this time and returned toestablish the first AI cooperative in the United States in 1937.This exploded with the creation of seven AI cooperatives by1939. This pace of development continued as more AIorganizations appeared and the number of cows inseminatedincreased dramatically. To control costs, many smallcooperatives ultimately consolidated.It is estimated that 66% of US dairy cows are artificiallyinseminated. In contrast, more than 90% of dairy cows inEurope are bred using AI. The two largest AI organizationsare privately owned companies with national and worldwidesemen distribution efforts. The largest of these, AmericanBreeders Service Global, sells approximately 3.5 millionbreeding services per year. The second largest is Select Sires.Although methods for collecting semen and insemination havebeen available for many years, it is likely that the commercialindustry would not have developed as rapidly without severalcritical research discoveries: (1) the development of semenextenders that would protect sperm cells against temperatureshock and thereby allow cold storage, (2) the realization thatbull semen could be extended (diluted) to breed largenumbers of cows from each ejaculate, and (3) the discovery of



methods for frozen storage of bull spermatozoa. In 1939, Drs.Phillips and Lardy at the University of Wisconsin discoveredthat egg yolk would protect sperm cells from temperatureshock upon cooling. The protection was due to phospholipidsand lipoproteins in the egg yolk. Extenders combining eggyolk with phosphate, citrate, and bicarbonate buffers weresoon developed and they form the basis for extenders in usetoday. Heated milk was also found to be a satisfactory semenextender and to provide temperature shock protection.Spermatozoa were some of the first cells frozen, that is, byEnglish scientists in 1949. Dr. Polge and coworkersdiscovered that glycerol in the extender media would protectfowl and bull spermatozoa from damage during freezing. Earlyfreezing and storage were accomplished with dry ice andalcohol at a temperature of −79°C. Afterward, liquid nitrogenbecame the coolant of choice because its minus 196°Ctemperature provided longer and safer storage conditions.The first US calf (named Frosty) from frozen semen was bornin 1953.Dairy producers use AI in their herds because of the followingadvantages: (1) ready access to genetically superior sires, (2)ability to maintain a herd close to new animals for addeddisease protection, (3) a dangerous bull need not be kept onthe farm, and (4) organized breeding management and recordservices are provided. In swine operations, AI is often used todecrease the cost of maintaining males in the production unit.In turkey, AI is used because mating cannot occur naturallybecause of the development of very large‐breasted birds.The techniques are generally available for use of AI in otherspecies, but use is limited for economic reasons or in horsesbecause the registry of offspring is restricted. Changes inindustry structure, however, often drive changes in the use ofAI. For example, in the swine industry the growth of largefarm units in the 1990s led to the adaptation of AI to reducethe expenses of maintaining males. In the horse industry achange in the Quarter Horse Association regulations to allow



the registration of foals from AI with cooled and shippedsemen has increased the use of AI. Thatcher (2017) reviewsthe histories of reproductive physiology in dairy cows andStevenson and Britt (2017) the development of techniquesand tools for more efficient management of reproduction incows. The push to find more effective tools to determinewhether the animal selected for breeding is likely to becomepregnant following insemination and to predict the odds of asuccessful pregnancy continues. For example, Hoorn et al.,report the results of a study testing gene expression usingcytobrush collections of RNA from the uterus just prior toinsemination at estrus in first‐service Holstein cows. Machinelearning tools identified an array of 57 biomarkers thatpredicted pregnancy outcomes 30 days after inseminationwith an accuracy of 77%. Such trials are in their early stages,but the relentless development of novel tools based onadvancements in computer‐assisted learning, biotechnology,and imaging tools are certain to have major impacts on allfacets of physiology.
In Vitro Fertilization (IVF)The relevance of IVF as a research tool has been recognizedfor many years. The first report of offspring (rabbits)produced this way was in 1959. The first “test‐tube” humaninfant was born in 1978. In cattle, successful fertilizationoccurs more readily with oocytes that are ovulated comparedwith those collected from ovarian follicles. Regardless, this inpart explains the importance of collecting eggs from animalsthat are superovulated (hormonally treated so that a greaterthan normal number of eggs are produced and ovulated) forboth ETs and cloning (i.e., genetically superior donors) as wellas donors of eggs to be used in transgenic trials.Methods to improve techniques for oocyte collection andculture conditions to produce a greater percentage ofsuccessful oocytes collected from ovaries are under activedevelopment. These in vitro maturation (IVM) schemes are



efforts closely tied to ultrasound‐guided follicular aspirationalso called transvaginal ovum recovery. In this method, anaspiration needle inserted through a guide within atransvaginal ultrasound probe is passed through the vaginalwall and into each follicle while applying a vacuum. Typically,6–8 oocytes can be collected per ovary followingsuperovulation. In theory, regardless of superovulation, it ispossible to recover 10–20 oocytes every 10–14 days. CurrentIVM and IVF would be expected to produce three to fiveembryos suitable for implantation.The advantage of this system is the ability to collect oocytesfrom cows of known genetic merit, at least twice weekly forextended periods of time, as source material for IVF andmicroinjection of DNA (see below). This procedure has beenshown to yield about 10% greater development ofmicroinjected zygotes to the blastocyst stage and a greaterpercentage of transferred blastocysts developing to termcompared to the use of slaughterhouse‐derived oocytes.
Embryo Transfer (ET)Although ET has been in the popular press recently, becauseof implications for human reproduction, the basic techniqueshave been known for many years. The first recordedsuccessful case in 1890 by the physiologist Walter Heap wasdone with rabbits. By the 1930s, transfers with sheep andgoats were reported and in the 1950s, the first successful ETsin cattle occurred in Cambridge, England. The first successfulET in cattle in the US was in 1951. In the United States,commercial ET work began in the 1970s. The first Holstein ETcalf was registered in 1974. The popularity of ET in the dairyindustry increased dramatically with the development ofnonsurgical methods for the recovery of embryos andsubsequent implantation of either freshly collected or frozenembryos. The first successful nonsurgical embryo collectionwas reported in 1964 and the first North American calf from afrozen embryo was in 1977. Further development of the



ultrasound transvaginal collection method combined withimprovements in IVM will likely increase the use of ET toexpand populations of genetically superior cattle or to allowfor cloning of transgenic animals. At the current time,approximately 80% of young AI sires are produced by ETapproximately 12 000 ET heifers are registered each year.Finally, it is also possible using PCR techniques designed toamplify male‐specific sequences on the Y chromosome todetermine the sex of embryos. Briefly, only a small samplingof cells from the blastocyst (perhaps only one cell) can beutilized. The detection of these sequences in the amplifiedDNA from these cells would indicate a male and the absenceof a female. Biopsied cells are quickly reproduced. In France,where this technology has been rapidly adopted, many dairyproducers will no longer transfer embryos without havingthem sexed.ET is clearly an important tool for genetic improvementfocused on the dam. In addition, cultured embryos provideopportunities for genetic editing to essentially “program” thein vitro‐produced embryo, perhaps creating additionalcandidates for transfer and improving the success rate oftransfers (Hansen, 2023). One issue generally has been thelack, especially of practical tools to judge the viability ofeither oocytes collected for maturation and/or embryosdestined for transfer. Rabel et al. (2023) noted that about 80%of the approximately 1.5 million bovine embryos transferred in2021 were in vitro produced but only about 27% of thosetransferred IVP embryos resulted in live births. There are anumber of advanced microscopic and biotechnology tools thatcan better differentiate between high‐ and low‐qualityembryos but these tools are expensive and not practical for onfarm in the field applications.Use of ET has been most pronounced in cattle, especially indairy cows, that is, over 2 million transfers in 2022. Butreports for other species are also increasing. The majority ofother species are in vivo derived compared with in vitro



produced embryos. But in cattle, about 80% of transfers areutilized in vitro‐produced embryos (Viana, 2024). Thisprobably reflects the more advanced state of culturetechniques for the bovine compared with other species(Wooldridge et al., (2022).
Sexed SemenBecause the initiation of AI, countless numbers of techniqueshave been investigated with the goal of separatingspermatozoa into X‐ and Y‐bearing cells to control the sex ofoffspring. Most of these methods were only marginally betterthan chance and suffered from poor repeatability.However, in the 1980s, a breakthrough in semen sexingtechnology was made by USDA researchers. The patents forthis technology were subsequently licensed to a companynamed XY Inc. of Fort Collins, Col. Commercialization of sexedsemen in the US was initiated with a 2003 license granted toSexing Technologies (ST) in Navasota, Texas. Sexed bovinesemen is now commercially available (Weigel, 2004).Briefly, the method utilizes a flow cytometer and associatednontoxic DNA dyes to sort sperm and simultaneously detectthe 3%–4% difference in DNA content between male andfemale sperm. The first step in this procedure is to dilutesperm to a very low concentration and stain them with afluorescent dye. The sample is passed under pressure throughthe flow cytometer. As single sperm cells pass through aninternal laser beam, the fluorescent dye is excited. Because ofthe larger X chromosome, female sperm emit lessfluorescence than the Y chromosome‐bearing malespermatozoa. Detectors measure the amount of fluorescenceand assign positive or negative charges to each dropletcontaining a single sperm. Charged deflector plates then splitthe single stream into three streams: positively chargedparticles containing one sex go one way and negativelycharged droplets containing the other sex are deflected in theopposite direction, while uncharged droplets containing



multiple sperm or unidentified sperm pass through themachine without being deflected. Based on multiple researchtrials, the procedure separates sperm of the two sexes withapproximately 90% accuracy.However, there are limitations that have hampered thewidespread implementation of AI using sex‐sorted semen.Reduced conception rate is an issue. Given the necessarymanipulation, the sorting process negatively impacts spermviability and longevity compared to normally cryopreservedsemen.In addition, the procedure is extremely slow and relativelyinefficient. To properly sort, sperm must be precisely orientedas they pass through the laser and fluorescence detectors inthe flow cytometer. Due to the flat shape of bovine spermheads, only about 30% are correctly oriented and half of theseare female. This means only 15% of the sperm entering theprocedure are recovered as a marketable product. Although3000 to 5000 sperm of each sex can be sorted per second, itstill takes approximately 1.3 hours of sorting to produceenough semen for a standard 20 million sperm/straw dosage.This resulted in the commercialization of a product with about10‐fold fewer spermatozoa per insemination. Because of thelow sperm numbers per dose and compromised spermviability, sex‐sorted semen is typically recommended for use inwell‐managed, highly fertile virgin heifers. Data summarizedto this time indicates that herds which typically achieve a60%–65% conception rate in virgin heifers with normal semencan expect a 45–55% conception rate with sexed semen. Sex‐sorted semen is usually not recommended for use in lactatingcows (because of inherently reduced conception rates,compared with heifers).Several reviews (Mikkola et al., 2024, Moore and Hasler,2017, Thatcher 2017) have outlined the remarkable progressin ART as well as ongoing efforts for even more opportunitiesfor control and improved efficiency especially in cattle.



CloningCloning is the creation of a new individual that is geneticallyidentical to the source individual. Identical (monozygotic)twins come from an embryo that spontaneously splits,resulting in natural cloning. Cloning animals is a techniquethat may well assist animal industries in maintaining high‐quality livestock to supply future food and fiber needs.Identifying and reproducing superior livestock geneticsensure that herds are maintained at the highest qualitypossible. Animal cloning offers potential benefits toconsumers, farmers, and endangered species. For example,allowing farmers and ranchers to accelerate the reproductionof their most productive and healthiest livestock. Cloning canbe used to protect endangered species. For example, in China,panda cells are being kept on reserve should this species'numbers be threatened by extinction.In 1997, cloning was revolutionized when Dr. Ian Wilmut andhis colleagues at the Roslin Institute in Edinburgh, Scotland,successfully cloned a sheep named Dolly. Dolly was the firstmammal cloned using non‐embryonic cells. Wilmut and hiscolleagues transplanted a nucleus from a mammary glandfibroblast of a Finn Dorsett sheep into the enucleated egg of aScottish blackface ewe. The nucleus–egg combination wasstimulated with electricity to fuse the two and to stimulate celldivision. The new cell divided and was placed in the uterus ofa blackface ewe to develop. Dolly was subsequently born.Dolly was shown to be genetically identical to the Finn Dorsettmammary cells and not to the blackface ewe. This clearlydemonstrated that she was a successful clone (it took 276attempts before the experiment was successful). Dolly hassince grown and reproduced several offspring of her ownthrough normal sexual means. Therefore, Dolly is a viable,healthy clone.Nuclear transfer in livestock using cells of the interstitial cellmass (ICM) of a donor blastocyst is relatively routine. Nucleartransfer is accomplished by the fusion of a donor cell to the



unfertilized ova, which has been enucleated. Before thesuccess of somatic cell nuclear transfer, it was possible toobtain cells from transgenic early bovine embryos as a sourceof nuclear material for donation to an enucleated oocyte.The most common cloning method, known as “somatic cellnuclear transfer” or simply “nuclear transfer,” requires twokinds of cells. One is a somatic cell, which is collected fromthe animal scheduled to be cloned (known as the “geneticdonor”). A somatic cell is any cell other than a sperm cell oregg cell. The other kind of cell required for cloning is an eggcell, which is collected from a female of the same species. Inthe lab, the nucleus of the egg cell is removed. The nucleusfrom the donor somatic is then inserted into the enucleatedegg. A charge is applied and the resulting fused egg.The activated egg is then placed in a culture medium. Overthe course of several days, a blastocyst forms. The blastocystis subsequently implanted in the uterus of a recipient female(sometimes referred to as “surrogate mother”) where itcontinues to develop. After a full‐term pregnancy, therecipient gives birth to an animal that is essentially theidentical twin of the genetic donor. Since Dolly, severaluniversity laboratories and companies have used variousmodifications of the nuclear transfer technique to producecloned mammals, including cows, pigs, monkeys, and mice.This technique is outlined in Figure 19.26.
Transgenic AnimalsFarmers began manipulating the genome of animals soonafter the domestication of livestock began. Certainly, most ofthis genetic gain arose from the selection of individualsconsidered superior to be retained as breeding stock.Production of transgenic animals is in many ways an extensionof this effort. This became possible because of the ability ofscientists to develop recombinant DNA and thereby isolateindividual genes for the transfer of copies into the genome ofother animals. A “transgenic” animal is one that integrates



recombinant DNA into its own genetic material (Krisher et al.,1995; Shakweer et al., 2023).The primary method to produce transgenic animals is throughthe introduction of foreign genes by microinjection of DNAinto one pronucleus of fertilized ova. This procedure wasdescribed in 1980 for mice and has been used mostly toproduce transgenic animals. Fertilized ova can be collectedprior to the time of cell division after superovulation orfollowing IVF of oocytes collected from slaughterhouseovaries. The apparent potential viability of in vivo collectedzygotes is higher than for the superovulated zygotes, but thenumber of potential cells available for gene insertion makesthe slaughterhouse‐provided oocytes more practical fortransgenic work in cattle. Review summaries indicate that forDNA microinjected into over 11 500 IVF slaughterhouse‐derived ova only 9% developed to the morula/blastocyst stage.Of 478 embryos transferred to recipients, 90 (19%) producedcalves. Ten percent of the calves were transgenic and a heiferfrom the study was induced to lactate and shown to secretehuman α‐lactalbumin in her milk. The rate of transgenesis,based on microinjected zygotes, was 0.08% (Ayares, 2000).This technique is illustrated in Figure 19.27.



Fig. 19.26 Overview of micromanipulation and cloning. Step1 indicates the removal or enucleation of the existing nucleusof a fertilized oocyte. This is accomplished bymicromanipulation of the egg under differential contrast orphase contrast microscope. The egg is held with a slightvacuum with a microscopic blunted “holding” pipette (notshown) while a fine dissection pipette is used to aspirate thenucleus of the egg. Step 2 indicates the collection of thenucleus of a donor cell, in this case, cells from the interstitialcell mass (ICM) from the embryo of an animal scheduled forcloning. In step 3, the donor cell nucleus is injected, and aslight electrical charge is used to induce the fusion of thedonor nucleus and egg. The newly generated egg is allowed todevelop, then frozen or implanted in a surrogate dam.



Fig. 19.27 Microinjection and transgenic animals. Step 1indicates the normal appearance of the pronucleus of afertilized egg. For insertion of the gene constructs, the egg ispositioned with a holding pipette and the injection pipettecontaining a solution with multiple copies of the DNAconstruct (step 2) is used to inject a small volume (∼1 pl) intothe pronucleus. In response, the organelle swells.Indeed, a variety of proteins used in human medicine (humangrowth hormone (GH), insulin, erythropoietin, etc.) arerecombinant proteins derived from the transferring genescoding to produce these proteins into bacterial cells. Bacterialcells containing these choice proteins are subsequently grownin large incubators and the proteins are harvested andpurified. The recombinant bovine somatotropin used toenhance lactation performance in dairy cows, the rennet usedin cheese making, of much of the insulin used to treat humandiabetics are derived in a similar process.In recent years, scientists have utilized these technologies tolink genes of interest with gene promoters that would drivethe production of specific proteins in selected tissuesespecially the mammary gland. It has been possible to utilize



promoter regions of specific milk protein genes (caseins, α‐lactalbumin, β‐lactoglobulin) to direct the secretion of avariety of proteins into milk. These transgenic animals arethen bred, and the lactating animals are used as livingbioreactors, that is, the milk is used as a source to purify andisolate the desired protein products (Table 19.3)The production of pharmaceutical proteins (assuminginvestment and support continue) may hold a more immediateapplication than transgenic tools to improve livestockperformance. Safe and effective proteins produced fromtransgenic animals can be produced with current technologiesand products could be available in large quantities and atreasonable costs to consumers. Many of these products maybe the result of using the mammary glands of sheep and goatsand possibly cows and pigs as bioreactors to produce humanrecombinant proteins. Certainly, the greatest hurdle is for thegeneration of proteins destined for medical uses given themultitude of safety and efficacy issues that would need to beaddressed before clinical use. On the other hand, modificationto humanize bovine milk to enrich the nutritional properties ofmilk proteins might be realized more quickly. Because thetime of the summary described in Table 19.3, Monzani et al.(2022) have reviewed progress in efforts to use the mammarygland as a bioreactor including progress in identifyingalternative methods for generation transgenic cattle, that is,sperm‐mediated transgenesis, somatic cell nuclear transfer,etc.Despite the potential benefits, there are limitations intechnology because of the availability of appropriate genes forDNA insertion and the inefficiencies of production oftransgenic livestock. More genes are likely to becomeavailable as more basic genome projects identify candidates.However, low efficiencies for transgene integration and lowembryonic survival rates because of embryo manipulation arelarge impediments. Integration efficiencies are less than 30%in laboratory mice, and lower in livestock species. While the



low integration and reproductive efficiencies are acceptablefor laboratory species, these costs become less acceptable foruse in livestock species.The choice of gene construct is probably the most importantdecision for attempting to design livestock to have asignificant impact on the agricultural and consumingcommunity. The construct usually contains a regulatoryelement (promoter, enhancer) from one gene ligated to astructural gene sequence. This combination allows for thetheoretical direction of the expression of the structural geneto specific areas of production, at specific times, and allowsfor regulation of the amount of product produced.Transgenic technology for the improvement of animalproduction or performance has been touted for nearly twodecades since the first publication of the “super” mouse withan added GH construct. The prospect for improvement ofdairy, beef, swine, and sheep production and health throughtransgenesis is still rudimentary. Part of the delay in realprogress with transgenic animal production has been the factthat DNA injected into the egg insertion (with currenttechniques for livestock species) is incorporated at randomsites in the genome. This can produce negative effects. Forexample, the addition of a GH gene in swine leads tooverproduction of GH and insulin‐like growth factor I (IGF‐I)and subsequent physiological conditions such as excessive GHproduction in acromegaly. Additionally, the high cost ofanimals and their care, the lack of inbred lines, longgeneration intervals, and the production of small numbers (1or 2) of offspring per female in sheep and cattle have loweredthe chances for meaningful progress in livestock species withthis approach. However, as indicated previously, utilization ofthe mammary gland as a bioreactor offers interestingpossibilities for large‐scale production of recombinantproteins that cannot be done with bacterial cell cultures. Itseems likely that rapidly evolving Crisper‐9 technologies andthe like will spur even more progress.



Table 19.3 Selected listing of milk protein gene promotersand expression of recombinant proteins in milk.
Promoter and Expressed

Protein
Animal Concentration per

MilliliterBovine α‐lactalbumin Rat 2.4 mgBovine α‐lactalbumin Mouse 1.5 mgHuman α‐lactalbumin Cow 2.4 mgBovine αs1‐caseinhEPO1 Mouse 0.2 mghIGF‐I2 Rabbit 1 mghLactoferrin Cow Not reportedGoat β‐casein Mouse 22 mghLAtPA3 GoathAnti‐thrombin III GoatOvine β‐lactoglobulinhAAT4 Mouse 5 μg to 21 mghAAT Sheep 5 μg to 35 mghFactor IX Sheep 25 nghInterferon γ Mouse 20 nghFibrinogen Sheep 5 mgMouse whey acidic proteinhGH5 Mouse 3.5 mgProtein C Mouse 3 μgProtein C Pig 1 mghFactor VIII Pig 2.7 mg
Adapted from Gwazdauskas 20021 hEPO‐recombinant human erythropoeitin.2 hIGF‐I‐recombinant human insulin‐like growth factor‐I.



3 hLAtPA‐recombinant human long‐acting tissue plasminogen.activator4 hAAT‐recombinant human α‐1‐antitrypsin.5 hGH‐recombinant human growth hormone.



Chapter SummaryIn animal agriculture, reproductive success is required atsome point along the production chain. Population biologistsdescribe two general reproductive patterns: R‐selection andK‐selection. The R‐selection depends on the production ofmany offspring but minimal or no parental care once theanimals are hatched or born. Examples include amphibians oraquaculture among agricultural industries. The K‐selection ismore typical where parental investment is substantial becausethe number of offspring is low 1–2 or small litter or clutches.Expenditures can be dramatic in terms of time (behavioral,training, protection) and direct energy expenditures (lactationand nursing, gathering/hunting). Animal husbandry anddomestication of animals evolved to improve the odds ofreproductive success as well as improve the efficiency ofgrowth and development of offspring.
Female Reproductive SystemThe structures of the female reproductive tract include theovaries, oviducts, uterus, cervix, vagina, and externalgenitalia. In most farm animals, the reproductive tract ispositioned below the rectum. For cows and mares, this allowsthe producer to manually evaluate the reproductive tract bymanipulation per rectum. This allows determining thefunctional status of the ovary, diagnosis of pregnancy, ormanipulation of the tract for AI.The histology of the reproductive tract reflects the function ofthe various segments. Like the GI tract, the outside is coveredby serosa of simple squamous epithelial cells, followed by themuscularis with layers of longitudinal and circular smoothmuscle, the submucosa with associated blood and lymphvessels and nerves, and finally the mucosa. The types ofepithelial cells lining the mucosal surface vary by locationalong the tract. For example, the vaginal epithelium is



stratified squamous, but the relative thickness of this layervaries during the estrus cycle (thicker during the follicularphase and thinner during the luteal phase). The lining of theuterus is lined by simple cuboidal epithelial cells but there arealso many uterine glands that extend into the underlyingsubmucosa. Also compared with other regions the muscularisis markedly more extensive. Like the vaginal lining, theactivity of the uterine glands and the surface cells variesduring the estrus cycle and particularly during pregnancy.The epithelial cells of the oviduct are highly specializedcolumnar epithelial cells with cilia. Secretions and movementof the cilia aid the movement of spermatozoa such thatfertilization of the egg transiting from the ovary usuallyoccurs in the ampulla region of the oviduct. When conditionsare suitable, the fertilized ovum passes into the uterus whereimplantation occurs. The ovary, analogous to the testes in themale, is the primary reproductive organ because they producethe female gametes (singular = ovum; plural = ova).The ovaries are paired structures, located at the ends of theuterine horns. In postpubertal animals, the ovary undergoesdramatic cyclic development. Ovulation is the rupture of themature follicle and the release of the ovum. It is picked up bythe infundibular (funnel‐like) end of the oviduct. Theremaining ruptured follicle(s) are transformed into corpusluteum (singular) or corpora lutea (plural) that produce largequantities of progesterone. If fertilization does not occur, thecorpus luteum regresses and a new crop of follicles matures.Newly recruited follicles produce estrogen and selectedfollicle(s) proceed to undergo ovulation. The ovary is oval toround with distinct regional differences and blister‐likestructures—the follicles—near the outer surface. Instead,beneath the outer protective tunica albuginea, within theovarian cortex, there are populations of oocytes, which arerecruited, to develop into the mature follicles. The ovariancortex also houses the corpus luteum as well as olderdegenerated corpora lutea called corpora albicantia. The very



center of the ovary is called the ovarian medulla, and itcontains the blood, nerves, and lymphatic vessels that supplythe ovary.Grossly, the uterus consists of a body, a cervix (or neck), andtwo uterine horns. However, there are variations in the shapeof the uterine body and the arrangement of the horns. Threedistinct types of uteri are common: simplex, bipartite, andbicornuate. Primates have a simplex uterus. There is a largeuterine body but essentially no uterine horns. The bicornuateuterus is characterized by the presence of two very distinctuterine horns and a relatively small heart‐shaped uterinebody. Examples include the sow, rats, and mice. In thebipartite, the uterus appears nearly divided into two partsnearly to the base with distinct uterine horns (mare, cow, andewe).The internal lining (endometrium) of the uterus, variesmarkedly during the estrous or menstrual cycles and duringpregnancy. The tissue is highly glandular with an epithelialsurface of simple columnar epithelium in the mare butstratified columnar epithelial cells in ruminants. Simplebranched tubular glands provide secretions—called uterinemilk—that are especially important during estrus andpregnancy. In many animals, these uterine glands arescattered throughout the endometrium. But in ruminants, theinternal uterine surface is punctuated by caruncles that arenot glandular. These mushroom‐like caruncles provide sitesfor the attachment of fetal membranes in these animals. Thesmooth muscle of the uterus (the muscularis) is frequentlycalled the myometrium.
Estrous Cycles and OvulationThe period when the female is receptive to sexual activity iscalled estrus or more commonly heat. An estrous cycle issimply the time from the beginning of one estrus period toanother. Estrus is a noun (a cow displays estrus or heat). Theaverage length of an estrous cycle in the Holstein dairy cow is



21 days. Animals which exhibit only one estrous cycle per yearare monoestrous. The estrus period lasts for several days.Examples are dogs, wolves, foxes, and bears. In contrast,polyestrous species exhibit multiple cycles each year. Duringperiods of inactivity, the animals are as described anestrous.These may be seasonally induced or related to physiologicalstate, that is, early postpartum anestrous in suckling beefcows.With the dairy cow as a model, tonic secretion of FSH and LHcauses a cohort of primary follicles to enlarge and becomesmall antral (fluid‐filled) follicles. These follicles provide thosethat are eligible for activation during sequential estrouscycles. The estrous cycle is divided into two phases, namedafter the dominant structures that are present on the ovary.The follicular phase is relatively short ~20% of the estrousperiod and the preovulatory follicles, which produce estradiolare in control. The follicular phase encompasses the time fromthe regression of the corpora lutea to the time of ovulation.Several waves of follicular development occur during theestrous cycle in cattle. Beginning after ovulation, groups orclusters of small or medium antral follicles become especiallysensitive to gonadotropins and are recruited. Among thesefollicles, several are selected and begin to mature. However,typically only one of the selected follicles will win the maturityrace to become the dominant follicle. Other follicles in theclass undergo atresia (regression). Even the dominant follicleis destined to undergo atresia if it is so unlucky to have beenrecruited in the first or second wave of follicular developmentduring the estrous cycle.The LH surge and ovulation in most farm animals (cow, sow,ewe, and mare) take place regularly independent ofcopulation. These animals are spontaneous ovulators. In otheranimals, such as rabbits, mink, camels, llamas, and alpacas,ovulation requires copulation (induced ovulators). Afterovulation, granulosa cells lining the now‐empty follicularcavity divide and undergo luteinization in response to high



levels of LH. This results in the appearance of the corpusluteum. The CL is a powerful endocrine tissue that produceslarge amounts of progesterone which prepares the uterus toreceive the ovulated ovum or ova. If fertilization andimplantation of the ova is successful, this produces maternalrecognition of pregnancy, and the usual regress of the CLdoes not take place. If pregnancy is not established, the CLregresses and the cycle repeats.In females, the neurons of the hypothalamus that secreteGnRH must acquire the ability to secrete enough GnRH inresponse to feedback from ovarian estrogen to stimulateovulation. This depends on interactions among hypothalamichormones, anterior pituitary hormones, and especially theimpact of gonadotropin‐releasing hormone or GnRH on thesecretion of FSH and LH.Secretion of GnRH is controlled by a tonically acting centerlocated in the dorsomedial nucleus of the hypothalamus.Before puberty, secretion of GnRH occurs at a relatively slowfrequency and the amplitude of each of the secretory events isalso rather low. As ovarian development progresses thesecretion of estradiol from waves of growing follicles alsoincreases. Over time as puberty approaches, the estradiol(along with effects of environment, nutrients, and socialinteractions) has an escalating impact to increase thefrequency and amplitude of bursts of GnRH secretion from thetonic control center. This produces more FSH and LH and in apositive cascade more follicular activity.However, ovulation requires not just low‐level secretion of LHbut rather a marked surge in the concentration. This is calledthe preovulatory LH surge. This depends on the activation of asecond population of hypothalamic nuclei called the surgecenter. These nuclei are located more anterior in the preopticand anterior hypothalamic nuclei. The prepubertal female ischaracterized by having insufficient ovarian‐derived estradiolto stimulate the surge center and reduced sensitivity toestradiol. As she matures her hypothalamus becomes



progressively more sensitive to estradiol. So cycles ofovulation then begin to occur.
Fertilization and PregnancyAfter a successful ovulation and insemination spermatozoaascend through the cervix, uterine body, and the oviduct. Butfor fertilization to succeed the spermatozoa must undergo aprocess called capacitation. These are biochemical changesinduced by secretions of the female reproductive tract.Fertilization typically occurs when the oocyte andspermatozoa meet in the ampulla region of the oviduct.The embryo develops into a blastocyst, hatches from thesurrounding zona pellucida, develops a functional trophoblast,and secretes signals that allow maintenance of the corpusluteum. After the fusion of the male and female pronuclei, thefertilized egg is called a zygote. By contrast a fetus—apotential offspring still within the uterus—can generally berecognized as a member of the species. Soon after syngamy,the zygote initiates a series of mitotic divisions. Each of thecells is called a blastomere. Subsequent divisions produce 4,8, and 16 identical daughter cells. At these early stages, theblastomeres are totipotent. In other words, each of theindividual cells can give rise to a fully formed offspring. Forexample, identical twins can be produced in experimentalsituations by separating individual blastomeres, placing theminto surrogate zona pellucida, and allowing development inthe uterus of a recipient female. Once beyond the 16‐cellstage, it becomes impossible to accurately count the growingball of cells, so the structure is called a morula. The blastocystdevelops and is characterized by the presence of ICM, a fluid‐filled cavity called a blastocoele, and a layer of cells aroundthe periphery called the trophoblast. The ICM develops intothe embryo while the trophoblast gives rise to the fetalcomponent of the placenta.Implantation is the attachment of the free‐floating blastocystto the uterine epithelium and the growth or penetration of the



epithelium by embryonic tissues. Just how dramatic andextensive this interaction varies between species. Placentationis the development of the extraembyronic membranes or theplacenta. The placenta allows for exchanges between thematernal and fetal circulations so that nutrients can besupplied and waste removed. The chorion is the outermembrane and therefore is in contact with the maternaluterine wall. The next layer toward the fetus is the allantois.The amnion is the closest membrane to the fetus. It also formsa fluid‐filled cavity in direct contact with the fetus. Whenparturition occurs, the allantoic sac is expelled followed by theamniotic sac.The placentation of most farm animals is classified asepitheliochorial. This means that the chorion of the fetus is indirect contact with the uterine surface. This is the leastintimate arrangement of the types of placentas. Inhemochorial placentation, fetal vessels and chorion areinvaginated so that there is direct contact between a singlelayer of chorion epithelial cells and maternal blood. Inhemoendothelial placentation, maternal blood can directlybathe the outer surface of chorionic capillaries. The number oflayers separating fetal and maternal circulations is importantin part because this markedly affects the transfer ofimmunoglobulins in utero. Because most farm animals haveepitheliochorial connections, calves for example are bornwithout protective antibodies from the dam.Placentation patterns also vary at a gross anatomy level basedon the location or distribution of sites for exchange betweenthe placental and the uterus. In the horse and pig, extensionsfrom the chorion (chorionic villi) project into crypts scatteredover the entire surface of the endometrium. This is called adiffuse type of placental. Ruminants have scatteredattachments, which depend on a cotyledonary type ofconnection. Exchange takes place at distinct structures calledplacentomes. The placentomes are formed by the combinedinvagination of specific regions of the chorionic membrane,



the cotyledons, into the button‐like projections from thesurface of the endometrium, the caruncles. Caruncles projectfrom the surface of the uterus. Zonary placentas (dogs andcats) are characterized by a major region of exchange thatforms in an area near the center of the developing conceptusessentially in a band.Parturition occurs in three phases: (1) initiation of uterinecontractions, (2) expulsion of the fetus, and (3) expulsion ofthe fetal membranes. During gestation, high progesteroneconcentrations maintain a “quite” uterus, as birth approachesluteolysis of the dominant CL and/or decreasing placentalproduction of progesterone couples with increasing estrogenconcentrations to prepare for parturition. Increasing estrogenstimulates the expression of oxytocin receptors in themyometrium. Activation of the fetal pituitary–adrenal axis isessential for the initiation of parturition. The fetus becomes“stressed” and secretes ACTH and then glucocorticoids. Highconcentrations act to remove the progesterone block bystimulation of placenta enzymes that increase the conversionof progesterone to estradiol. Fetal corticoids promote thesynthesis of PGF2α, which also acts to remove theprogesterone block.Neural signals from the cervix induce oxytocin release morecontractions, more pressure, and more oxytocin in a positivecascade. As the fetus enters, the cervical canal the first stageof parturition is complete. With the fetus positioned, the feetand head increase pressure on the fetal membranes rupturereleasing amniotic fluid. As the fetus passes the birth canal itbecomes hypoxic. This promotes fetal movement and moreuterine contraction.
Male Reproductive SystemThe male reproductive tract consists of the testis, epididymis,spermatic cord, accessory sex glands, and the penis. Thetestes produce spermatozoa and testosterone. The epididymisprovides the environment for spermatozoa to maturation and



storage. The accessory sex glands produce seminal plasmaand fluids and the penis is the structure needed forcopulation. Male birds have paired abdominal testes locatedanterior to the cranial lobe of each kidney. The vas deferensemerge medially and pass caudally alongside the ureters tothe cloaca where it has a common opening with the ureter inthe urodeum. Few male birds have a penis‐like structure.Fertilization is achieved by pressing the cloaca of the maleand female together. This involves positioning the male on theback of the female with a twisting of his tail under hers andthe touching of the cloaca.Testicular parenchyma includes the STs and the interstitialcells of Leydig. The STs are the key to spermatogenesis. Theend of each ST joins with the rete tubules that are continuouswith the epididymis. Sertoli cells are the only somatic cellsthat are part of the internal structure (inside the basementmembrane) of the STs. Each of the Sertoli cells tends oranchors a maximum number of germ cells. Sertoli cells areanalogous to the granulosa cells of the ovarian follicles. Thebasal region houses the spermatogonia and the earlyspermatocytes. The adluminal region has all the other germcells, that is, primary and secondary spermatocytes,spermatids, elongated spermatids, and mature spermatozoa.
Reproductive TechnologiesA variety of techniques often called ART, that is, IVF,superovulation, ET, and freezing, etc. are popularized becausethey are used to assist couple's incapable of conceivingnaturally. However, these tools have their origins in thereproductive physiology of laboratory and farm animals. Forexample, scientists worked for many years to perfect IVFbefore it was recognized that sperm cells must undergocapacitation in the female reproductive tract beforefertilization. This ultimately led to methods to inducecapacitation therefore routinely successful IVF. Advances inone aspect of reproduction thus allow progress in other areas.



For example, ET would not be practical without endocrinetools to induce superovulation and methods to routinelycollect, fertilize, and freeze eggs. Cloning and development oftransgenic animals depended on the development oftechniques to visualize micro‐manipulate and culture eggs andembryos.
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Glossary
11‐cis‐retinal:A carotenoid constituent of visual pigments. It is theoxidized form of retinol, which functions as the activecomponent of the visual cycle. It is bound to the proteinopsin, forming the complex rhodopsin. When stimulatedby visible light, the retinal component of the rhodopsincomplex undergoes isomerization at the 11‐position ofthe double bond to the cis form; this is reversed in“dark” reactions to return to the native transconfiguration.
2,3‐bis‐phosphoglycerate (BPG):A three‐carbon isomer of the metabolic intermediate 1,3‐bisphosphoglycerate. It is notable because it binds todeoxygenated hemoglobin in the red blood cell. In sodoing, it indirectly regulates the ability of red blood cellsto release oxygen near tissues that need it most.
5‐hydroxytryptamine:A monoamine neurotransmitter synthesized inserotonergic neurons in the central nervous system(CNS) and enterochromaffin cells in the gastrointestinaltract.
Abdominal cavity:The space bounded by the abdominal walls, diaphragm,and pelvis, it contains most of the organs of digestion,the spleen, the kidneys, and the adrenal glands.
Abdominopelvic cavity:The portion of the ventral body cavity that containsabdominal and pelvic subdivisions. It also contains theperitoneal cavity.
Abduction:



To move away from the midline of the body or from anadjacent part or limb.
Abomasum:The fourth and final stomach compartment of thestomach in ruminants. It serves primarily in the acidhydrolysis of microbial and dietary protein, preparingthese protein sources for further digestion andabsorption in the small intestine.
Absolute refractory period:The period following stimulation during which noadditional action potential can be evoked.
Absorption:The active or passive uptake of gases, fluids, or solutes.
Accessory organs:Organs that assist with the functioning of other organswithin a system.
Accessory pancreatic duct:An additional duct called the duct of Santorini, whichconnects directly to the duodenum.
Accommodation reflex:A reflex action of the eye, in response to focusing on anear object, and then looking at a distant object (andvice versa), comprising coordinated changes inconvergence, lens shape, and pupil size. It is dependenton cranial nerve II (afferent limb of reflex), highercenters, and cranial nerve III.
Acetylcholine:A white crystalline derivative of choline that is releasedat the ends of nerve fibers in the somatic andparasympathetic nervous systems and is involved in thetransmission of nerve impulses in the body.
Acetylcholinesterase:



Any of various enzymes in the blood and in certaintissues that catalyze the hydrolysis of acetylcholine.
Acetyl CoA:A small molecule that carries acetyl groups in cells. It isa critical part of energy production by cells.
Acquired reflex:An acquired response that is under the control of(conditional on the occurrence of) a stimulus.
Acromion:Bone comprising the tip of the shoulder.
Acrosome:A saclike organelle positioned on the anterior end of thesperm head. It contains enzymes that are necessary forsperm penetration of the egg at fertilization.
Actin:A protein found in muscle that, together with myosin,functions in muscle contraction.
Active transport:The mediated transport of biochemicals and otheratomic/molecular substances across membranes.
Active zone:The region on the surface of functional (globular)proteins that fit and interact chemically with othermolecules of complementary shape and charge.
Adduction:To move inward toward the median axis of the body ortoward an adjacent part or limb.
Adenine:A purine, that is, one of the types of nitrogenous basesfound in nucleic acids such as DNA and RNA.
Adenohypophysis:The anterior lobe of the pituitary gland.
Adenosine diphosphate (ADP):



A molecule of adenine with two phosphate groupsattached. It is an important precursor for generation ofadenosine triphosphate (ATP).
Adenosine triphosphate (ATP):A critical cellular molecule composed of adenine withthree phosphate groups attached. The third phosphatedepends on a high energy bond, which, when broken,can be used by the cell to produce energy.
Adenylate cyclase:An essential cellular enzyme localized in the cytoplasmicside of the plasma membrane. When activated itconverts ATP to cyclic AMP (cAMP). cAMP serves as anintracellular regulator for hormone action.
Adrenal gland:Paired endocrine glands located at the superior pole ofeach kidney. The adrenal has a cortex and medulla. Thecortex is responsible for production of two major classesof steroid hormones: glucocorticoids andmineralocorticoids. The adrenal medulla produces thecatecholamines epinephrine and norepinephrine.
Adrenaline:

See epinephrine.
Adrenergic fibers:Nerve fibers that release norepinephrine.
Adrenergic receptors:Cellular proteins that bind norepinephrine andepinephrine and similar molecules. They mediate neuralsignaling in the CNS and hormonal signaling viaepinephrine in some peripheral tissues. The name wasderived because epinephrine and norepinephrine wereoriginally called adrenalin and noradrenalin.
Adrenocorticotropic hormone (ACTH):A glycoprotein hormone made in the anterior lobe of thepituitary. It controls secretion of glucocorticoids



(cortisol, corticosterone, etc.) from the adrenal cortex.
Adventitia:The superficial layer of connective tissue surrounding aninternal organ; fibers are continuous with those ofsurrounding tissues, providing support and stabilization.
Aerobic respiration:Respiration in which molecular oxygen is consumed andcarbon dioxide and water are produced.
Afferent:Carrying to or toward a center.
Afferent nerve:A nerve conveying impulses from the periphery to thecentral nervous system; also called the centripetalnerves.
Afferent neuron:A nerve cell that carries impulses toward the centralnervous system. These neurons initiate nerve impulsesfollowing receptor stimulation.
Afterload:The arrangement of a muscle so that it lifts a weightfrom an adjustable support or works against a constantopposing force to which it is not exposed when at rest.
Agonist:A substance that can combine with a cell receptor toproduce a reaction typical for that substance.
Agranulocytes:Nongranular leukocytes (monocytes or lymphocytes).
Air sacs:One of many spherical outcroppings of the respiratorybronchioles in the mammalian lung, the primary sites ofgas exchange with the blood.
Albumin:



A common liver‐produced protein found in many tissues,including plasma. It is soluble in water and a principalcomponent in egg white.
Alimentary tract:The tubular portion of the digestive tract. See alsogastrointestinal tract (GI tract).
Alkaline tide:A period of urinary neutrality or alkalinity after meals.
All trans‐retinal:Retinol and derivatives of retinol that play an essentialrole in metabolic functioning of the retina, the growth ofand differentiation of epithelial tissue, the growth ofbone, reproduction, and the immune response. Dietaryvitamin A is derived from a variety of carotenoids foundin plants. It is enriched in the liver, egg yolks, and thefat component of dairy products.
Allantois:A sac connected to the embryo that makes respiration bythe embryo possible. It also stores excretions.
Allometric growth:A growth rate of an organ or tissue that is faster thanthe rate of general body growth.
Allosteric protein:A protein (most often in reference to an enzyme) thatchanges conformation (and thereby functional capacity)when it binds to another molecule or when covalentchanges alter its shape.
Alveolar ducts:Part of the respiratory passages beyond a respiratorybronchiole; from them arise alveolar sacs and alveoli.
Alveolar macrophages:The cells within the lungs that phagocytose microbesand particulate matter, for example, inhaled dust. They



are mainly sited within the alveoli where they arrive viathe capillaries after production within bone marrowfrom monocytes.
Alveolar sac:An air‐filled chamber that supplies air to several alveoli;also, terminology used to describe the glandularstructures in the mature mammary gland.
Alveolar ventilation rate:An index of respiratory efficiency; it measures volume ofair wasted and flow of fresh gases in and out of alveoli.
Alveoli:Blind pockets at the end of the respiratory tree, lined bya simple squamous epithelium and surrounded by acapillary network; sites of gas exchange with the blood;a bony socket that holds the root of a tooth.
Alveoli (mammary):Multicellular, spherical, hollow units of the mammarygland that are responsible for synthesis and secretion ofmilk. Milk is secreted into and stored in the internallumenal space of the alveoli between milking or sucklingepisodes.
Amacrine cells:Interneurons in the retina that operate at the innerplexiform layer, the second synaptic retinal layer wherebipolar cells and ganglion cells synapse.
Aminopeptidase:An enzyme that is used as a biomarker to detect damageto the kidneys, and that may be used to help diagnosecertain kidney disorders.
Amnion:The innermost of the fetal membranes, it forms the fluid‐filled sac that surrounds and protects the developingfetus. The amnion and amniotic fluid protect thedeveloping embryo from shock and permit movement.



Amoeboid action:The flowing movement of the cytoplasm of a phagocyte.
AMPA (α‐amino‐3‐hydroxy 5‐methylisoaxzole‐4‐
propionic acid) receptor (AMPARs):A non–NMDA‐type ionotropic transmembrane receptorfor glutamate that mediates fast synaptic transmission inthe central nervous system (CNS). Its name is derivedfrom its ability to be activated by the artificial glutamateanalog, AMPA. AMPARs are found in many parts of thebrain and are the most commonly found receptor in thenervous system.
Amygdaloid body:Almond‐shaped groups of neurons located deep in themedial temporal lobes of the brain in complexvertebrates. Shown in research to perform a primaryrole in the processing and memory of emotionalreactions, the amygdalae are considered part of thelimbic system.
Anaerobic glycolyis:The anaerobic metabolic break‐down of a nutrientmolecule, such as glucose, without net oxidation.Fermentation does not directly produce energy in cells;it merely allows glycolysis (a process that yields two ATPper glucose) to continue.
Anal canal:The distal portion of the rectum that contains the analcolumns and ends at the anus.
Anaphase:A stage of mitosis during which the chromosomesseparate and move away from each other.
Anastomosis:The joining of two tubes, usually referring to aconnection between two peripheral vessels without anintervening capillary bed.



Anatomical dead space:The volume of the conducting airways from the externalenvironment down to the terminal bronchioles.
Anatomical position:An anatomical reference position; the body viewed fromthe anterior surface with the palms facing forward. Fordomestic species, this would be four legs on the groundand head facing forward.
Anatomy:The study of the structure of the body.
Anencephaly:Congenital absence of most of the brain and spinal cord.
Anestrus:Term that can refer to the absence of estrus withoutovulation, the period of sexual quiescence between twoestrous cycles, or prolonged failure of estrus in matureanimals.
Anisotropic:Having physical properties that differ according to thedirection of measurement.
Annular cartilage:The lowermost of the laryngeal cartilages, it may bepalpated just below the thyroid prominence adjacent thecricoid cartilage and the first tracheal ring is thecricothyroid membrane, a site used for rapid emergencyairway access (cricothyroidotomy).
Antagonist:Something, such as a muscle, disease, or physiologicalprocess that neutralizes or impedes the action or effectof another.
Anterior:On or near the front, or ventral surface, of the body.
Anterior chamber:



The fluid‐filled space inside the eye between the iris andthe cornea’s innermost surface, the endothelium.
Anterior horn:The front section of the lateral ventricle of the brain,extending forward from Monro’s foramen; also calledthe ventral horn.
Anterior median fissure:The longitudinal groove in the midline of the anterioraspect of the medulla oblongata, continuous with theanterior median fissure of the spinal cord and ending atthe foramen cecum medullae oblongatae.
Anterior neuropore:The anterior opening leading from the central canal ofthe embryonic neural tube to the exterior.
Anterior segment:The front third of the eye that includes the structures infront of the vitreous humor: the cornea, iris, ciliary body,and lens.
Anterior vagal trunks:A nerve trunk (or trunks) formed by fibers from both leftand right vagus nerves.
Antibody:Proteins produced by B lymphocytes (plasma cells) thatare produced in response to exposure to a specificantigen. Antibodies are members of the immunoglobulinfamily of proteins.
Anticodon:The sequence of three nucleotides in the transfer RNAthat is complementary to the three nucleotide sequenceof the messenger RNA. The anticodon corresponds to aspecific amino acid also attached to the tRNA duringactive protein synthesis.
Antidiuretic hormone (ADH):



A hormone produced in the hypothalamus but storedand released from the posterior lobe of the pituitary. Itssecretion promotes reabsorption of water by the distalconvoluted tubules and collecting ducts of the kidneynephrons.
Antigen:Usually a foreign substance that, when it enters thebody, elicits an immune response (antibody productionor cell‐mediated response).
Antiport:A form of membrane carrier protein that transports twodifferent ions or molecules across a membrane inopposite directions. The transfer can occur with bothions simultaneously or sequentially.
Antithrombin:Any substance that inhibits or prevents the effects ofthrombin so that blood does not coagulate.
Anus:The external opening of the anal canal.
Aorta:The large, elastic artery that carries blood away fromthe left ventricle and into the systemic circuit.
Aortic arch:The curve between the ascending and descendingportions of the aorta.
Aortic body:A receptor in the aortic arch sensitive to changingoxygen, carbon dioxide, and pH levels of the blood.
Aortic valve:A one‐way valve that permits the flow of blood from theleft ventricle into the aorta during ventricular emptyingbut prevents the backflow of blood from the aorta intothe left ventricle during ventricular relaxation.



Apex:Extremity of a conical or pyramidal structure. The apexof the heart is the rounded tip directed anteriorly andslightly inferiorly.
Apical:The tip of a cell or a structure. For example, in activitysecreting epithelial cells, products are packaged andultimately released from the cell at the apical end of thecell.
Apneustic area:A respiratory center whose chronic activation wouldlead to apnea at full inhalation.
Aponeurosis:A sheetlike fibrous membrane resembling a flattenedtendon that serves as a fascia to bind muscles togetheror to connect muscle to bone.
Aponeurotic attachments:Fibrous or membranous sheets connecting a muscle andthe part it moves.
Apoptosis:One of the main types of programmed cell death (PCD).As such, it is a process of deliberate life relinquishmentby a cell in a multicellular organism.
Apositional growth:The enlargement of a bone by the addition of cartilageor bony matrix at its surface.
Appendicular:Pertaining to the upper or lower limbs.
Aqueous humor:The clear, watery fluid in the eye that fills the spacebetween the back surface of the cornea and the frontsurface of the vitreous humor.
Arachnoid granulations:



Any of numerous villuslike projections of the cranialarachnoid through the dura into the superior sagittalsinus or into its lateral venous lacunae; also called thearachnoid villus or pacchionian body.
Arachnoid mater:One of the three meninges, the membranes that coverthe brain and spinal cord. It is interposed between thetwo other meninges, the more superficial dura materand the deeper pia mater, and is separated from the piamater by the subarachnoid space.
Arbor vitae:White matter of the cerebellum.
Arytenoid cartilages:A pair of small cartilages in the larynx.
Ascending aorta:Part of the aorta from which the coronary arteries arise.
Ascending segment:A part of the large intestine.
Ascites:The overproduction and accumulation of peritonealfluid.
Aspartate:A salt or ester of aspartic acid.
Association area:An area of the cerebral cortex where motor and sensoryfunctions are integrated.
Astigmatism:A refractive error of the eye in which there is adifference in degree of refraction in different meridians.It is typically characterized by an aspherical, nonfigureof revolution cornea in which the corneal profile slopeand refractive power in one meridian are greater thanthat of the perpendicular axis.



ATP:
See adenosine triphosphate (ATP).

ATP synthase:Enzyme complex located in the inner membrane of themitochondria that catalyzes the formation of ATP fromADP and inorganic phosphate as a consequence ofoxidative phosphorylation.
ATPase:General name for a large class of enzymes that catalyzereactions that hydrolyze ATP, thereby liberating energyfor biochemical processes.
Atria:Thin walled chambers of the heart that receive venousblood from the pulmonary or systemic circuit atrialnatriuretic peptide.
Atrioventricular (AV) node:Specialized cardiocytes that relay the contractilestimulus to the bundle of His, the bundle branches, thePurkinje fibers, and the ventricular myocardium; locatedat the boundary between the atria and ventricles.
Auditory ossicles:The three smallest bones in the body. They arepositioned within the middle ear space and serve totransmit sounds from the air to the fluid‐filled labyrinth(cochlea). The absence of the auditory ossicles wouldcause a moderate to severe hearing loss.
Auditory tube:A passageway that connects the nasopharynx with themiddle ear cavity; also called the eustachian tube orpharyngotympanic tube.
Auricle:A broad, flattened process that resembles the externalear; in the ear, the expanded, projecting portion thatsurrounds the external auditory canal; also called the



pinna. In the heart it is the externally visible flap formedby the collapse of the outer wall of a relaxed atrium.
Auscultation:The technical term for listening to the internal sounds ofthe body, usually using a stethoscope.
Autocrine:Mechanism whereby ligands (growth factors, hormones)produced by a particular cell act to modify the action ofthat cell.
Autonomic nervous system:Efferent division of the peripheral nervous system thatinnervates cardiac and smooth muscles and glands; alsocalled the involuntary or visceral motor system.
Autoregulation:Changes in activity that maintain homeostasis in directresponse to changes in the local environment; does notrequire neural or endocrine control.
Autorhythmic:Spontaneous and periodic; for example, in smoothmuscle it implies spontaneous (without nervous orhormonal stimulation) and periodic contractions.
Autorhythmic fibers:Self‐excitable and repeatedly generated actionpotentials that trigger heart contractions. They continueto stimulate a heart to beat even after it is removed fromthe body.
Axial skeleton:The bones constituting the head and trunk of avertebrate body.
Axon:The elongate extension of a neuron that conducts anaction potential.
Axon hillock:



In a multipolar neuron, the portion of the cell bodyadjacent to the initial segment.
Axon terminals:The branched endings of a neuronal axon, which releasea neurotransmitter that influences target cells in closeassociation with the axon terminals.
Baroreceptor reflex:A reflexive change in cardiac activity in response tochanges in blood pressure.
Baroreceptors:The receptors responsible for baroreception.
Basal cells:The innermost layer of the epidermis; also called thestratum germinativum or stratum basale. Cells producedhere in the germinal layer form the prickle cells in theabove layer (the stratum spinosum).
Basal lamina:The thin layer of extracellular matrix that creates aboundary between the epithelial cells and thesurrounding stromal tissue and between other celltypes; also called the basement membrane.
Basophils:Circulating granulocytes (white blood cells) similar insize and function to tissue mast cells.
Bicarbonate ions:HCO3−; anion components of the carbonic acid‐bicarbonate buffer system.
Bicuspid valve:The left atrioventricular (AV) valve; also called themitral valve.
Bile duct:Any of a number of long tubelike structures that carrybile.



Bilirubin:A pigment that is the by‐product of hemoglobincatabolism.
Biliverdin:Green bile pigment formed from the oxidation ofbilirubin.
Biogenic amines:Class of neurotransmitters, including catecholaminesand indolamines.
Bioinformatics:The field of study involved in development of methodsand tools to organize, evaluate, and understand largeand complex sets of biological data. Especially computersoftware and related tools for analysis.
Biopsy:To remove a small piece of tissue or cells (biopsy ofembryo) from a living animal for analysis or study.
Bipolar cell:As a part of the retina, the bipolar cell exists betweenphotoreceptors (rod cells and cone cells) and ganglioncells.
Bipolar neuron:Neuron with an axon and a dendrite extending fromopposite sides of the cell body.
Blastocoele:The cavity in the center of the blastocyst.
Blastocyst:An early embryo composed of an inner cell mass, theblastocoele, and trophoblast.
Blastomere:A cell created by the cleavage divisions of the earlyembryo.
Blind spot:



The specific region of the retina where the optic nerveand blood vessels pass through to connect to the back ofthe eye.
Blood‐brain barrier:The isolation of the central nervous system from thegeneral circulation; primarily the result of astrocyteregulation of capillary permeability.
Blood pressure:A force exerted against vessel walls by the blood in thevessels, due to the push exerted by cardiac contractionand the elasticity of the vessel walls; usually measuredalong one of the muscular arteries, with systolicpressure measured during ventricular systole anddiastolic pressure during ventricular diastole.
Bohr effect:The increased oxygen release by hemoglobin in thepresence of elevated carbon dioxide levels.
Bolus:Any kind of ball‐shaped organic structure of an organismor of its discharged substances.
Bone remodeling:The continuous turnover of bone matrix and mineral thatinvolves first, an increase in resorption (osteoclasticactivity), and later, reactive bone formation (osteoblasticactivity).
Bony collar:A bone collar that forms concurrently with the primaryossification center. Cells of the perichondrium begin toform bone. The bone collar holds together the shaft,which has been weakened by the disintegration of thecartilage. The connective tissue about the bone collar,previously a perichondrium, is now called periosteum.
Boyle’s law:



The principle that, in a gas, pressure and volume areinversely related.
Brachiocephalic:Relating to the arm and the head.
Brachiocephalic trunk:An artery that arises from the arch of the aorta anddivides into the right subclavian and right carotidarteries.
Brain stem:The portion of the brain—consisting of the medullaoblongata, pons Varolii, and midbrain—that connects thespinal cord to the forebrain and cerebrum.
Bronchi:A branch of the bronchial tree between the trachea andbronchioles.
Bronchial tree:The trachea, bronchi, and bronchioles.
Bronchioles:The branching air passageways inside the lungs.
Brush‐border:The epithelial surface consisting of microvilli.
bST or bovine somatotropin:A protein hormone, also called the growth hormone(GH), that is produced in the anterior pituitary gland. Acommon terminology is to use a lowercase letter toindicate the species of origin (e.g., pST for porcinesomatotropin) and a lowercase “r” to indicate that theprotein is derived by recombinant DNA technology. Forexample, rbST stands for recombinant bovinesomatotropin or growth hormone.
Buccal:Pertaining to the cheeks.
Bulk flow:



The movement of large particles and macromoleculesacross a plasma membrane.
Calcification:Impregnation with calcium or calcium salts; also calledcalcareous infiltration.
Calcitonin:A 32–amino acid polypeptide hormone that is producedprimarily by the C cells of the thyroid and, in manyanimals, in the ultimobranchial body.
Calmodulin:A ubiquitous, eukaryotic, calcium‐binding protein thatregulates cellular processes by modifying the activity ofspecific calcium‐sensitive enzymes.
Calsequestrin:The principal calcium‐binding protein present in thesarcoplasmic reticulum of cardiac and skeletal muscle.
Calvaria:The skullcap, consisting of the superior portions of thefrontal, parietal, and occipital bones.
Canaliculi:Microscopic passageways between cells; bile canaliculicarry bile to bile ducts in the liver; in bone, canaliculipermit the diffusion of nutrients and wastes to and fromosteocytes.
Cancellous bone:Structure composed of a network of bony struts orspikes; also called spongy bone.
Canine:Referring to the cuspid tooth.
Capacitance of vessels:The capacitance of a vessel is a measure of how easily itstretches.
Capacitation:



Activation of spermatozoa that occurs after depositioninto the female reproductive tract. It involves release ofenzymes from the acrosome of the sperm cells and isnecessary for fertilization.
Capillary:A small blood vessel, located between an arteriole and avenule, whose thin wall permits the diffusion of gases,nutrients, and wastes between plasma and interstitialfluids.
Capillary bed:The network of capillaries supplying an organ.
Capillary exchange:A dynamic process that has the role of supplyingextravascular cells with the substances essential forsurvival.
Capillary hydrostatic pressure (HPc ):In capillaries, hydrostatic pressure is exerted by blood.Thus, capillary hydrostatic pressure (HPc) is equivalentto the blood pressure in the capillaries.
Carbamino compounds:The combination of CO2 with terminal amine groups inblood protein of which the most important is the globinof hemoglobin.
Carbaminohemoglobin:Hemoglobin bound to carbon dioxide molecules.
Carbohydrate:Organic compound composed of carbon, hydrogen, andoxygen in a 1:2:1 ration. Examples include glucose,lactose, starch, and cellulose. Many are critical for ATPproduction in cells.
Carboxyl group:A carbon atom linked to an oxygen atom by a doublebond and to a hydroxyl group. This combination is



common in fatty acids and amino acids.
Carboxyl terminal (C terminal):The end of a protein chain that has a free carbonylgroup.
Carcinoma:Refers to a cancer of the epithelial cells or theepithelium. It is the most common type of cancer.
Cardia:The area of the stomach surrounding its connection withthe esophagus.
Cardiac accelerator nerves:Sympathetic nerves responsible for increasing cardiacrate.
Cardiac center:Part of the medulla oblongata responsible for controllingthe heart rate.
Cardiac cycle:One complete heartbeat, including atrial and ventricularsystole and diastole.
Cardiac muscle:The muscle of the heart, consisting of anastomosingtransversely striated muscle fibers formed of cellsunited at intercalated discs; also called the myocardiumor, simply, heart muscle.
Cardiac notch:The lateral deflection of the anterior border of the leftlung. It is produced to accommodate the space taken upby the heart.
Cardiac output:The amount of blood ejected by the left ventricle eachminute; normally about 51 mL.
Cardiac reserve:



The potential percentage increase in cardiac outputabove resting levels.
Cardiocytes or cardiac myocytes:A type of involuntary mononucleated striated musclefound exclusively within the heart. Its function is to“pump” blood through the circulatory system bycontracting.
Cardiogenic shock:Essentially the failure to pump, a condition wherein theheart is so inefficient that it cannot sustain adequatecirculation.
Cardiovascular center:Poorly localized centers in the reticular formation of themedulla oblongata of the brain. It includescardioacceleratory, cardioinhibitory, and vasomotorcenters.
Carotid bodies:A small cluster of chemoreceptors and supporting cellslocated near the bifurcation of the carotid artery. Itmeasures changes in blood pressure and thecomposition of arterial blood flowing past it, includingthe partial pressures of oxygen and carbon dioxide, andis also sensitive to changes in pH and temperature.
Carotid sinus:A dilated segment at the base of the internal carotidartery whose walls contain baroreceptors sensitive tochanges in blood pressure.
Caruncle:In ungulates, this is the buttonlike area of the uterineendometrium that creates the maternal side of thecotyledonary placenta.
Caseins:Proteins that constitute the largest group of specificproteins found in milk. They are empirically defined by



their precipitation from milk at pH 4.6 and their capacityto produce micelles containing calcium. Major subtypesinclude α, β, and γ caseins.
Catecholamines:Epinephrine, norepinephrine, dopamine, and relatedcompounds.
Caudate nucleus:An elongated, curved mass of gray matter consisting ofthree portions: an anterior, thick portion that projectsinto the anterior horn of the lateral ventricle; a portionextending along the floor of the body of the lateralventricle; and an elongated, thin portion that curvesdownward and backward in the temporal lobes to thewall of the lateral ventricle; also called the caudatum.
Caudodorsal blind sac:A region of the rumen.
Caveoli:A small vesicle or recess, especially one communicatingwith the outside of a cell and extending inward,indenting the cytoplasm and the cell membrane.
Cecum:An expanded pouch at the start of the large intestine.
Cell body:The body of a neuron; also called the soma.
Cellular immunity:That part of the immune system that depends on theactions of specialized cells to provide protection.Protection is most closely associated with activation of aclass of lymphocytes, the T cells.
Cellular physiology:The study of how cells work.
Cementum:



Bony material that covers the root of a tooth and is notshielded by a layer of enamel.
Central chemoreceptors:Receptors located in the medulla near the respiratorycenter that respond to changes in extracellular fluid H+concentration resulting from changes in arterial PCO2and adjust respiration accordingly.
Central nervous system:Brain and spinal cord.
Centriole:A small organelle located near the nucleus of the cell. Itis involved in synthesis of microtubules and in celldivision.
Cephalic:Pertaining to the head.
Cephalization:An evolutionary trend in the animal kingdom towardcentralization of neural and sensory organs in the heador anterior region of the body.
Cerebral aquaduct:The slender cavity of the midbrain that connects thethird and fourth ventricles; also called the aqueduct ofSylvius.
Cerebral peduncles:The massive bundle of corticofugal nerve fibers passinglongitudinally over the ventral surface of the midbrainon each side of the midline.
Cerebroventricles:Fluid‐filled spaces in the brain.
Cerebrum:The largest portion of the brain, including practically allthe parts within the skull except the medulla, pons, andcerebellum, and now usually referring only to the parts



derived from the telencephalon and including mainly thecerebral hemispheres that are joined at the bottom bythe corpus callosum. It controls and integrates motor,sensory, and higher mental functions, such as thought,reason, emotion, and memory.
Cervical thoracic air sacs:A pair of air sacs located on each side in the neck regionof birds; one sac usually extends from each lung, butsometimes a series of cervical sacs are located along theneck, as in geese.
Cervix:The proximal portion of the uterus, it forms theboundary between the vagina and uterus.
Chaperone:An intracellular protein that allows other proteins toavoid alterations in folding or conformation so that thesupported protein maintains its function.
Chemical synapses:Specialized junctions through which cells of the nervoussystem signal to one another and to nonneuronal cellssuch as muscles or glands.
Chemically gated channels:Channels in the plasma membrane that open or close inresponse to the binding of a specific chemicalmessenger with a membrane receptor site that is inclose association with the channel.
Chemoreceptor:A cell or group of cells that transduce a chemical signalinto an action potential.
Chemoreceptor reflex:Chemoreceptors that detect decrease in blood oxygen,increase in carbon dioxide, or decrease in pH, andproduce an increased rate and depth of respiration, and,by means of the vasomotor center, vasoconstriction.



Chemotaxis:The attraction of phagocytic cells to the source ofabnormal chemicals in tissue fluids.
Chloride shift:The movement of plasma chloride ions into red bloodcells in exchange for bicarbonate ions generated by theintracellular dissociation of carbonic acid.
Choanae:Openings from the nasal cavity into the nasopharynx.They are also known as internal nares.
Cholecystokinin (CCK):A duodenal hormone that stimulates the contraction ofthe gallbladder and the secretion of enzymes by theexocrine pancreas; also called pancreozymin.
Cholesterol:A common lipid with a characteristic four‐ring structure;it is important for membrane fluidity and as theprecursor for a myriad of steroids.
Cholinergic neurons:Nerve endings that, upon stimulation, releaseacetylcholine.
Chondroblasts:Cells of growing cartilage tissue responsible forincreasing tissue mass.
Chondrocyte:The primary cell type found in developed cartilage.
Chondroitin sulfate:A major proteoglycan found in cartilage.
Chordae tendineae:Fibrous cords that stabilize the position of the AV valvesin the heart, preventing backflow during ventricularsystole.
Chordamesoderm:



The middle germ layer that develops into muscle, bone,cartilage, blood, and connective tissue.
Chorion:The outer extraembyronic membrane that is derivedfrom the trophoblastic ectoderm. It develops villi thatmake the fetal sites of placental attachment.
Choroid plexus:A vascular proliferation of the cerebral ventricles thatserves to regulate intraventricular pressure by secretionor absorption of cerebrospinal fluid.
Choroids:The vascular layer of the eye lying between the retinaand the sclera. The choroid provides oxygen andnourishment to the outer layers of the retina.
Chylomicrons:Relatively large droplets that may contain triglycerides,phospholipids, and cholesterol in association withproteins. They are synthesized and released by intestinalcells and transported to the venous blood by thelymphatic system.
Chyme:A semifluid, acidic mixture of ingested food anddigestive secretions that forms in the stomach duringthe early phases of digestion.
Cilia:Extensions of the plasma membrane containing doubletsof parallel microtubules. They are approximately 5 to 10micrometers in length. There are two types of cilia: (1)motile cilium, which constantly beats in one direction,and (2) nonmotile cilium, which cannot beat and usuallyserves as a sensor.
Ciliary body:The part of the eye containing the ciliary muscle andciliary processes.



Ciliary muscles:A smooth muscle that affects zonules in the eye (fibersthat suspend the lens in position duringaccommodation), enabling changes in lens shape forlight focusing.
Ciliary processes:Processes formed by the inward folding of the variouslayers of the choroid, that is, the choroid proper and thelamina basalis, and are received between correspondingfolds of the suspensory ligament of the lens.
Cingulate:A gyrus in the medial part of the brain. It partially wrapsaround the corpus callosum and is limited above by thecingulate sulcus.
Circulatory shock:When mean arterial blood pressure falls so low thatadequate blood flow to the tissues can no longer bemaintained.
Circumduction:The circular movement of a limb such that the distal endof the limb delineates an arc.
Circumvallate papilla:one of the large, dome‐shaped papillae on the superiorsurface of the tongue that form a V, separating the bodyof the tongue from the root.
Circumventricular organs:Sites in the neuroendocrine system that allow factors to“circumvent” the brain–blood barrier. These organssecrete or are sites of action of different hormones,neurotransmitters, and cytokines.
Citric acid cycle:This fundamental biochemical pathway (also called theTCA, tricarboxylic acid cycle, or Krebs cycle) is centralto aerobic respiration. Acetyl groups derived from



nutrient sources are area oxidized to CO2 and H2O. Inthe process, the coenzymes NAD and FAD becomeoxidized and are ultimately utilized in the electrontransport chain of the mitochondria to produce ATP.
Clavicular air sac:A single, median air sac between the clavicles andsurrounding the bifurcation of the trachea of birds.
Cloaca:The common opening in birds through which theintestinal, urinary, and reproductive tracts empty.
Clostridium botulinum:A bacterium that occurs widely in nature and is a causeof botulism; its six main types, A through F, arecharacterized by distinct but pharmacologically similar,very potent neurotoxins.
Clot:A network of fibrin fibers and trapped blood cells; alsocalled a thrombus if it occurs within the circulatorysystem.
Clot retraction:Condensation of the clot into a denser, compactstructure; caused by the elastic nature of fibrin.
Cochlea:A coiled, tapered tube containing the auditory branch ofthe mammalian inner ear. Its core component is theorgan of Corti, the sensory organ of hearing.
Cochlear duct:An endolymph‐filled cavity inside the cochlea, locatedbetween the scala tympani and the scala vestibuli,separated by the basilar membrane and Reissner’smembrane (the vestibular membrane), respectively.
Codon:



Sequence of three bases in DNA or a strand of mRNAthat corresponds with the instructions for incorporatinga specific amino acid into a growing protein chain.
Coenzymes:Organic molecules that serve as cofactors required forthe action of certain enzymes. Most coenzymes arederived from vitamins.
Cofactor:A companion molecule necessary for function of manyenzymes. Most often this is either a metal ion or organicmolecule.
Collagen:The most abundant class of proteins in the body,collagens are predominant in the extracellular matrixsurrounding cells and in connective tissues.
Collaterals:A branch of a nerve axon or blood vessel.
Colloid osmotic pressure (OPc ):Pressure created in a fluid.
Colon:The large intestine.
Colostrum:Mammary gland secretion that accumulates prior to theonset of normal milk production. It is rich in antibodies.
Common hepatic duct:The duct formed by the junction of the right hepatic duct(which drains bile from the right functional lobe of theliver) and the left hepatic duct (which drains bile fromthe left functional lobe of the liver).
Compact bone:Dense bone that contains parallel osteons.
Complementarity of structure and function:



An essential concept to understanding of how an animalworks and its limitations. In short, the principle thatfunction and structure are interdependent.
Complete fracture:Break involving the entire width of the bone.
Complete tetanus:An acute, often fatal disease that is characterized byspasmodic contraction of voluntary muscles, especiallyone occurring in the neck and jaw, and that is caused bythe bacterium Clostridium tetani, which usually entersthe body through an infected wound and produces aneurotoxin; also called lockjaw.
Compound fracture:A fracture in which broken bone fragments lacerate softtissue and protrude through an open wound in the skin.
Concentration gradient:The difference in concentration of a material betweentissue regions or locations within cells. For example, theconcentration of sodium is typically higher in theextracellular fluid than the cytoplasm. Movement ofmolecules down their concentration gradients is oftenutilized to “drive” various transport functions.
Concentric:Having a common center or center point, as of circles.
Concentric lamellae:One of the tubular layers of bone surrounding thecentral canal in an osteon; also called Haversianlamellae.
Conchae:Three pairs of thin, scroll‐like bones that project into thenasal cavities; the superior and medial conchae are partof the ethmoid, and the inferior conchae are separatebones.



Cones:Cells in the retina of the eye that function only inrelatively bright light. They gradually become lessconcentrated toward the periphery of the retina.
Conjunctiva:A membrane that covers the sclera (white part of theeye) and lines the inside of the eyelids. It helps lubricatethe eye by producing mucus and tears, although asmaller volume of tears than the lacrimal gland.
Connexon:Hollow cylinders made of transmembrane proteins thatconnect adjacent cells at gap junctions, allowingchemical substances to pass through.
Continuous capillary:A capillary in which pores are absent; it is lesspermeable to large molecules than other types ofcapillaries.
Contractility:The ability to contract; possessed by skeletal, smooth,and cardiac muscle cells.
Control center:One of three interdependent components of homeostaticcontrol mechanisms; it determines the set point.
Conus medullaris:The terminal end of the spinal cord. It occurs nearlumbar nerves 1 (L1) and 2 (L2). After the spinal cordterminates, the spinal nerves continue as danglingnerves called the cauda equina.
Convergence:The converging of many presynaptic terminals fromthousands of other neurons on a single neuronal cellbody and its dendrites so that activity in the singleneuron is influenced by the activity in many otherneurons.



Convergent:The coordinated turning of the eyes inward to focus onan object at close range.
Coracoid process:A long curved projection from the neck of the scapula,overhanging the glenoid cavity and giving attachment tothe short head of the biceps, the coracobrachial muscle,the smaller pectoral muscle, and the coracoacromialligament.
Cori cycle:A metabolic pathway that allows lactic acid produced bymuscle action to be to be converted to glucose by theliver. This action typically occurs during muscle rest.
Cornea:The transparent front part of the eye that covers the iris,pupil, and anterior chamber, providing most of an eye’soptical power.
Corpora quadrigemina:The four colliculi—two inferior, two superior—located onthe posterior aspect of the midbrain.
Corpus callosum:The commissural plate of nerve fibers connecting thetwo cerebral hemispheres except for most of thetemporal lobes; also called the commissure of cerebralhemispheres.
Corpus luteum (CL):Yellow to orange structures formed on the surface of theovary after ovulation from granulosal and thecal cellsfrom the ruptured follicle. The CL producesprogesterone and oxytocin.
Corpus striatum:Either of two gray and white, striated bodies of nervefibers located in the lower lateral wall of each cerebralhemisphere.



Corticoids:General name for the class of steroid hormones secretedby the adrenal gland.
Costal cartilages:The cartilage forming the anterior continuation of a rib.
Cotransport:A membrane carrier system in which the transfer of onemolecule depends on the simultaneous transfer ofanother molecule.
Cotyledons:In ruminants, the points of attachment between the fetaland maternal placenta. It is composed of the maternalcotyledon (the caruncle of the uterus) + the fetalcotyledon (from the chorion of the conceptus).
Covalent bond:A common chemical bond in which electrons are sharedbetween atoms.
Cranial:Pertaining to the head.
Cranial base:The structure that forms the inferior aspect of thecranium and is divided by bony ridges into three distinctfossae.
Cranial nerves:Nerves that emerge from the brain stem instead of thespinal cord.
Cranial vault:Eight skull bones that surround and protect the brain;braincase.
Cranium:The braincase; the skull bones that surround and protectthe brain.
Creatine kinase:



The enzyme that catalyzes the transfer of phosphatefrom phosphocreatine to ADP, forming creatine andATP; important in muscle contraction.
Creatine phosphate:An organic compound found in muscle tissue andcapable of storing and providing energy for muscularcontraction; also called phosphocreatine.
Cricoid cartilage:A ring‐shaped cartilage that forms the inferior margin ofthe larynx.
Crop:A thin‐walled, expanded portion of the alimentary tractthat is found in many animals and is used for the storageof food prior to digestion.
Crossed‐extensor reflex:A withdrawal reflex. When the reflex occurs, the flexorsin the withdrawing limb contract and the extensorsrelax, while in the other limb the opposite occurs.
Crossmatching:Matching blood types.
Cryptorchidism:Failure of the testicles to descend into the scrotumduring fetal development. The undescended testisremains in the abdominal cavity.
Crystallins:A water‐soluble structural protein found in the lens ofthe eye accounting for the transparency of the structure.Crystallins from a vertebrate eye lens are classified intothree types: alpha, beta, and gamma.
Curare:A purified preparation or alkaloid obtained from the

Chondrodendron tomentosum, it is used to relax skeletalmuscles.



Cyclic AMP:An important intracellular signaling molecule, it isformed by the action of the enzyme adenylate cyclase onATP. Its appearance is typically induced by binding of aparticular hormone to its surface receptor.
Cyclicity:The condition during which the female displays estruscycles with predictable duration.
Cystic duct:A duct that carries bile between the gallbladder and thecommon bile duct.
Cytokines:Small growth factor–like proteins that serve to regulatethe activity of the various immune system cells.
Cytokinesis:The dividing of cytoplasm between two cells at the timeof mitosis.
Cytology:The study of the structure, organelles, and function ofcells.
Cytoplasm:The portion of the cell interior not occupied by thenucleus.
Cytosine:A pyrimidine that is one of the two classes ofnitrogenous bases found in nucleic acids such as DNAand RNA.
Cytoskeleton:The network of microtubules and microfilaments foundin the cytoplasm of the cell.
Cytosol:The fluid portion of a cytoplasm, it is effectivelyprepared by breaking the cells apart and saving the



supernatant from a 100,000 × g centrifugation minusany lipid.
Cytoxic T cell:An activated lymphocyte, part of cellular immunity, alsocalled a killer T cell; it acts to destroy cells that havebeen infected by viruses by releasing enzymes.
Dale’s Principle:A principle postulated by the English neuroscientistHenry Hallett Dale, which states that, although differentneurotransmitters can be produced at different synapseswithin the brain, individual neurons are capable ofreleasing only one neurotransmitter from its axonalterminal. Dale’s Principle has been shown to be falsebecause many nerve terminals release neuropeptides aswell as amino acids or amines.
Dalton’s Law:Named for the English chemist John Dalton. In a mixtureof gases, the portion of the total pressure resulting fromeach type of gas is determined by the percentage of thetotal volume represented by each gas type.
Dark adaptation:The ability of the eye to adjust to various levels ofdarkness and light.
Dark cells:Cells that line the endolymphatic space of the ear.
De novo:Refers to a synthesis process occurring within a tissueor cell.
Deamination:The removal of an amine group from a molecule often inrelation to the metabolism of the amino acids fromproteins.
Deciduous:



An adjective meaning “temporary” or “tending to falloff” (derived from the Latin word decidere, to fall off).
Decomposition reaction:Description of a chemical reaction that results in thebreaking down of a larger molecule into its componentparts, that is, a protein into amino acids or starch intoglucose monomers.
Defensins:Locally produced tissue proteins that can protect cellsfrom infection by bacteria.
Deglutition:Swallowing.
Dehydration synthesis:A chemical reaction wherein a larger molecule iscreated by covalently bonding smaller moleculestogether. In the process, water is often produced.
Deltoid tuberosity:A bump or raised area on the outside of the humeruswhere the deltoid muscle attaches.
Denaturation:Dramatic change in the tertiary structure of a protein orother macromolecule that leaves it nonfunctional. Thiscan be caused by heating (egg albumin after frying orpoaching) or exposure to chemicals.
Dendrite:A branching process of a neuron that receives stimuliand conducts potentials toward the nerve cell body.
Dentate gyrus:One of the two interlocking gyri composing thehippocampus.
Dentin:The bonelike material that forms the body of a tooth; itdiffers from bone in that it lacks osteocytes and osteons.



Deoxygenated blood:Blood whose red blood cells carry very little oxygen, asfound in all veins except the pulmonary vein; also calledoxygen‐poor blood.
Deoxyhemoglobin:Hemoglobin without oxygen bound to it.
Depolarization:A reduction in membrane potential from restingpotential; movement of the potential from resting toward0 mV.
Depression:An inward displacement of a body part.
Dermis:A deep layer of the skin, it is primarily composed ofdense irregular connective tissue. A hypodermicinjection, for example, would be placement of thematerial just under the skin into the adjacent tissue.
Descending segment:The portion of the large intestine that leads to therectum.
Desmin:A component of the cytoskeleton—important structuralcomponents of living cells. Their size is intermediatebetween that of microfilaments and microtubules.
Desmosomes:A structure that forms the site of adhesion between twocells, consisting of a dense plate in each adjacent cellseparated by a thin layer of extracellular material; alsocalled the macula adherens.
Diabetes insipidus:A disease characterized by the production of largeamounts of dilute urine and intense thirst. It is namedbecause the symptoms are similar to those common in



diabetes mellitus, but the cause is insufficientproduction of antidiuretic hormone (ADH) rather thaninsulin insufficiency or failure of insulin action.
Diabetes mellitus:A disease caused by either failure of the endocrinepancreas to produce sufficient amounts of insulin orfailure of insulin function.
Diacylglycerol:A lipid produced in the plasma membrane after thecleavage of inositol phospholipids. This usually occursfollowing hormone signaling. It is two fatty acid chainslinked to glycerol.
Diapedesis:The movement of white blood cells through the walls ofblood vessels by migration between adjacent endothelialcells.
Diaphysis:The shaft of a long bone.
Diastole:Period of the cardiac cycle when either the ventricles orthe atria are relaxing.
Diastolic blood pressure:Pressure measured in the walls of a muscular arterywhen the left ventricle is in diastole.
Diencephalon:The posterior part of the prosencephalon, composed ofthe epithalamus, the dorsal thalamus, the subthalamus,and the hypothalamus.
Diestrus:The stage of the estrus cycle characterized by majorsecretion of progesterone from the corpus luteum andperiods of minimal or no reproductive behavior.
Differential blood count:



A common laboratory procedure often using a stainedblood smear to tabulate the relative proportions ofclasses of white blood cells in a sample. Variations fromnormal proportions for a given species or stage ofdevelopment is used diagnostically.
Diffuse placenta:The placental type characterized by the distribution ofchorionic villi across the surface of the chorion (e.g.,pigs, mares).
Diffusion:Passive molecular movement from an area of higherconcentration to an area of lower concentration.
Digestion:The chemical breakdown of ingested materials intosimple molecules that can be absorbed by the cells ofthe digestive tract.
Digestive tract:An internal passageway that begins at the mouth, endsat the anus, and is lined by a mucous membrane; alsocalled the gastrointestinal tract.
Dipeptidase:An enzyme that catalyzes the hydrolysis of dipeptidesinto their constituent amino acids.
Diploë:The diploic veins are found in the skull and drain thediploic space. This is found in the bones of the vault ofthe skull, and is the marrow‐containing area ofcancellous bone between the inner and outer layers ofcompact bone. The diploic veins drain this area to theoutside of the skull and are usually four in number: onefrontal, two parietal, and one occipital.
Directly gated:Also called a transmitter or ligand‐gated channel, inwhich the ligand receptor and ion channel are one and



the same.
Disaccharide:A sugar molecule composed of two simple sugars, forexample, glucose + galactose, to yield milk sugar orlactose.
Displaced fractures:A break or fracture in which the two ends of the brokenbone are separated from one another.
Distal:Away from the origin. For example, the wrist is distalfrom the elbow, or the distal convoluted tubules of thekidney nephrons are distant from the proximal (near thesite of filtration) convoluted tubules.
Distributing arteries:Medium‐sized artery with a tunica media composedprincipally of smooth muscle; regulates blood flow todifferent regions of the body.
Divergence:The diverging, or branching, of a neuron’s axonterminals so that activity in this single neuron influencesthe many other cells with which its terminals synapse.
Diverticulum:A sac or pouch in the wall of the colon or other organ.
DNA (deoxyribonucleic acid):The critical polynucleotide created by covalent bondingof nucleotides, phosphate groups, and deoxyribose inrepeating chains. It is the basis for transference ofgenetic information.
Dolichephalic:Having a disproportionately long head.
Dominant follicle:The final maturation stage of follicle development incattle, that is, the follicle likely destined to ovulate.



Dopamine:An important neurotransmitter in the central nervoussystem.
Dorsal:Toward the back, posterior.
Dorsal root:The afferent sensory root of a spinal nerve. At the distalend of the dorsal root is the dorsal root ganglion, whichcontains the neuron cell bodies of the nerve fibersconveyed by the root.
Dorsal root ganglion:A nodule on a dorsal root that contains cell bodies ofneurons in afferent spinal nerves. All of the axons in thedorsal root convey somatosensory information, bringingsensory information into the brain and spinal cord.
Dorsal sac:Toward the back; posterior.
Downregulation:A term frequently used to describe a reduced responseto hormone stimulation over time. It often reflects adecrease in the number of available hormone receptors.
Downstroke or falling phase:The repolarization phase of an action potential in whichthe cell or neuron membrane potential moves toward amore negative value.
Duct:A tubular canal or passageway most often associatedwith secretion of products from a glandular organ.
Ductus arteriosus:A vascular connection between the pulmonary trunk andthe aorta that functions throughout fetal life; it normallycloses at birth or shortly thereafter and persists as theligamentum arteriosum.



Duodenal gland:Small gland that opens into the base of intestinal glands.It secretes a mucuslike alkaline substance.
Duodenal papilla:A conical projection from the inner surface of theduodenum that contains the opening of the duodenalampulla.
Duodenum:The proximal region of the small intestine that containsshort villi and submucosal glands.
Dura mater:The tough fibrous membrane covering the brain and thespinal cord and lining the inner surface of the skull; alsocalled the dura pachymeninx.
Dural sinuses:Venous channels found between layers of dura mater inthe brain. They receive blood from internal and externalveins of the brain and ultimately empty into the internaljugular vein. Damage to the walls of the dural sinusesmay result in dural sinus thrombosis.
Dystocia:Difficult birth, a term often used in animal management–recording schemes to indicate that an animal requiredassistance with giving birth.
Dystophin:A structural protein found in small amounts in normalmuscle but absent or present in abnormal amounts inindividuals with muscular dystrophy.
Eccentric:Departing from a recognized, conventional, orestablished norm or pattern.
Eccrine glands:



A common type of sweat gland that produces primarily awatery secretion containing dissolved salts.
Ectoderm:One of three germinal cell layers (ectoderm, mesoderm,and endoderm) in the developing embryo. The mammarygland, for example, is derived from the ectoderm.
Edema:Abnormal accumulation of fluid in body parts or tissues;causes swelling. It is common surrounding the udder offirst‐calf heifers.
Effector:A peripheral gland or muscle cell innervated by a motorneuron.
Effector organ:The muscles or glands that are innervated by thenervous system and that carry out the nervous system’sorders to bring about a desired effect, such as aparticular movement or secretion.
Efferent:Away from.
Efferent nerve:A nerve conveying impulses from the central nervoussystem to the periphery; also called a centrifugal nerve.
Elastic cartilage:A yellowish flexible cartilage in which the matrix isinfiltrated by a network of elastic fibers; it occursprimarily in the external ear, eustachian tube, and somecartilages of the larynx and epiglottis; also called yellowcartilage.
Elastin:A relatively common extracellular matrix protein, whichgives strength and flexibility to tissues. For example, it



allows the expansion and recovery of the aorta or thespring in the fibroelastic cartilage of the external ear.
Electrical synapses:A mechanical and electrically conductive link betweentwo abutting neurons that is formed at a narrow gapbetween the pre‐ and postsynaptic cells known as a gapjunction.
Electrocardiogram (ECG or EKG):A graphic record of the electrical activities of the heart,as monitored at specific locations on the body surface.
Electrochemical gradient:The simultaneous existence of an electrical gradient andconcentration (chemical) gradient for a particular ion.
Electron acceptor:An atom or molecule that easily takes up an electron,thereby becoming reduced in the process.
Electron carrier:A molecule that transfers an electron from a donormolecule to an acceptor molecule, for example,cytochrome c in the mitochondria in conversion ofNADH to NAD.
Electron transport:The movement of electrons from a higher to lowerenergy via movement along a series of carrier molecules—for example, the oxidative phosphorylation processinside mitochondria.
Elevation:Movement in a superior, or upward, direction.
Embryology:The study of embryonic development, focusing on thefirst 2 months after fertilization.
Emesis:Vomiting.



Enamel:Crystalline material similar in mineral composition tobone, but harder and without osteocytes, which coversthe exposed surfaces of the teeth.
End buds:The swollen terminal ends of mammary ducts in thegland of peripubertal rodents. These structures areresponsible for the rapid growth and elongation of theductular tree. Although alveolar budlike structures inthe mammary glands of peripubertal ruminants serve assites of focus for rapid growth of mammary ducts,ruminants apparently do not have morphologicallysimilar end buds.
End diastolic volume (EDV):The volume of blood in the ventricle at the end ofdiastole, when filling is complete.
End systolic volume (ESV):The volume of blood in the ventricle at the end ofsystole, when emptying is complete.
Endocardium:The simple squamous epithelium that lines the heart andis continuous with the endothelium of the great vessels.
Endochondral ossification:The conversion of a cartilaginous model to bone; thecharacteristic mode of formation for skeletal elementsother than the bones of the cranium, the clavicles, andsesamoid bones.
Endocrine system:A control system of ductless glands that secretechemical “instant messengers” called hormones, whichcirculate within the body via the bloodstream to affectdistant cells within specific organs.
Endocrinology:Study of the endocrine system.



Endocytosis:The uptake of material into a cell by the invagination ofthe plasma membrane followed by internalization ofmembrane‐surrounded vesicles.
Endolymph:The fluid contained in the membranous labyrinth of theinner ear. The main cation of this unique extracellularfluid is potassium.
Endoneurium:The innermost layer of connective tissue in a peripheralnerve, forming an interstitial layer around eachindividual fiber outside the neurolemma. In somecircumstances, also called the epilemma, sheath ofHenle, or sheath of Key and Retzius.
Endoplasmic Reticulum (ER):A cellular organelle composed of a network ofmembranous sacs or tubules whose intercompartment iscontinuous with the Golgi apparatus. The outer surfaceis frequently studded with ribosomes. In this situation,newly made proteins are often vectored into the cisteralspace of the ER to transport to the Golgi. Withoutribosomes it is called smooth endoplasmic reticulum(SER); with ribosomes it is called rough endoplasmicreticulum or RER.
Endosteum:An incomplete cellular lining on the inner (medullary)surfaces of bones.
Endothelium:A single layer of simple squamous cells that line thewalls of the heart, blood vessels, and lymphatic vessels.
End‐product inhibition:A process whereby the accumulation of the last productin a biochemical pathway acts to inhibit furtherproduction of the product.



Enterendocrine cells:Endocrine cells scattered among the epithelial cells thatline the digestive tract.
Enteric nervous system:An interdependent part of the autonomic nervoussystem. Despite its many interactions with other parts ofthe ANS, it can be regarded as a nerve body of its own.
Enterogastric reflex:The reflexive inhibition of gastric secretion; it is initiatedby the arrival of chyme in the small intestine.
Enterokinase:An enzyme in the lumen of the small intestine thatactivates the proenzymes secreted by the pancreas.
Eosinophil:A microphage (white blood cell) with a lobed nucleusand red‐staining granules; it participates in the immuneresponse and is especially important during allergicreactions.
Ependymal cells:A type of neuroglia cell lining the central canal of thespinal cord or the brain.
Epicardium:A serous membrane covering the outer surface of theheart; also called the visceral pericardium.
Epidermal growth factor (EFG):A protein that along with its related receptors (EGFR orERBB1), makes up a family of related growth factorsand receptors that are believed to be involved inregulation of mammary growth and mammary cancerand other tissue development in many species.Receptors for this family include EGRR as well as forseveral ligands such as amphriegulin, TGF‐α, andERBB2 (called HER in humans and Neu in rodents).



Epidermis:The outer or superficial layer of the skin. It is composedof stratified squamous epithelial cells with selectedspecialized immune cells and associated sensoryelements.
Epidural space:The space between the walls and the dura mater of thevertebral canal.
Epiglottic:Pertaining to, or connected with, the epiglottis.
Epinephrine:A catecholamine hormone secreted by the adrenalmedulla and a neurotransmitter, released by certainneurons and active in the central nervous system. It isstored in the chromaffin granules and is released inresponse to hypoglycemia, stress, and other stimuli. It isa potent stimulator of the adrenergic receptors of thesympathetic nervous system and a powerful cardiacstimulant that accelerates the heart rate and increasescardiac output. It also promotes glycogenolysis andexerts other metabolic effects.
Epineurium:The outermost layer of connective tissue of a peripheralnerve, surrounding the entire nerve and containing itssupplying blood vessels and lymphatics.
Epiphyseal line:The line of junction of the epiphysis and diaphysis of along bone where growth in length occurs.
Epiphyseal plate:The plate of cartilage between the shaft and theepiphysis of a long bone during its growth; also calledthe epiphyseal cartilage.
Epiphysis:The head of a long bone.



Epiploic appendage:One of a number of small processes of peritoneumprojecting from the serous coat of the large intestineexcept the rectum; it is generally distended with fat.
Epithelium:A tissue composed of a layer of cells. It is one of fourprimary body tissues. Epithelium lines both the outside(skin) and the inside cavities and lumen of bodies.Epithelial cells are also the primary functional(parenchymal) parts of organs and glands.
Equilibrium:The sense of balance, which maintains physical balancein animals.
Equilibrium potential:The potential that exists when the concentrationgradient and opposing electrical gradient for a given ionexactly counterbalance each other so there is no netmovement of the ion.
Eructation sequence:The coordinated neural and mechanical steps that occurwhen a ruminate animal regurgitates material to “chewits cud.”
Erythrocytes:A red blood cell; it has no nucleus and contains largequantities of hemoglobin.
Erythropoiesis:The process of erythrocyte formation.
Erythropoietin (EPO):A hormone released by tissues, especially the kidneys,exposed to low oxygen concentrations; stimulateserythropoiesis (red blood cell formation) in bonemarrow.
Esophageal hiatus:



The defect in the diaphragm through which theesophagus passes from the thorax into the abdomen.
Esophagus:A muscular tube that connects the pharynx to thestomach.
Estrogen:A steroid hormone produced predominately in femalereproductive tissues (ovary, placenta) associated withdevelopment of sexual receptivity and secondary sexcharacteristics (mammary development, characteristicfemale body development).
Estrous cycle:The reproductive cycle of nonprimate females defined asthe period from one estrus (heat) to the next.Consecutive ovulations can also be used to signal cycles.Each cycle consists of a follicular and luteal phase.
Estrus:Period during which the female is sexually receptive tothe male.
Ethmoid bone:A light spongy bone located between the eye sockets,forming part of the walls and septum of the superiornasal cavity, and containing perforations for the passageof olfactory nerve fibers.
Ethmoidal:Of, relating to, or being a light spongy bone locatedbetween the orbits, forming part of the walls and septumof the superior nasal cavity and containing numerousperforations for the passage of the fibers of the olfactorynerves.
Eutherian mammal:Those that produce a placenta.
Eversion:



A turning outward, as of the eyelid.
Ewe:An adult female sheep.
Excitable membrane:Membranes that propagate action potentials, acharacteristic of muscle cells and nerve cells.
Excitation–contraction coupling:The process whereby the spreading depolarization isconverted into force production by muscle fibers.
Excitatory postsynaptic potential (EPSP):A small depolarization of the postsynaptic membrane inresponse to neurotransmitter binding, bringing themembrane closer to threshold.
Excretion:A removal from body fluids.
Excretory lacrimal ducts:Tear ducts.
Exocrine:Glands that secrete their products and temporarily storetheir secretions in a duct.
Exocytosis:Fusion of a membrane‐enclosed intracellular vesiclewith the plasma membrane, followed by the opening ofthe vesicle and the emptying of its contents to theoutside.
Exosomes:Small membrane vesicles (40–100 nm) produced by mostcells for secretion into the extracellular space. They maycontain proteins, lipids, nucleic acids, and othermetabolites.
Expiratory reserve volume:The amount of additional air that can be voluntarilymoved out of the respiratory tract after one normal



exhalation.
Extension:A pulling or dragging force exerted on a limb in a distaldirection.
External nares:The entrance from the exterior to the nasal cavity.
External respiration:The diffusion of gases between the alveolar air and thealveolar capillaries and between the systemic capillariesand peripheral tissues.
Exteroceptor:A sense organ, such as the ear, that receives andresponds to stimuli originating from outside the body.
Extracellular matrix:A complex network or mesh of proteins (collagen,elastin, etc.) and polysaccharides (glycosaminoglycans,etc.) secreted by cells. It serves as a structure scaffoldfor tissue and organ development and tissue function.
Extrafusal muscle fibers:A class of muscle fiber innervated by alpha motorneurons. Contraction of these fibers allows formovement. Extrafusal muscle fibers and associatedalpha motor neurons are called a motor unit. Theconnection between alpha motor neurons and extrafusalmuscle fiber is a neuromuscular junction.
Extraocular muscles:The six muscles that control the movements of the eye.The actions of the extraocular muscles depend on theposition of the eye at the time of muscle contraction.
Extrapyramidal system:A neural network located in the brain that is part of themotor system involved in the coordination of movement.



Extrapyramidal neurons, like related gamma systemneurons, excite or inhibit anterior horn cells.
Extrinsic muscles:The six skeletal muscles that attach to and move eacheye.
Eyebrows:A bony ridge above the eye that protects the eye andbears a tuft of facial hair in most mammals. The mainfunction of the eyebrows is to prevent moisture (mostlysweat and rain) from dripping into the eye.
Eyelashes:The hairs that grow at the edge of the eyelid. Eyelashesprotect the eye from debris and perform some of thesame function as whiskers do on a cat or a mouse, in thesense that they are sensitive to being touched, thusproviding a warning that an object (such as an insect ordust mote) is near the eye (which is then closedreflexively).
Eyelid:A thin fold of skin and muscle that covers and protectsan eye.
F actin:One of the major protein components found in muscle,existing as F actin or G actin.
Facial:Pertaining to the face.
Facilitated diffusion:The passive movement of a substance across a cellmembrane by means of a protein carrier.
Falciform ligament:A sheet of mesentery that contains the ligamentumteres, the fibrous remains of the umbilical vein of thefetus.



Far point of vision:Distance from the eye where accommodation is notneeded to have the image focused on the retina.
Fascia:A sheet or band of fibrous connective tissue enveloping,separating, or binding together muscles, organs, andother soft structures of the body.
Fast glycolytic fibers:Muscle fibers with low myoglobin content, fewmitochondria, few blood capillaries, and a large amountof glycogen. Also called fast twitch B or fatigable fibers,they hydrolyze ATP very quickly, fatigue easily, and areneeded for sports such as sprinting.
Fast oxidative fibers:Muscle fibers that contain large amounts of myoglobin,many mitochondria, and many blood capillaries. Alsocalled fast twitch A or fatigue‐resistant fibers, theygenerate ATP by the aerobic system, split ATP at a slowrate, have slow contraction velocity, are resistant tofatigue, are found in large numbers in postural muscles,and are needed for aerobic activities such as longdistance running.
Fatty acid:A common lipid composed of a carboxylic acid typicallyattached to a long hydrocarbon chain. Examples arepalmitic or oleic acid.
Fenestrated:Pierced with one or more small openings.
Fenestrated capillaries:Capillaries with openings that allow larger molecules todiffuse.
Ferritin:A protein that stores iron in the body. The serum ferritinlevel—the amount of ferritin in one’s blood—is directly



proportional to the amount of iron stored in the body.
Fibrinolysis:The breakdown of the fibrin strands of a blood clot by aproteolytic enzyme.
Fibroblast growth factor (FGF):One of a number of ∼18,000 dalton proteins from afamily with at least 23 members. FGFs were firstisolated from bovine pituitary, but they are known to bewidely distributed and are involved in tissue growth anddevelopment, including embryonic development.
Fibroblasts:Connective tissue cells responsible for the production ofextracellular fibers and the secretion of the organiccompounds of the extracellular matrix.
Fibrocartilage:Cartilage containing an abundance of collagen fibers; itis located around the edges of joints, in theintervertebral discs, the menisci of the knee, and so on.
Fibrous tunic:Outer layer of the eye; composed of the sclera and thecornea.
Filiform papillae:Thin, longer papillae that don’t contain taste buds butthat are the most numerous. These papillae aremechanical and not involved in gustation.
Filtration:The movement of a fluid across a membrane whosepores restrict the passage of solutes on the basis of size.
Filum terminale:A fibrous extension of the spinal cord, from the conusmedullaris of the neural tube.
First‐class lever:



An anatomical structure that acts as a hinge or point ofsupport.
Fissures:A normal groove or furrow, as in the liver or brain, thatdivides an organ into lobes or parts.
Fixed macrophages:Macrophages that are resident cells in a particulartissue or organ, as opposed to circulating monocytesthat are recruited to a tissue because of chemotaxis.
Flat bones:A bone having a thin, flattened shape, as the scapula.
Flexion:The act of bending a joint or limb in the body by theaction of flexors.
Flexor reflex:Reflex initiated by a painful stimulus (actual orperceived); causes automatic withdrawal of thethreatened body part from the stimulus.
Folia:A broad, thin, leaflike structure, as of the cerebellarcortex.
Foliate papillae:The leaf‐shaped ridges on the lateral borders of thetongue.
Follicle‐stimulating hormone (FSH):A glycoprotein hormone produced in the anteriorpituitary gland in response to secretion of gonadotropicreleasing hormone (GnRH) from the hypothalamus. FSHpromotes follicular development in females and Sertolicell function in males.
Follicular phase:The period of the estrous cycle when the dominantfollicle produces estradiol. Females display behavioral



estrus and ovulation during this time.
Foramen of Magendie:An opening in the hollow nerve tube connecting thefourth ventricle of the brain with the subarachnoidspace.
Foramen ovale:Hole or opening in a bone or between body cavities.
Foramina of Luschka:Along with the median aperture, they comprise the threeopenings in the roof of the fourth ventricle. They arefound at the extremities of the lateral recesses.
Fornix:An archlike anatomical structure or fold, such as thearched band of white matter located beneath the corpuscallosum of the brain.
Fornix vagina:The cranial region of the vagina that creates a cryptextending to the cervix.
Fourth ventricle:A cerebrospinal fluid‐filled space within the hindbrainbordered dorsally by the cerebellum and ventrally by thetegmentum.
Fovea:A part of the eye, a spot located in the center of themacula. The fovea is responsible for sharp central vision.
Frank–Starling law of the heart:Intrinsic control of the heart such that increasing theend diastolic volume, that is, increased venous return,results in a greater stroke volume.
Freemartin:A sterile heifer born twin to a bull. It has incompletedevelopment of the reproductive tract and malelikebehavior.



Frontal lobe:The largest portion of each cerebral hemisphere,anterior to the central sulcus.
Frontal plane:A sectional plane that divides the body into an anteriorportion and a posterior portion; also called the coronalplane.
Frontonasal suture:Separates the frontal bones from the nasal bones.
Frontoparietal suture:A suture extending across the skull between the parietaland frontal bones.
Fulcrum:An anatomical structure that acts as a hinge or point ofsupport.
Fully saturated:A fatty acid molecule with no double bonds between anyof its carbon atoms.
Functional syncytium:A group of smooth or cardiac muscle cells that areinterconnected by gap junctions and function electricallyand mechanically as a single unit.
Fundus:The base of an organ.
Fungiform papillae:Mushroom‐shaped papillae (projections) on the tongue.They are located on the top surface of the tongue,toward the back. They have taste buds on their surfacethat can distinguish the four tastes: sweet, sour, bitter,and salty.
Funiculi:One of three major divisions of white matter in thespinal cord, consisting of fasciculi.



G actin:Globular protein molecules that, when bound together,form fibrous actin (F actin).
G protein:A generic term for a member of a large family ofguanine triphosphate (GTP)‐binding proteins that areimportant elements in cell signaling. The binding of ahormone or other signaling ligand in this familyactivates these cellular proteins, many of which act askinases.
Galactopoiesis:This term refers to the maintenance of continuation ofan established lactation. For example, secretion ofgrowth hormone and prolactin are believed to beessential for maintaining lactation in most species, sothese hormones would be classified as galactopoietichormones.
Gamma‐aminobutryic acid (GABA):A neurotransmitter of the central nervous system whoseeffects are generally inhibitory.
Gamma motor neurons:Regulates the gain of the stretch reflex by adjusting thelevel of tension in the intrafusal muscle fibers of themuscle spindle. This mechanism sets the baseline levelof activity in α motor neurons and helps to regulatemuscle length and tone.
Ganglia:A tissue mass that contains the dendrites and cell bodies(or “somata”) of nerve cells—in most cases, onesbelonging to the peripheral nervous system. Within thecentral nervous system such a mass is often called anucleus. An interconnected group of ganglia is called aplexus.
Ganglion cell:



A type of neuron located in the retina of the eye thatreceives visual information from photoreceptors viavarious intermediate cells such as bipolar cells,amacrine cells, and horizontal cells.
Gap junction:A gap between adjacent cell membranes containing veryfine, latticelike connections that allows physiologiccomponents to pass directly from cell to cell; also calleda nexus.
Gastric glands:The tubular glands of the stomach whose cells produceacid, enzymes, intrinsic factor, and hormones.
Gastric inhibitory peptide (GIP):A duodenal hormone released when the arriving chymecontains large quantities of carbohydrates; triggers thesecretion of insulin and a slowdown in gastric activity.
Gastric pits:Small pit in the mucous membrane of the stomach at thebottom of which are the mouths of the gastric glandsthat secrete mucus, hydrochloric acid, intrinsic factor,pepsinogen, and hormones.
Gastrin:A hormone produced by enteroendocrine cells of thestomach, after exposure to mechanical stimuli orstimulation of the vagus nerve and of the duodenum,after exposure to chyme that contains undigestedproteins.
Gastroileal reflex:Peristaltic movements that shift materials from theileum to the colon; triggered by the arrival of food in thestomach.
Gastrointestinal tract:Also referred to as the GI tract, the alimentary canal,(nourishment canal) or the gut, it is the system of



organs within multicellular animals. It takes in food,digests it to extract energy and nutrients, and expels theremaining waste.
Generator potential:A small depolarization produced by neurotransmitterbinding or activation of a sensory receptor in thenervous system.
Genomics:Evaluation and study of the totality an organism’s set ofDNA molecules to include structure, organization, andinteractions with other biologically important molecules.
Germ layers:The ectoderm, mesoderm, and endoderm, which are theearliest recognizable tissues in the developing embryo.
Gestation:The act or faculty of tasting.
Gingivae:The gums.
Gizzard:An adapted stomach that is found in birds, earthworms,and other animals. It has a thick, muscular wall,enabling powerful grinding action.
Gland of the third eyelid:A gland also known as a nictitating membrane, whichcan move across the eyeball to give the sensitive eyestructures additional protection in particularcircumstances.
Glaucoma:A group of diseases of the optic nerve involving loss ofretinal ganglion cells in a characteristic pattern of opticneuropathy.
Glenoid cavity:



The hollow in the head of the scapula into which thehead of the humerus sits to make the shoulder joint; alsocalled the glenoid fossa.
Globus pallidus:The inner and lighter gray portion of the lentiformnucleus of the brain; also called the pallidum.
Glottis:The passageway from the pharynx to the larynx.
Glucose:A six‐carbon (hexose) sugar that is fundamental to themetabolism of cells. It is stored as a polymer in animalcells as glycogen.
Glucuronic acid:A carboxylic acid that has the structure of a glucosemolecule that has had its sixth carbon atom (of six total)oxidized. Its formula is C6H10O7.
Glutamate:A salt of glutamic acid.
Glycerol:A simple three‐carbon polyalcohol that is often derivedfrom the catabolism of glucose. Among other functions,it serves as a precursor in the formation of mono‐, di‐, ortriglycerides.
Glycine:A nonessential amino acid derived from the alkalinehydrolysis of gelatin and used as a nutrient and dietarysupplement; also used in biochemical research and inthe treatment of certain myopathies.
Glycogen:A storage form of glucose; a polysaccharide composed ofrepeating glucose units. Granules of glycogen are foundin liver and muscle cells.
Glycolytic:



The metabolic breakdown of glucose and other sugarsthat releases energy in the form of ATP.
Glycoprotein:A protein that has one or more covalently linkedoligosaccharide chains. These proteins are common asintegral proteins of the outer surface of the plasmamembrane of cells.
Goblet cell:A goblet‐shaped, mucus‐producing, unicellular gland incertain epithelia of the digestive and respiratory tracts.
Golgi or Golgi apparatus:The cellular organelle linked with packaging andprocessing (phosphorylation, glycosylation, etc.) ofproteins destined to be secreted from the cell. Stacks ofGolgi membranes and associated secretory vesicles areabundant in the apical cytoplasm of fully differentiatedsecretory epithelial cells, for example, mammary,pancreatic, etc.
Golgi tendon receptors:Proprioceptors located in tendons, close to the point ofskeletal muscle insertion; important to smooth onset andtermination of muscle contraction.
Golgi type I neurons:A nerve cell having a long axon that leaves the graymatter of the central nervous system, of which it forms apart.
Golgi type II neurons:A nerve cell having a short axon that ramifies in the graymatter of the central nervous system.
Gonadotropin‐releasing hormone (GnRH):A decapeptide hormone produced by hypothalamicneurons. Release into the portal blood supplying theanterior pituitary causes secretion of gonatotropins



(follicle‐stimulating hormone, FSH, and luteinizinghormone, LH).
Granulocytes:White blood cells containing granules that are visiblewith a light microscope; includes eosinophils, basophils,and neutrophils; also called granular leukocytes.
Gray matter:Brownish‐gray nerve tissue, especially of the brain andspinal cord, composed of nerve cell bodies and theirdendrites and some supportive tissue; also called graysubstance or substantia grisea.
Gray ramus:A bundle of postganglionic sympathetic nerve fibers thatare distributed to effectors in the body wall, skin, andlimbs by way of a spinal nerve.
Greater curvature:The larger, longer outside dimension of the stomach.
Greater omentum:A large fold of the dorsal mesentery of the stomach;hangs anterior to the intestines.
Growth factors:Small peptides that act by an autocrine, a paracrine, ora classic endocrine loop to stimulate or inhibit growthand development of tissues or cells.
GTP (guanosine triphosphate):A critical nucleoside involved in reactions for synthesisof RNA, protein synthesis, and cell signaling.
Gyri:Any of the prominent, rounded, elevated convolutions onthe surfaces of the cerebral hemispheres (singular =gyrus).
H zone:



Area in the center of the A band in which there are noactin myofilaments; contains only myosin.
Habenula:A circumscriptive cell mass embedded in the posteriorend of the medullary stria of the thalamus, from which itreceives most of its afferent fibers; also called thehabena, pedunculus of pineal body (or gland).
Hard palate:The bony roof of the oral cavity, formed by the maxillaryand palatine bones.
Haustra:Saclike pouches along the length of the large intestinethat result from tension in the tenia coli.
Haversian system:A central canal and the concentric osseous lamellaeencircling it, occurring in compact bone.
Hearing:The sense by which sound is perceived.
Heat shock proteins:Also called stress‐response proteins, these are producedby cells in response to elevated temperatures or otherstressors and are believed to help the cell survive.
Helicotrema:The part of the cochlear labyrinth where the scalatympani and the scala vestibuli meet. It is also known asthe cochlear apex.
Hematocrit:The percentage of the volume of whole bloodcontributed by cells; also called the volume of packedred cells (VPRC) or packed cell volume (PCV).
Hematoma:A tumor or swelling filled with blood.
Hematopoiesis:



Blood cell formation; also called hemopoiesis.
Hematopoietic stem cells:Undifferentiated cells, usually located in the bonemarrow, that are capable of dividing and producingdaughter cells, which become various blood systemcomponents.
Hemopoiesis:Blood cell formation and differentiation.
Henry’s Law:Named for the English chemist William Henry. Theconcentration of a gas dissolved in a liquid is equal tothe partial pressure of the gas over the liquid multipliedby the solubility coefficient of the gas.
Hepatic artery:An artery that distributes blood to the liver, pancreas,and gallbladder, as well as to the stomach and duodenalportion of the small intestine.
Hepatic growth factor (HGF):A heparin‐binding protein that has also been referred toas hematopoietin or scatter factor. It has proliferationand differentiation effects on multiple cell types,including liver, muscle, and mammary cells.
Hepatic portal vein:The vessel that carries blood between the intestinalcapillaries and the sinusoids of the liver.
Hepatocyte:A liver cell.
Hepatoduodenal ligament:The portion of the lesser omentum extending betweenthe liver and duodenum.
Hepatopancreatic ampulla:Commonly called the Ampulla of Vater, it is formed bythe union of the pancreatic duct and the bile duct.



Hepatopancreatic sphincter:Controls secretions from the liver, pancreas, andgallbladder into the duodenum of the small intestine. Itis a sphincter muscle located at the surface of theduodenum.
Heterotopic:Ectopic, positioned outside the normal location.
Hiatal hernia:The protrusion (or hernia) of the upper part of thestomach into the thorax through a tear or weakness inthe diaphragm.
Hilum/hilus:A localized region where blood vessels, lymphaticvessels, nerves, and/or other anatomical structures areattached to an organ.
Hippocampus:The complex, internally convoluted structure that formsthe medial margin of the cortical mantle of the cerebralhemisphere, borders the choroid fissure of the lateralventricle, is composed of two gyri with their whitematter, and forms part of the limbic system.
Histamine:The chemical released by stimulated mast cells orbasophils to initiate or enhance an inflammatoryresponse.
Histology:The study of tissues.
Histones:A group of proteins, high in arginine and lysine, that areclosely associated with DNA in the chromosomes.
Holocrine glands:Glands that contain secretory cells that accumulate theirproducts; then the cells are sloughed and disrupted to



create the secretion from the glands—for example, thecrop sac glands of some birds.
Homeorrhresis:This indicates a state of adjusted or altered physiologyto support a particular activity or function (e.g.,lactation or reproduction).
Homeostasis:The maintenance of a relatively constant internalenvironment.
Horizontal cells:The laterally interconnecting neurons in the outerplexiform layer of the retina. There are three basic types—HI, HII, and HIII—and all three are multipolar cells.
Hyaline cartilage:Semitransparent opalescent cartilage that forms most ofthe fetal skeleton and that consists of cells thatsynthesize a surrounding matrix of hyaluronic acid,collagen, and protein; in the adult, it is found in thetrachea, larynx, and joint surfaces.
Hyaline cartilage rings:C‐shaped bands of cartilage that provide the rigidstructure apparent in the trachea.
Hyaloid canal:A branch of the ophthalmic artery, which is itself abranch of the carotid artery. It is contained within theoptic stalk of the eye and extends through the vitreoushumor to the lens.
Hydrocephalus:A usually congenital condition in which an abnormalaccumulation of fluid in the cerebral ventricles causesenlargement of the skull and compression of the brain,destroying much of the neural tissue.
Hydrochloric acid (HCl):



The aqueous (water‐based) solution of hydrogenchloride (HCl) gas. It is a strong acid, the majorcomponent of gastric acid, and of wide industrial use.
Hydrophilic:Refers to molecules that readily associate or dissolve inwater—for example, ethanol.
Hydrophobic:Refers to molecules that do not readily dissolve in water—for example, oil and water.
Hyperalgesia:An extreme sensitivity to pain, which in one form iscaused by damage to nociceptors in the body’s softtissues.
Hypercapnia:High plasma carbon dioxide concentrations, commonlyas a result of hypoventilation or inadequate tissueperfusion.
Hyperopia:Also known as hypermetropia or colloquially asfarsightedness or longsightedness, it is a defect of visioncaused by an imperfection in the eye (often when theeyeball is too short or when the lens cannot becomeround enough), causing inability to focus on nearobjects, and in extreme cases causing a sufferer to beunable to focus on objects at any distance.
Hyperpolarization:An increase in membrane potential from restingpotential; potential becomes even more negative than atresting potential.
Hypertonia:Extreme tension of the muscles or arteries.
Hypertonic:



Refers to any fluid with a high enough concentration ofsolutes to cause water to move out of the cell (cellshrinkage) because of osmosis.
Hypocapnia:A low plasma PCO2 concentration commonly as a resultof hyperventilation.
Hypothalamo‐hypophyseal portal system:A unique circulatory arrangement that allows smallquantities of hypothalamic releasing hormones to flowdirectly down the pituitary stalk to the anterior pituitarywithout being diluted in the general circulation, thusmaking these hormones much more potent.
Hypotonic:Refers to any fluid with a low enough concentration ofsolutes to cause water to move into the cell (cellswelling and possible rupture) because of osmosis.
Hypovolemic shock:The most common form of shock; results from extremeblood loss.
I band:A pale band of actin on each side of the Z line of astriated muscle fiber.
Ileocecal valve:A fold of mucous membrane that guards the connectionbetween the ileum and the cecum.
Ileum:The distal 2.5 m of the small intestine.
Immunity:Resistance to injuries and diseases caused by foreigncompounds, toxins, or pathogens.
Incisive:Having the power to cut.
Incisors:



The first kind of tooth in heterodont mammals.
Incomplete break:The break goes only partway through the bone. Anincomplete fracture is also known as a greenstickfracture.
Incomplete tetanus:Myograph recording, or situation in which individualmuscle twitches are apparent.
Incus:The anvil‐shaped small bone or ossicle in the middle ear.It connects the malleus to the stapes. The incus existsonly in mammals, and is derived from a reptilian upperjawbone, the quadrate bone.
Inferior colliculus:The structure in the brain that lies caudal to itscounterpart, the superior colliculus, above the trochlearnerve and at the base of the projection of the medialgeniculate nucleus (MGN) and the lateral geniculatenucleus (LGN).
Inferior oblique muscle:A thin, narrow muscle, placed near the anterior marginof the floor of the orbit.
Inferior rectus muscles:A muscle in the orbit that depresses, adducts, androtates the eye laterally.
Inferior sagittal sinus:An unpaired dural sinus in the lower margin of the falxcerebri.
Inferior vena cava:The vein that carries blood from the parts of the bodyinferior to the heart to the right atrium.
Inflammasome:



Complexes of proteins derived from the innate immunesystem, which activate caspase‐1 resulting in cell deathby a pathway distinct from apoptosis.
Infraspinous fossa:The hollow on the dorsal aspect of the scapula inferior tothe spine, giving attachment chiefly to the infraspinatusmuscle.
Infundibulum:The funnel‐shaped, unpaired prominence of the base ofthe hypothalamus behind the optic chiasm, continuousbelow the stalk of the pituitary gland. The funnellikeopening of the oviduct is also called the infundibulum.
Ingestion:The introduction of materials into the digestive tract byway of the mouth.
Inhibin:A hormone, produced by Sertoli cells in the male andgranulosa cells in the female, that acts to inhibitsecretion of FSH.
Inhibitory postsynaptic potential (IPSP):Hyperpolarization in the postsynaptic membrane thatcauses the membrane potential to move away from thethreshold.
Innate reflexes:An automatic, instinctive, unlearned reaction to astimulus.
Inner ear:Structure comprising both the organ of hearing (thecochlea) and the labyrinth or vestibular apparatus,which is the organ of balance located in the inner earconsisting of three semicircular canals and the vestibule.
Inner hair cells:



Bulbous cells that are medially placed in one row in theorgan of Corti. In contrast to the outer hair cells, theinner hair cells are fewer in number, have fewer sensoryhairs, and are less differentiated.
Inner synaptic layers:Where inner nuclear layer cells contact ganglion cells.
Insertion:The point or mode of attachment of a skeletal muscle tothe bone or other body part that it moves.
Inspiratory areas:Nuclei located in the respiratory center of the brainstem that are involved in control of inspiration.
Inspiratory reserve volume:The maximum amount of air that can be drawn into thelungs over and above the normal tidal volume.
Insula:An oval region of the cerebral cortex, lateral to thelentiform nucleus, and buried in the fissure of Sylvius.
Insulin:The protein hormone produced by the β cells of theendocrine pancreas (Islets of Langerhans). When bloodglucose is elevated it is secreted, which (in normalcircumstances) stimulates the uptake of glucose tomaintain normal blood glucose concentration.
Insulin receptor substrate (IRS):These proteins are intracellular mediators of IGF‐I andinsulin action. Binding insulin or IGF‐I to their cellsurface receptors causes autophosphorylation or thereceptor and creation of docking sites for IRS familymembers. When IRS docks, this allows furtherinteractions, a cascade of other signaling molecules,including the p85 substrate of PI3K.
Insulin‐like growth factor I (IGF‐I):



A small growth factor (∼7.4 kD) that appears incirculation largely in response to growth hormonestimulation of the liver. However, it is also locallyproduced in the stromal tissue of a number of organs. Itis a potent stimulator of cell proliferation and is involvedin prevention of apoptosis.
Insulin‐like growth factor binding proteins (IGFBPs):These proteins comprise a family of at least six well‐characterized members and several relatives that canbind IGF‐I. They are believed to modulate the biologicaleffectiveness of IGF‐I. IGFBP‐2, 3, and 4 are evident inserum, but IGFBPs are also produced within varioustissues.
Integration:The process by which the nervous system processes andinterprets sensory input and makes decisions aboutwhat should be done at each moment.
Integrins:Family of transmembrane proteins that are important inadhesion of cells to the extracellular matrix and in cellsignaling.
Interatrial septum:Wall between the atria of the heart.
Intercalated discs:Regions where adjacent cardiocytes interlock and wheregap junctions permit electrical coupling between thecells.
Interleukins:Group of growth factor‐like proteins produced primarilyby immune tissues that regulate growth and activationof various immune cells.
Intermediate mass:A type of mesoderm that is located between the paraxialmesoderm and the lateral plate.



Internal capsule:A layer of white matter separating the caudate nucleusand thalamus from the lentiform nucleus and serving asthe major route by which the cerebral cortex isconnected with the brain stem and the spinal cord.
Internal nares:The entrance from the nasal cavity to the nasopharynx.
Internal respiration:The diffusion of gases between interstitial fluid andcytoplasm.
Internasal suture:The line of union between the two nasal bones.
Interneurons:Association neurons; central nervous system neuronsthat are between sensory and motor neurons.
Interoceptors:A specialized sensory nerve receptor that receives andresponds to stimuli originating from within the body.
Interphase:The usually prolonged period of a cell cycle between theend of one mitosis and the next; this includes G1, S, andG2 phases.
Interstitial growth:A form of cartilage growth through the growth, mitosis,and secretion of chondrocytes in the matrix.
Interventricular foramen of Monroe:Channels that connect the paired lateral ventricles withthe third ventricle at the midline of the brain. Aschannels, they allow cerebrospinal fluid (CSF) producedin the lateral ventricles to reach the third ventricle andthen the rest of the brain’s ventricular system.
Interventricular septum:The wall between the ventricles of the heart.



Intervertebral foramen:Any of the openings into the vertebral canal bounded bythe pedicles of adjacent vertebrae above and below, thevertebral bodies in front, and the articular processesbehind.
Intestinal glands or crypts of Lieberkühn:Glands found in the epithelial lining of the smallintestine. Named for the 18th‐century German anatomistJohann Nathanael Lieberkühn, the crypts secretevarious enzymes, including sucrase and maltase.
Intestinal villi:Multicellular projections from the wall of the smallintestine that protrude into the lumen of the intestine.They are covered with absorptive epithelial cells.
Intrafusal muscle fibers:Muscle fibers that comprise the muscle spindle. Theyare fibers walled off from the rest of the muscle by acollagen sheath. This sheath has a spindle or fusiform.Although the intrafusal fibers are wrapped with sensorreceptors, their counterparts, extrafusal muscle fibers,are responsible for the power‐generating component ofmuscle and are innervated by motor neurons.
Intramembranous ossification:The formation of bone within a connective tissue withoutthe prior development of a cartilaginous model.
Intraocular pressure:The fluid pressure inside the eye. It may becomeelevated due to anatomical problems, inflammation ofthe eye, genetic factors, or as a side effect frommedication.
Intrapulmonary primary bronchus:The section between the pulmonary hilus and the ostiumof the abdominal air sac.
Intrinsic factor:



A glycoprotein, secreted by the parietal cells of thestomach, that facilitates the intestinal absorption ofvitamin B12.
Intrinsic muscles:Muscles located within the structure being moved.
Intron:The noncoding segments of DNA that are transcribed inthe production of mRNA but then excised by RNA‐splicing enzymes before the mature mRNA exits thenucleus for protein synthesis.
Inversion:A chromosomal defect in which a segment of thechromosome breaks off and reattaches in the reversedirection.
Involuntary striated muscle:Also called cardiac muscle.
Ionotropic receptors:A group of intrinsic transmembrane ion channels thatare opened in response to binding of a chemicalmessenger, as opposed to voltage‐gated ion channels orstretch‐activated ion channels.
IP3 :Inositol trisphosphate, a small molecule produced by thebreakdown of the inositol phospholipid PIP2 followingstimulation by hormone binding. IP3 acts as a secondmessenger by releasing Ca++ from storage in RER.
Iris:The most visible part of the eye of vertebrates.
Irregular bones:Any of a group of bones having peculiar or complexforms, such as the vertebrae.
Isometric:



Of or involving muscular contraction against resistancein which the length of the muscle remains the same.
Isotonic:Of or involving muscular contraction in which themuscle remains under relatively constant tension whileits length changes.
Isotropic:Identical in all directions; invariant with respect todirection.
Isovolumetric contraction phase:The period of cardiac contraction before the pressureinside the heart chamber is sufficiently elevated to openthe heart valves and induce blood flow.
Janus protein tyrosine kinases (JAKS):Cellular kinases that become activated when certaincytokine family members (e.g., prolactin and growthhormone) bind to their surface receptors on target cells.They are involved in signal transduction.
Jejunum:The middle part of the small intestine.
K‐complex:An EEG waveform that occurs during stage 2 sleep. Itconsists of a brief high‐voltage peak, usually greaterthan 100 μV, and lasts for longer than 0.5 second. K‐complexes occur randomly throughout stage 2 sleep, butmay also occur in response to auditory stimuli.
Kinocilium:A special structure connected to the hair cells of theinner ear’s cochlea of amphibia.
Kupffer cells:Stellate reticular cells of the liver; phagocytic cells ofthe liver sinusoids.
Labyrinth:



A system of fluid passages in the inner ear.
Lacrimal canals:The small channels in each eyelid that commence atminute orifices, puncta lacrimalia, on the summits of thepapillæ lacrimales, seen on the margins of the lids at thelateral extremity of the lacus lacrimalis.
Lacrimal glands:Paired glands, one for each eye, that secrete lacrimalfluid. Each gland is about the size of an almond (2 cm)and sits alongside the eyeball within the orbit, nestled inthe lacrimal fossa of the frontal bone.
Lacrimal sac:The upper dilated end of the nasolacrimal duct, lodgedin a deep groove formed by the lacrimal bone andfrontal process of the maxilla.
α‐Lactalbumin:A specific milk protein synthesized and secreted by thealveolar epithelial cells. The protein is also part of thelactose synthetase enzyme. It appears in the wheyfraction of milk.
Lactase:A member of the β‐galactosidase family of enzymes, it isinvolved in the hydrolysis of the disaccharide lactoseinto constituent galactose and glucose monomers.
Lacteal:A terminal lymphatic vessel within an intestinal villus.
Lactogenesis:The onset of lactation that occurs near the time ofparturition. It occurs in two phases, with limitedstructural and functional differentiation of the mammaryalveolar cells after lobulo‐alveolar development duringgestation, followed by dramatic differentiation andcopious milk secretion within hours or days ofparturition. Hormones (e.g., prolactin or



glucocorticoids) that promote this process are calledlactogenic hormones.
Lacuna:A small pit or cavity.
Lamina propria:The reticular tissue that underlies a mucous epitheliumand forms part of a mucous membrane.
Laryngopharynx:The division of the pharynx that is inferior to theepiglottis and superior to the esophagus.
Lateral geniculate:The part of the brain that is the primary processor ofvisual information, received from the retina, in thecentral nervous system.
Lateral rectus muscle:A muscle in the orbit. It is one of six extraocular musclesthat control the movements of the eye and the onlymuscle innervated by the abducens nerve, cranial nerveVI.
Lateral sulcus (lateral fissure, Sylvian fissure):The deepest and most prominent of the cortical fissuresof the brain, extending between frontal and temporallobes and then back and slightly upward over the lateralaspect of the cerebral hemisphere.
Leak channels:Resting channels that allow ions to cross the membranedown their electrochemical gradient, whether or not thecell is depolarized.
Left colic flexure:A bend in the colon, known as the “splenic flexure,” thatis near the spleen.
Lens fiber:Epithelial cell that makes up the lens of the eye.



Lentiform nucleus:The large, cone‐shaped mass of gray matter that formsthe central core of the cerebral hemisphere, whoseconvex base is formed by the putamen and whose apicalpart consists of the globus pallidus; also called thelenticular nucleus.
Lesser curvature:The inside curve of the stomach, found opposite thegreater curve located on the outer edge.
Lesser omentum:A small pocket in the mesentery that connects the lessercurvature of the stomach to the liver.
Leukocyte:A white blood cell.
Leukopoiesis (or leucopoiesis):The production of white blood cells.
Leydig cells:Cells in the interstitial tissue of the testis that secretetestosterone.
Ligamentum arteriosum:The fibrous strand in adults that is the remnant of theductus arteriosus of the fetal stage.
Ligand:Any molecule that binds to a specific site on a protein;term often used in reference to hormones or growthfactors binding to their receptors.
Ligand‐gated ion channel:Also referred to as LGICs, or ionotropic receptors, agroup of intrinsic transmembrane ion channels that areopened in response to binding of a chemical messenger,as opposed to voltage‐gated ion channels or stretch‐activated ion channels.
Light adaptation:



Ability of the eye to adjust to various levels of darknessand light.
Linear fracture:A fracture that runs parallel to the long axis of a bone;also called a fissured fracture.
Lingual frenulum:An epithelial fold that attaches the inferior surface of thetongue to the floor of the mouth.
Lobar arteries:Arteries that pass between lobes of the kidney.
Lobar (secondary) bronchi:Branch from a primary bronchus that conducts air toeach lobe of the lungs. There are two branches in theleft lung and three branches from the primary bronchusin the right lung.
Lobulo‐alveolar:A developmental term that indicates a structuralgrouping of several alveoli, their terminal ducts andrelated common ducts, and surrounding supportingconnective tissue.
Long bone:One of the elongated bones of the extremities, consistingof a tubular shaft, which is composed of compact bonesurrounding a central marrow‐filled cavity and twoexpanded portions that usually serve as articulationpoints.
Longitudinal pillars:Supporting layers in the rumen. They provide somecompartmentalization as well as mixing.
Long‐term potentiation:The long‐lasting enhancement in efficacy of the synapsebetween two neurons.
Lower respiratory system:



A system composed of the larynx, trachea, and lungs.
Lung compliance:A static measure of lung and chest recoil, expressed as achange in lung volume per unit change in airwaypressure, for example, L/cm H2O.
Luteal phase:The phase of the estrus cycle characterized by majorproduction of progesterone and the presence of afunctional corpus luteum.
Luteinization:The process by which granulosal and thecal cells aretransformed into luteal cells following ovulation.
Luteinizing hormone (LH):A hormone produced in the anterior pituitary gland. Itcauses ovulation and development of the CL in femalesand stimulates Leydig cells to secrete testosterone inmales.
Lymphocyte:A cell of the lymphatic system that participates in theimmune response.
Lysosome:A membrane‐bound organelle that contains hydrolyticenzymes. These organelles are activated to destroydamaged cells (apoptotic actions) and are important inthe action of neutrophils.
M‐line:A fine dark band in the center of the H band in themyofibrils of striated muscle fibers; also called the Mband.
M phase:Period of the cell cycle during which the nucleus andcytoplasm of the cell divide.
Macrophage:



A protective cell type common in connective tissue,lymphatic tissue, and certain body organs thatphagocytizes tissue cells, bacteria, and other foreigndebris. It is important as an antigen presenter to T cellsand B cells in the immune response.
Macula lutea:An oval yellow spot near the center of the retina. It has adiameter of about 1.5 mm and is often histologicallydefined as having two or more layers of ganglion cells.
Magnocellular:Cells in the brain concerned primarily with visualperception. In particular, these cells are responsible forresolving motion and coarse outlines.
Malleus:A hammer‐shaped small bone or ossicle of the middleear that connects with the incus and is attached to theinner surface of the eardrum.
Maltase:An enzyme produced by the cells lining the smallintestine to break down disaccharides.
Mammillary bodies:A pair of small, round bodies, resembling two breasts,located in the brain and forming part of the limbicsystem. They are located at the ends of the anteriorarches of the fornix.
Mammogenic:Substances that stimulate mammary growth anddevelopment. For example, the ovarian hormoneestrogen is a classic example of a mammogenichormone.
Manubrium:The upper segment of the sternum with which theclavicle and the first two pairs of ribs articulate.



Margination:The arrangement of neutrophils along an endothelial cellborder prior to diapedesis into a tissue area.
Mass peristalsis:A powerful peristaltic contraction that moves fecalmaterials along the colon and into the rectum.
Maxillary:Of or relating to a jaw or jawbone, especially the upperone.
Maxillary sinus:One of the paranasal sinuses. It is an air‐filled chamberlined by a respiratory epithelium that is located in amaxillary bone and opens into the nasal cavity.
Mean arterial pressure (MAP):The average pressure responsible for driving bloodforward through the arteries into the tissues throughoutthe cardiac cycle; it equals cardiac output times totalperipheral resistance.
Meatus:An opening or entrance into a passageway.
Mechanical nociceptors:Receptors that respond to excess pressure ormechanical deformation.
Mechanoreceptors:A specialized sensory end organ that responds tomechanical stimuli such as tension or pressure.
Medial forebrain bundle:A fiber system running longitudinally through the lateralzone of the hypothalamus, connecting it with themidbrain tegmentum and various components of thelimbic system.
Medial geniculate:



A nucleus of the thalamus that acts as a relay forauditory information. It receives its input from theinferior colliculus and sends information out to theauditory cortex.
Medial rectus muscle:A muscle in the orbit. As with most of the muscles of theorbit, it is innervated by the inferior division of theoculomotor nerve (cranial nerve III).
Median:Of, relating to, or situated in or near the plane thatdivides a bilaterally symmetrical animal into right andleft halves; mesial.
Mediastinum:The central tissue mass that divides the thoracic cavityinto two pleural cavities; it includes the aorta and othergreat vessels, the esophagus, trachea, thymus,pericardial cavity, and heart, and a host of nerves, smallvessels, and lymphatic vessels. In males, the area ofconnective tissue attaching a testis to the epididymis,proximal portion of ductus deferens, and associatedvessels.
Medullary cavity:The space within a bone that contains the marrow.
Medullary rhythmicity area:The center in the medulla oblongata that sets thebackground pace of respiration; it includes inspiratoryand expiratory centers.
Meibomian glands:A special kind of sebaceous glands at the rim of theeyelids, responsible for the supply of sebum, an oilysubstance that prevents evaporation of the eye’s tearfilm; also called the tarsal glands.
Meissner’s corpuscles:



A type of mechanoreceptor and, more specifically, atactile corpuscle (corpusculum tactus). They aredistributed throughout the skin, but concentrated inareas especially sensitive to light touch, such as thefingertips, palms, soles, lips, tongue, face, nipples, andthe external skin of the male and female genitals. Theyare primarily located just beneath the epidermis withinthe dermal papillae.
Meissner’s plexus (submucosa):A sensory network formed by nerve branches that haveperforated circular muscular fibers of the smallintestine. This plexus lies in the submucosa of theintestine. It also contains ganglia from which nervefibers pass to the muscularis mucosae and to themucous membrane.
Melatonin:A hormone derived from serotonin and produced by thepineal gland that stimulates color change in theepidermis of amphibians and reptiles and that isbelieved to influence estrus in mammals.
Membranous labyrinth:A system of fluid passages in the inner ear, comprisingthe vestibular system and the auditory system, whichprovides the sense of balance.
Meningeal layers:The layers of protective tissue surrounding the centralnervous system.
Meninges:A membrane, especially one of the three membranesenclosing the brain and spinal cord.
Merkel’s discs:Mechanoreceptors found in the skin and mucosa ofvertebrates that provide touch information to the brain.



Each ending consists of a Merkel cell in close appositionwith an enlarged nerve terminal.
Mesaticephalic:The ratio of the maximum width of the head to itsmaximum length, multiplied by 100.
Mesencephalon:The portion of the vertebrate brain that develops fromthe middle section of the embryonic brain; also calledthe midbrain.
Mesenchyme:Refers to the tissue or cells derived from the embryonicmesoderm. In developing glands—mammary, forexample—the stromal tissue that surrounds thedeveloping epithelial ducts contains precursor cellscapable of being induced to differentiate into one ofseveral different stromal tissue cell types (i.e.,endothelial, fibroblast, adipocyte).
Mesentery:A double layer of serous membrane that supports andstabilizes the position of an organ in the abdominopelviccavity and provides a route for the associated bloodvessels, nerves, and lymphatic vessels.
Mesothelium:A simple squamous epithelium that lines one of thedivisions of the ventral body cavity.
Metabolomics:The simultaneous study of all the small metabolitesgenerated by a cell, tissue, or organism at a moment intime.
Metabotropic receptors:Receptors indirectly linked with ion channels on theplasma membrane of the cell through signaltransduction mechanisms.



Metaphysis:The zone of growth between the epiphysis and diaphysisduring development of a bone.
Metarteriole:A vessel that connects an arteriole to a venule and thatprovides blood to a capillary plexus.
Metestrus:A stage of the estrous cycle between ovulation andformation of the corpus luteum.
MicroRNA:These are small (typically 21–23 nucleotides),ubiquitous, single‐stranded noncoding RNA molecules,which add a complex layer of control (silencing oractivating) transcription and translation of messengerRNA. Also referred to as miRNA, these molecules arefound in virtually all plants and animals.
Microtubules:Hollow tubes composed of tubulin, measuringapproximately 25 nm in diameter and usually severalmicrometers long. They help provide support to thecytoplasm of the cell and are a component of certain cellorganelles, such as centrioles, spindle fibers, cilia, andflagella.
Middle ear:The portion of the ear internal to the eardrum andexternal to the oval window of the cochlea. The middleear contains three ossicles, which amplify vibration ofthe eardrum into pressure waves in the fluid in the innerear.
Midsagittal plane:A plane passing through the midline of the body thatdivides it into left and right halves.
Minor duodenal papilla:



Site of the opening of the accessory pancreatic duct intothe duodenum.
Mitogen‐activated protein kinase (MAPK):A protein kinase that performs an essential step inrelaying signals for the plasma membrane to the cellnucleus. It is activated by a variety of proliferation ordifferentiation signals from outside target cells.
Mitral valve:

See bicuspid valve.
Mixed nerve:A nerve that contains both sensory and motor fibers.
Modiolus:The central bony pillar of the cochlea, but also themuscle of facial expression found near the risorusmuscle, between the lateral edge of the orbicularis oris,and the insertion of the zygomatic major muscle.
Molars:The rearmost and most complicated kind of tooth inmost mammals. In many mammals they grind food,hence the name, which means “millstone.”
Monoamine oxidase (MAO):An enzyme in the cells of most tissues that catalyzes theoxidative deamination of monoamines such as serotonin.
Monocytes:Phagocytic agranulocytes (white blood cells) in thecirculating blood.
Monoglyceride:A lipid molecule consisting of a single fatty acid boundto a molecule of glycerol.
Monosaccharide:A simple sugar with the general formula (CH2O)x, where

x = 3 to 7; examples are glucose and ribose.
Monosynaptic reflex:



A reflex that provides automatic regulation of skeletalmuscle length.
Monotocous:Animals that typically give birth to single offspring.
Morula:A stage of early embryonic development while the egg isstill within the confines of the zona pellucida. It ischaracterized by the appearance of blastomeres frominitial cleavage divisions.
Motor areas:The cortical area that influences motor movements.
Motor end plate:The flattened end of a motor neuron that transmitsneural impulses to a muscle.
Motor nerve:A nerve that passes toward or to muscles or glands.
Motor neurons:Neurons that innervate skeletal, smooth, or cardiacmuscle fibers.
Motor unit:A single somatic motor neuron and the group of musclefibers innervated by it.
mRNA:Messenger ribonucleic acid (mRNA) specifies the aminoacid sequence of a protein. In eukaryotes, it is derivedfrom a larger precursor immature mRNA produced byRNA polymerase in the cell nucleus from acomplementary strand of DNA. Processing of thisimmature RNA stand to remove sections correspondingwith the noncoding introns yields the mRNA used forprotein synthesis.
Mucosa:



A mucous membrane; the epithelium plus the laminapropria.
Mucosa‐associated lymphatic system (MALT):The extensive collection of lymphoid tissues linked withthe digestive system.
Multiparous:A term indicating an animal that has had more than onepregnancy and birth.
Multipennate:A muscle whose internal fibers are organized aroundseveral tendons.
Multiple motor unit summation:Increased force of contraction of a muscle due torecruitment of motor units.
Multipolar neuron:One of three categories of neurons consisting of aneuron cell body, an axon, and two or more dendrites.
Multiunit smooth muscle:A smooth muscle mass that consists of multiple discreteunits that function independently of one another andthat must be separately stimulated by autonomic nervesto contract.
Muscarinic:A highly toxic alkaloid, C9H20NO2, related to thecholines, derived from the red form of the mushroom

Amanita muscaria and found in decaying animal tissue.
Muscle fatigue:The decline in the ability of a muscle to create force; itcan be caused by barriers or interferences at many ofthe differing stages of muscle contraction, and it isprimarily regulated by the reduction in the release ofCa2+ (calcium) ions from the sarcoplasmic reticulum,along with falling ATP levels.



Muscle fiber:A cylindrical multinucleate cell composed of myofibrilsthat contract when stimulated.
Muscle spindles:A stretch receptor in vertebrate muscle.
Muscle tone:The continuous and passive partial contraction ofmuscles. It helps maintain posture.
Muscularis externa:Concentric layers of smooth muscle responsible forperistalsis.
Muscularis mucosae:The layer of smooth muscle beneath the lamina propria;it is responsible for moving the mucosal surface.
Myelin:An insulating sheath around an axon; it consists ofmultiple layers of neuroglial membrane. It significantlyincreases the impulse propagation rate along the axon.
Myelocele:Protrusion of the spinal cord in cases of spina bifida.
Myelomeningocele:Protrusion of the spinal membranes and spinal cordthrough a defect in the vertebral column; also called themeningomyelocele.
Myenteric (or Auerbach’s) plexus:Parasympathetic motor neurons and sympatheticpostganglionic fibers located between the circular andlongitudinal layers of the muscularis externa located inthe esophagus, stomach, and intestines.
Myoblasts:A primitive muscle cell having the potential to developinto a muscle fiber; also called a sarcoblast.
Myocardium:



The cardiac muscle tissue of the heart.
Myoepithelial cells:Specialized cells that form a network surrounding themammary alveoli. In response to oxytocin, these cellscontract to cause milk ejection.
Myofibrils:One of the threadlike longitudinal fibrils occurring in askeletal or cardiac muscle fiber; also called a sarcostyle.
Myofilaments:Any of the ultramicroscopic filaments, made up of actinand myosin, that are the structural units of a myofibril.
Myoglobin:An oxygen‐binding pigment that is especially common inslow skeletal muscle fibers and cardiac muscle cells.
Myogram:The tracing of muscular contractions made by amyograph.
Myomesin:A 185‐kDa protein located in the M band of striatedmuscle where it interacts with myosin and titin, possiblyconnecting thick filaments with the third filamentsystem.
Myoneural junction:The synaptic connection of the axon of a motor neuronwith a muscle fiber.
Myopia:Sometimes called short‐sightedness or nearsightedness,it is a refractive defect of the eye in which collimatedlight produces image focus in front of the retina whenaccommodation is relaxed.
Myosin:The most common protein in muscle cells, a globulinresponsible for the elastic and contractile properties of



muscle and combining with actin to form actomyosin.
Myosin light‐chain kinase (MLCK):This protein is important in the mechanism ofcontraction in smooth muscle. Once there is an influx ofcalcium into the smooth muscle, either from thesarcoplasmic reticulum or, more importantly, from theextracellular space, contraction of smooth muscle fibersmay begin. First, the calcium will bind to calmodulin.This binding will activate the MLCK, which will go on tophosphorylate the myosin light chains. This will enablethe myosin light chains to bind to the actin filament sothat contraction may start.
Myotatic reflex:Tonic contraction of the muscles in response to astretching force, due to stimulation of muscleproprioceptors; also called the stretch reflex.
Nasal bones:Two small oblong bones, varying in size and form indifferent individuals; they are placed side by side at themiddle and upper part of the face, and they form, bytheir junction, the bridge of the nose. Each has twosurfaces and four borders.
Nasal cavity:A chamber in the skull that is bounded by the internaland external nares.
Nasolacrimal duct:A duct that carries tears from the lacrimal sac into thenasal cavity.
Nasomaxillary suture:The suture uniting the nasal bone and the maxilla.
Nasopharynx:A region that is posterior to the internal nares andsuperior to the soft palate and ends at the oropharynx.



Near point of vision:Closest point from the eye at which an object can beheld without appearing blurred.
Nebulin:An actin‐binding molecule, which is localized to the Iband in skeletal muscle.
Necrosis:Death of cells or tissues through injury or disease,especially in a localized area of the body.
Negative chronotropic factors:Factors that act to slow normal heart rhythm, andtherefore heart rate.
Negative feedback:A corrective mechanism that opposes or negates avariation from normal limits.
Neostigmine:A drug that inhibits acetylcholinesterase, used in itsbromide form orally and its methylsulfate formparenterally to treat myasthenia gravis.
Nerve:Any of the cordlike bundles of nervous tissue made up ofmyelinated or unmyelinated nerve fibers and heldtogether by a connective tissue sheath through whichsensory stimuli and motor impulses pass between thebrain or other parts of the central nervous system andthe eyes, glands, muscles, and other parts of the body.
Nerve growth factor (NGF):First identified because of effects on the salivary gland,there are multiple members: NGF, neurotropin 1–6, etc.These peptides are needed for development of thesympathetic nervous system and play a role in folliculardevelopment in the ovary.
Nervous system:



Fast‐acting control system that triggers musclecontraction or gland secretion.
Net filtration pressure (NFP):The net difference in the hydrostatic and osmotic forcesacting across the glomerular membrane that favors thefiltration of protein‐free plasma into Bowman’s capsule.
Neural crest:A component of the ectoderm, this is one of severalridgelike clusters of cells found on either side of theneural tube in vertebrate embryos. It has been referredto as the fourth germ layer, due to its great importance.
Neural tube:A dorsal tubular structure in the vertebrate embryoformed by longitudinal folding of the neural plate anddifferentiating into the brain and spinal cord.
Neurocoel:The central canal and ventricles of the spinal cord andbrain; the myelencephalic cavity.
Neuroglia:Cells in the nervous system other than the neurons; itincludes astrocytes, ependymal cells, microglia,oligodendrocytes, satellite cells, and Schwann cells.
Neuromuscular junction:The junction between a nerve fiber and the muscle itsupplies.
Neurons:A cell in neural tissue that is specialized for intercellularcommunication through (1) changes in membranepotential and (2) synaptic connections.
Neurotransmitter:A chemical compound released by one neuron to affectthe transmembrane potential of another.
Neurotransmitter‐gated channels:



Cell membrane channels of neurons that are activatedby the binding of neurotransmitters.
Neurotrophic factors:Secreted by cells in a neuron’s target field, these act byprohibiting the neuron from apoptosis.
Neutrophil:A microphage that is very numerous and normally thefirst of the mobile phagocytic cells to arrive at an area ofinjury or infection.
Nicotinamide adenine dinucleotide (NAD):A molecule that serves as a coenzyme for oxidativepathways (glycolysis, Krebs cycle, electron transportchain). It serves to transfer electrons inoxidativereduction reactions and is derived from niacin.
Nicotinic:Of or relating to nicotine.
Nicotinic receptor:Ionotropic receptors that form ion channels in plasmamembranes.
Nictitating membrane:A membrane that can move across the eyeball to givethe sensitive eye structures additional protection. It isoften called a third eyelid or haw and may be referred toas the plica semilunaris.
Nitric oxide (NO):A recently identified local chemical mediator releasedfrom endothelial cells and other tissues. It exertsmultiple effects, ranging from local vasodilation toacting as a toxic agent against foreign invaders or as aneurotransmitter.
NMDA receptor:A brain receptor activated by the amino acid glutamate,which, when excessively stimulated, may cause cognitive



defects in Alzheimer’s disease; also called the N‐methyl‐D‐aspartate receptor.
Nociceptor:A sensory receptor that responds to pain.
Node of Ranvier:The area between adjacent neuroglia where the myelincovering of an axon is incomplete.
Noggin:A slang term that means “head.”
Nondisplaced fracture:A simple crack in the bone that has not caused the boneto move from its normal anatomic position; also called ahairline fracture.
Nonstriated involuntary muscle:Another name for smooth muscle.
Noradrenaline:

See norepinephrine.
Norepinephrine:A catecholamine neurotransmitter in the peripheralnervous system and central nervous system, it isreleased at most sympathetic neuromuscular andneuroglandular junctions, and a hormone secreted bythe adrenal medulla; also called noradrenaline.
Nuclear bag fibers:Fibers that lie in the center of each intrafusal musclefiber of a muscle spindle. Each has a large number ofnuclei concentrated in bags, which cause excitation ofboth the primary and secondary nerve fibers.
Nuclear chain fibers:Fibers numbering 3–9 per muscle spindle, which are halfthe size of the nuclear bag fibers. Their nuclei arealigned in a chain and they excite the secondary nerve.



Nuclear chain fibers are static; nuclear bag fibers aredynamic.
Nucleosidases:Hydrolytic enzymes that catalyze the hydrolysis of anucleotide into a nucleoside and a phosphate.
Nucleus cuneatus:A wedge‐shaped nucleus in the closed part of themedulla oblongata. It contains cells that give rise to thecuneate tubercle, visible on the posterior aspect of themedulla.
Nucleus gracilis:The medial of the three nuclei of the dorsal spinalcolumn, receiving dorsal root fibers conveying sensoryinnervation of the leg.
Nulliparous:A female that has not become pregnant.
Occipital bone:A bone at the lower and posterior part of the skull,consisting of basilar, condylar, and squamous sections.It encloses the foramen magnum.
Occipital lobe:The posterior lobe of each cerebral hemisphere, havingthe shape of a three‐sided pyramid and containing thevisual center of the brain.
Oestrous:British spelling of estrous.
Oestrus:British spelling of estrus (sexual receptivity or heat inthe female).
Omics:Reference to a series of discipline areas in biologyfocused on understanding how complete groups ofbiological molecules function. Examples include



proteomics (the totality of proteins in a cell ororganism), transcriptomics (the entirety of all the RNAmolecules in a cell or tissue), etc.
Olfaction:The sense of smell.
Olfactory:Of, relating to, or connected with the sense of smell.
Olfactory (Bowman’s) glands:Any of the tubular and often branched glands occurringbeneath the olfactory epithelium of the nose.
Olfactory bulb:A structure of the vertebrate forebrain involved inolfaction, the perception of odors.
Olfactory cortex:The sensory system used for olfaction.
Olfactory receptors:A type of G protein–coupled receptor in olfactoryreceptor neurons. In vertebrates, the olfactory receptorsare located in the olfactory epithelium.
Oligodendrocyte:Central nervous system neuroglia cell type thatmaintains cellular organization within the gray matterand provides a myelin sheath in areas of white matter.
Olivary nuclei:A smooth oval prominence of the ventrolateral surface ofthe medulla oblongata lateral to the pyramidal tract,corresponding to the olivary nucleus; also called theoliva or olive.
Omasoabomasal orifice:The opening between the omasum and abomasum of theruminant stomach compartments.
Omasum:



Also known as the “manyplies” because of itsappearance like pages of a wet book, it is the thirdcompartment of the stomach in ruminants. Though itsfunctions have not been well studied, it appears toprimarily aid in the absorption of water, magnesium,and fermentation acids.
Oncotic pressure:Pressure exerted by the vitreous humor of the eye.
Oocyte:The developing egg.
Opsin:A group of light‐sensitive 35–55 kDa mem‐brane‐boundG protein–coupled receptors found in photoreceptorcells of the retina. They are involved in vision, mediatingthe conversion of a photon of light into anelectrochemical signal, the first step in the visualtransduction cascade.
Optic chiasm:A flattened quadrangular body that is the point ofcrossing of the fibers of the optic nerves; also called theoptic decussation.
Optic chiasma:The part of the brain where the optic nerves partiallycross. Specifically, the nerves connected to the right eyethat associate the right visual field of the left eye andvice versa for the left eye.
Optic disc:The point in the eye where the optic nerve fibers leavethe retina.
Optic radiation:A collection of axons from relay neurons in the lateralgeniculate nucleus of the thalamus carrying visualinformation to the visual cortex (also called the striatecortex) along the calcarine fissure.



Optic vesicles:An evagination on either side of the embryonic forebrainfrom which the optic nerve and retina develop.
Ora serrata:The serrated junction between the retina and the ciliarybody. This junction marks the transition from the simplenonphotosensitive area of the retina to the complex,multilayered photosensitive region.
Oral:Pertaining to the mouth.
Organ physiology:The study of specific organs, for example, cardiac orovarian.
Origin:The point of attachment of a muscle that remainsrelatively fixed during contraction of the muscle.
Oropharynx:The middle portion of the pharynx, bounded superiorlyby the nasopharynx, anteriorly by the oral cavity, andinferiorly by the laryngopharynx.
Osmosis:The movement of water across a selectively permeablemembrane from one solution to another solution thatcontains a higher solute concentration.
Ossification:The formation of bone.
Ossification center:The site where bone begins to form in a specific bone orpart of bone as a result of the accumulation ofosteoblasts in the connective tissue.
Osteoblast:A cell that produces the fibers and matrix of bone.
Osteocyte:



A bone cell responsible for the maintenance andturnover of the mineral content of the surrounding bone.
Osteogenesis:Formation and development of bony tissue; also calledosteogeny.
Osteoid:The bone matrix, especially before calcification.
Osteomalacia:A disease occurring primarily in adults that results froma deficiency in vitamin D or calcium and that ischaracterized by a softening of the bones withaccompanying pain and weakness; also called adultrickets or late rickets.
Osteon:The basic histological unit of compact bone, consistingof osteocytes organized around a central canal andseparated by concentric lamellae.
Osteonal canal:Located at the center of osteons, this canal containsblood vessels, a nerve, and bone fluid.
Osteoprogenitor cells:A mesenchymal cell that differentiates into anosteoblast; also called a preosteoblast.
Otolithic membrane:A gelatinous membrane located in the vestibularapparatus of the inner ear, which plays an essential rolein the brain’s interpretation of equilibrium. Both thesaccular macula and utricular macula are covered by anotolithic membrane.
Outer ear:The external portion of the ear, which includes theeardrum.
Outer hair cells:



Acoustical preamplifiers.
Outer synaptic layers:The location within the retina where connections aremade between photoreceptors and cells of the innernuclear layer, and the nuclear layer cells contactganglion cells.
Oxidative:A reaction in which the atoms in an element loseelectrons and the valence of the element iscorrespondingly increased.
Oxidative phosphorylation:The process of ATP synthesis during which an inorganicphosphate group becomes attached to ADP. It occurs viathe electron transport chain in the mitochondria and to alesser extent as a result of substrate‐levelphosphorylation.
Oxygen debt:The amount of extra oxygen required by muscle tissue tooxidize lactic acid and replenish depleted ATP andphosphocreatine following vigorous exercise.
Oxygen‐hemoglobin dissociation curve:A graph describing the relationship between thepercentages of hemoglobin saturated with oxygen and arange of oxygen partial pressures.
Oxyhemoglobin:An oxygen‐bound form of hemoglobin.
Oxytocin:A hormone produced by neurons in the hypothalamusand released by nerve terminals in the posteriorpituitary gland. Primary systemic effects are to elicitmilk ejection and uterine contractions. However,oxytocin is also produced locally by the corpus luteum.
P wave:



A deflection of the ECG corresponding to atrialdepolarization.
Pacemaker cells:A device by which the contractions of the heart arecontrolled by electrical impulses; these impulses occurat a rate that controls the beat of the heart. The cellsthat create these rhythmical impulses are calledpacemaker cells.
Pacinian corpuscle:An encapsulated receptor found in deep layers of theskin that senses vibratory pressure and touch.
Palate:The horizontal partition separating the oral cavity fromthe nasal cavity and nasopharynx; it is divided into ananterior bony (hard) palate and a posterior fleshy (soft)palate.
Palatine bones:Pertaining to the palate.
Palatopharyngeal arches:Either of two ridges or folds of mucous membranepassing from the soft palate to the wall of the pharynxand enclosing the palatopharyngeal muscle.
Palpebral fissure:A fissure that separates the upper and lower eyelids.
Pancreatic duct:A tubular duct that carries pancreatic juice from thepancreas to the duodenum.
Pancreatic islets:Aggregations of endocrine cells embedded within theexocrine tissue of the pancreas; also called the islets ofLangerhans.
Paneth cells:



Cells that provide host defense against microbes in thesmall intestine. They are functionally similar toneutrophils. When exposed to bacteria or bacterialantigens, these cells secrete antimicrobial moleculesinto the lumen of the crypt, thereby contributing tomaintenance of the gastrointestinal barrier.
Papillae:Any of the small projections on the top of the tongue, inparticular vallate and fungiform papillae, that containtaste buds.
Papillary muscle:A nipplelike conical projection of myocardium within theventricle; the chordae tendineae are attached to theapex of the papillary muscle.
Parahippocampal gyrus:A long convolution located on the medial surface of thetemporal lobe of the brain and forming the lower part ofthe gyrus fornicatus; also called the hippocampal gyrus.
Paranasal sinuses:Bony chambers, lined by respiratory epithelium, thatopen into the nasal cavity; the frontal, ethmoidal,sphenoidal, and maxillary sinuses.
Parasympathetic divisions:One of the two divisions of the autonomic nervoussystem; also called the craniosacral division; generallyresponsible for activities that conserve energy and lowerthe metabolic rate.
Parasympathetic subdivision:One of three divisions of the autonomic nervous system.Sometimes called the “rest and digest” system, theparasympathetic system conserves energy as it slowsthe heart rate, increases intestinal and gland activity,and relaxes sphincter muscles in the gastrointestinaltract.



Parenchyma:The functional portion of a tissue or organ. For example,in the exocrine pancreas, the acini that produce andsecrete enzymes are parenchyma.
Parietal cells:Cells of the gastric gland that secrete hydrochloric acidand intrinsic factor.
Parietal lobe:The middle portion of each cerebral hemisphere,separated from the frontal lobe by the central sulcus,from the temporal lobe by the lateral sulcus, and fromthe occipital lobe only partially by the parieto‐occipitalsulcus on its medial aspect.
Parietal serosa:The part of the double‐layered membrane that lines thewalls of the ventral body cavity.
Parieto‐occipital sulcus:A deep fissure on the medial surface of the cerebralcortex marking the border between the parietal lobe andthe cuneus of the occipital lobe; also called the parieto‐occipital fissure.
Parotid salivary gland:Large salivary glands that secrete saliva that containhigh concentrations of salivary (alpha) amylase.
Partial pressure:The pressure exerted by a single component of a mixtureof gases.
Parvocellular (P cells):Slow‐conducting neurons that transmit informationabout color vision, texture, pattern, and visual acuity.The cells transmit the information to the lateralgeniculate nucleus.
Passive immunity:



Immunity that is derived from transfer rather thanactivation of an animal’s own immune system. Examplesinclude antibodies passed to the fetus in utero or acrossthe gut of the newborn via colostrum ingestion.
Pelvic cavity:The inferior subdivision of the abdominopelvic cavity, itencloses the urinary bladder, the sigmoid colon andrectum, and male or female reproductive organs.
Pelvic symphysis:The midline cartilaginous joint uniting the superior ramiof the left and right pubic bones.
Perception:Recognition and interpretation of sensory stimuli basedchiefly on memory.
Pericardial cavity:The space between the parietal pericardium and theepicardium (visceral pericardium) at the outer surface ofthe heart.
Pericarditis:An inflammation of the pericardium.
Pericardium:The fibrous sac that surrounds the heart; its inner,serous lining is continuous with the epicardium.
Perichondrium:The dense irregular fibrous membrane of connectivetissue covering the surface of cartilage except at theendings of joints.
Perikaryon:The cytoplasm that surrounds the nucleus in the cellbody of a neuron.
Perilymph:Extracellular fluid located within the cochlea (part of theear) in two of its three compartments; the scala tympani



and scala vestibuli.
Perineurium:The sheath of connective tissue enclosing a bundle ofnerve fibers.
Periosteum:The thick fibrous membrane covering the entire surfaceof a bone, except its articular cartilage, and serving asan attachment for muscles and tendons.
Peripheral nervous system:The portion of the nervous system consisting of nervesand ganglia that lie outside the brain and spinal cord.
Peristalsis:A wave of smooth muscle contractions that propelsmaterials along the axis of a tube such as the digestivetract, the ureters, or the ductus deferens.
Peritoneal cavity:

See abdominopelvic cavity.
Peritoneum:The serous membrane that lines the peritoneal cavity.
Phagocytosis:The amebalike engulfment of extracellular material byone of the immune cells, most often neutrophils ormacrophages.
Pharyngotympanic:

See auditory tube.
Pharynx:The throat; a muscular passageway shared by thedigestive and respiratory tracts.
Philtrum:The midline groove in the upper lip that runs from thetop of the lip to the nose.
Phosphatase:



An enzyme that hydrolyses phosphoric acid monoestersinto a phosphate ion and a molecule with a free hydroxylgroup.
Phosphatidyinositol‐3‐kinase (PI3K):An enzyme involved in the synthesis of thephosphoinositide family of lipid second messengers.Members of this family of intracellular signalingmolecules are thought to be critical to suppress signalsthat can cause apoptosis or programmed cell death.
Phosphodiesterease:Enzymes that split phosphodiester bonds—for example,in the conversion of cyclic AMP to AMP.
Phospholipid:A class of essential lipids needed for creation of cellularmembranes. They are usually composed of two fattyacids attached to glycerol and an additional polar group,for example, choline.
Phosphorylation:The addition of a phosphate group to a protein, mostoften by the action of an enzyme called a kinase.
Photopigments:Located in photoreceptor outer segment discmembranes, they change their conformation on theperception of photons. The conformational changeallows the photopigment to interact with transducin andto start the visual cascade.
Photoreceptor:A specialized type of neuron found in the eye’s retinathat is capable of phototransduction. More specifically,the photoreceptor sends signals to other neurons by achange in its membrane potential when it absorbsphotons.
Physiology:



The study of function, which deals with the waysorganisms perform vital activities.
Pia mater:The fine vascular membrane that closely envelops thebrain and spinal cord under the arachnoid and the duramater.
Pigmented layer:The layer of the retina that consists of a single stratumof cells. In the eyes of albinos, the cells of this layercontain no pigment.
Pineal body:A small, unpaired, flattened glandular structure lying inthe depression between the two superior colliculi of thebrain and secreting the hormone melatonin; also calledthe conarium, epiphysis, or pineal gland.
Pitch:The tone of a sound, determined by the frequency ofvibrations (i.e., whether a sound is a C or G note).
Placenta:The reproduction structure that allows metabolicexchanges between fetus and mother. It is composed ofembryonic tissue (the chorion) and maternal tissue(endometrium). The placenta also functions as anendocrine organ during gestation.
Plasmin:A proteolytic enzyme important in dissolution of bloodclots. It converts fibrin to soluble components.
Plasminogen:An inactive form of plasmin found in blood and tissuefluids.
Pleura:The serous membrane that lines the pleural cavities.
Pleural cavities:



Subdivisions of the thoracic cavity that contain thelungs.
Pleural membrane:The membrane lining the lung and the chest cavity.
Pleurisy:An inflammation of the pleura; also called pleuritis.
Plica:A permanent transverse fold in the wall of the smallintestine.
Pluripotent stem cells:Precursor cells—for example, those that reside in thebone marrow and continuously divide and differentiateto give rise to each of the types of blood cells.
Pneumotaxic area:A center in the reticular formation of the pons thatregulates the activities of the apneustic and respiratoryrhythmicity centers to adjust the pace of respiration;also called pneumotaxic center.
Pneumothorax:The introduction of air into the pleural cavity.
Polycythemia:An excessive or abnormal increase in the number oferythrocytes.
Polyestrous:Exhibiting multiple estrous cycles distributedthroughout the year, that is, no seasonal anestrous.
Polyestrus:Exhibiting multiple episodes of estrus distributedthroughout the year.
Polymorphonuclear leukocytes:Another name for a neutrophil, the name describes thefact that the cell has a lobed nucleus, which makes itappear as if it has multiple (poly) nuclei.



Polysynaptic reflex:A reflex in which interneurons are interposed betweenthe sensory fiber and the motor neuron(s).
Polytocous:Mammals that give birth to multiple offspring (litters).
Pontine reticulospinal tract:Any of several fiber tracts descending to the spinal cordfrom the reticular formation of the pons and medullaoblongata. Some fibers conduct impulses from theneural mechanisms regulating cardiovascular andrespiratory functions to the spinal cord; others formlinks in extrapyramidal motor mechanisms affectingmuscle tonus and somatic movement.
Portal triad:Branches of the portal vein, hepatic artery, and hepaticduct bound together in the connective tissue that dividesthe liver into lobules.
Positive chronotropic factors:Agents that increase heart rate.
Postcentral gyrus:The anterior convolution of the parietal lobe, bounded infront by the central sulcus and in back by theinterparietal sulcus.
Posterior chamber:A narrow chink behind the peripheral part of the iris ofthe eye and in front of the suspensory ligament of thelens and the ciliary processes.
Posterior cranial fossa:Part of the intracranial cavity, located between theforamen magnum and tentorium cerebelli. It containsthe brain stem and cerebellum.
Posterior (dorsal) horns:



The occipital division of the lateral ventricle of the brain,extending backward into the occipital lobe; also calledthe dorsal horn.
Posterior median sulcus:The longitudinal groove marking the posterior midline ofthe medulla oblongata and continuous below with theposterior median sulcus of the spinal cord; also calledthe posterior median fissure.
Posterior neuropore:The posterior opening leading from the central canal ofthe embryonic neural tube to the exterior.
Posterior segment:The back two‐thirds of the eye, which includes theanterior hyaloid membrane and all structures behind it:the vitreous humor, retina, choroid, and optic nerve.
Postganglionic:Located posterior or distal to a ganglion.
Postsynaptic membrane:The portion of the cell membrane of a postsynaptic cellthat is part of a synapse.
Postsynaptic potential:Changes in the membrane potential of the neuron thatreceives information at a synapse.
Posttranslational modification:Enzyme‐mediated changes to proteins made after initialsynthesis. This most often occurs in the Golgi apparatusand can include phosphorylation, glycosylation, ormethylation.
Potential difference:The separation of opposite charges; requires a barrierthat prevents ion migration.
P–Q interval:



Time elapsing between the beginning of the P wave andthe beginning of the QRS complex in theelectrocardiogram; also called the PR interval.
Precapillary sphincter:A smooth muscle sphincter that regulates blood flowthrough a capillary.
Precentral gyrus:The posterior convolution of the frontal lobe, bounded inback by the central sulcus and in front by the precentralsulcus.
Preganglionic:Situated proximal to or preceding a ganglion, especiallya ganglion of the autonomic nervous system.
Premolars:Transitional teeth located between the canine and molarteeth.
Presbyopia:The eye’s diminished power of accommodation, whichoccurs with aging.
Presynaptic inhibition:A reduction in the release of a neurotransmitter from apresynaptic axon terminal as a result of excitation ofanother neuron that terminates on the axon terminal.
Presynaptic membrane:The synaptic surface where neurotransmitter releaseoccurs.
Pretectal nuclei:A structure located in the midbrain. It receives binocularinput from the eyes and is involved with the pupillarylight reflex.
Prevertebral ganglia:Any of the sympathetic ganglia lying in front of thevertebral column, including the celiac and the superior



and inferior mesenteric ganglions.
Primary fissure:The trilobed structure of the brain, lying posterior to thepons and medulla oblongata and inferior to the occipitallobes of the cerebral hemispheres, responsible for theregulation and coordination of complex voluntarymuscular movement and the maintenance of posture andbalance.
Primary hyperalgesia:Pain sensitivity that occurs directly in the damagedtissues.
Primary motor area:A group of networked cells in mammalian brains thatcontrols movements of specific body parts associatedwith cell groups in that area of the brain. The area isclosely linked by neural networks to correspondingareas in the primary somatosensory cortex.
Primary visual cortex:The part of the cerebral cortex that is responsible forprocessing visual stimuli. It is the simplest, earliestcortical visual area. It is highly specialized forprocessing information about static and moving objectsand is excellent in pattern recognition.
Primiparous:A term indicating a mammal that is experiencing its firstpregnancy or that is in the period following the birth ofits first offspring.
Proerythroblasts:The precursor of the erythroblast, which in turnproduces red blood cells or erythrocytes.
Proestrus:The stage of the estrus cycle between luteolysis andonset of estrus (heat).



Progenitor cells:A less mature cell in a developmental pathway. Forexample, in the immune system, B lymphocytes are theprecursors of plasma cells.
Progesterone:A steroid hormone primarily produced by the ovary(corpus luteum) and placenta. It is necessary formaintenance of pregnancy as well as normal mammarydevelopment.
Prohormone:A precursor of a hormone, it usually refers to a largerprotein structure, which is cleaved to produce the activeagent.
Prolactin (Prl):A protein produced in the anterior pituitary gland, it is acritical regulator of mammary gland function and otherphysiological processes, including regulation of fluidbalances and some aspects of behavior.
Pronation:To turn or rotate (the foot) by abduction and eversion sothat the inner edge of the sole bears the body’s weight.
Proprioceptor:A sensory receptor, commonly found in muscles,tendons, joints, and the inner ear, that detects themotion or position of the body or a limb by responding tostimuli within the organism.
Prosencephalon:The most anterior of the three primary regions of theembryonic brain, from which the telencephalon anddiencephalon develop.
Prostacyclin:A prostaglandin produced in the walls of blood vesselsthat acts as a vasodilator and inhibits plateletaggregation.



Prostaglandin (PG):A large group of structurally related hormone‐ or growthfactor‐like regulators (including PGE, PGF, PGA, andPGB) found in tissues throughout the body. They arederived from arachidonic acid and exhibit multipleactions.
Proteoglycan:An example of a common extracellular matrix molecule,it consists of a glycoaminoglycans (GAG) chainsattached to a protein core. These molecules areimportant in maintenance of intercellular spaces.
Protraction:The extension of teeth or other maxillary or mandibularstructures into a position anterior to the normalposition.
Proteomics:The comprehensive study of all the proteins produced bya cell, tissue, or organism.
Proventriculus:A section of the avian digestive tract located before thegizzard.
Pseudo‐unipolar neuron:Another term for unipolar neuron.
Pulmonary arteries:Vessels that deliver blood to the lungs to be oxygenated.
Pulmonary circuit:Blood vessels between the pulmonary semilunar valve ofthe right ventricle and the entrance to the left atrium ofthe heart. It describes the blood flow to and from thelungs.
Pulmonary circulation:The closed loop of blood vessels carrying blood betweenthe heart and lungs.



Pulmonary trunk:The large elastic artery that carries blood from the rightventricle of the heart to the right and left pulmonaryarteries.
Pulmonary valve:A one‐way valve that permits the flow of blood from theright ventricle into the pulmonary artery duringventricular emptying but prevents the backflow of bloodfrom the pulmonary artery into the right ventricle duringventricular relaxation.
Pulmonary veins:Vessels that deliver freshly oxygenated blood from therespiratory zones of the lungs to the heart.
Pulmonary ventilation:The movement of air into and out of the lungs.
Pulp cavity:The internal chamber in a tooth, containing bloodvessels, lymphatic vessels, nerves, and the cells thatmaintain the dentin.
Pulse pressure:Difference between systolic and diastolic pressure.
Pupil:The opening in the middle of the iris. It appears blackbecause most of the light entering is absorbed by thetissues inside the eye.
Purine:One of two categories of nitrogenous ringed compoundsfound in RNA and DNA (the others are the pyrimidines);examples are adenine and guanine.
Purkinje cells:Any of numerous neurons of the cerebral cortex havinglarge flask‐shaped cell bodies with massive dendrites



and one slender axon; also called the Purkinjecorpuscles.
Putamen:The outer, larger, and darker gray of the three portionsinto which the lentiform nucleus of the brain is divided.
Pyloric region:The region of the stomach that connects to theduodenum.
Pyloric sphincter:A sphincter of smooth muscle that regulates the passageof chyme from the stomach to the duodenum.
Pylorus:The gastric region between the body of the stomach andthe duodenum; it includes the pyloric sphincter.
Pyramidal system:a massive collection of axons that travel between thecerebral cortex of the brain and the spinal cord.
Pyrimidine:One of two classes of nitrogenous bases found in DNAand RNA examples; a sample is cytosine. The other classis purine.
QRS complex:The principal deflection in the electrocardiogram,representing ventricular depolarization.
Quiescent period:The time interval of no activity occurring between eachpulse during transmission.
Radioimmunoassay (RIA):A sensitive assay method to measure the concentrationof hormones and other factors in biological fluids. Thetechnique depends on the ability to produce antibodiesagainst the substance under study and to label it with aradioisotope.



Ramp retina:The human retina has a smooth concave surface, but thehorse has a ramp retina, which is irregular andinconsistent in its concave appearance.
Ras protein:An example of a large family of GTP‐binding proteinsthat serve to relay signals from cell surface receptors tothe cell nucleus. It was named for the ras gene, firstidentified in viruses that cause sarcoma in rats.
Reabsorption:The net movement of interstitial fluid into the capillary.
Receptive fields:A sensory neuron is a region of space in which thepresence of a stimulus will alter the firing of thatneuron. Receptive fields have been identified forneurons of the auditory system, the somatosensorysystem, and the visual system.
Receptor:A specialized cell or group of nerve endings thatresponds to sensory stimuli.
Receptor potential:The transmembrane potential difference of a sensorycell.
Rectum:The inferior 15 cm (6 in) of the digestive tract.
Red bone marrow:Bone marrow characterized by meshes of the reticularnetwork that contain the developmental stages of redblood cells, white blood cells, and megakaryocytes.
Red muscle fibers:Those fibers that have a red appearance; they containhigh levels of myoglobin and oxygen‐storing proteins



and tend to have more mitochondria and blood vesselsthan the white ones.
Red nucleus:A large, well‐defined, somewhat elongated cell mass ofreddish‐gray hue that is located in the mesencephalictegmentum, receives a massive projection from thecontralateral half of the cerebellum, receives anadditional projection from the ipsilateral motor cortex,and whose efferent connections are with thecontralateral half of the rhombencephalic reticularformation and spinal cord.
Reduced hemoglobin:Hemoglobin that is not combined with O2.
Referred pain:Pain that is felt in a part of the body at a distance fromits area of origin.
Reflex arch:The receptor, sensory neuron, motor neuron, andeffector involved in a particular reflex; interneurons maybe present, depending on the reflex considered.
Refracted:The ability of the eye to bend light so that an image isfocused on the retina.
Relative refractory period:The period that follows the absolute refractory period;the interval during which a threshold stimulus is unableto trigger an action potential unless the stimulus isparticularly strong.
Releasing hormones:The general name given a number of small peptidessynthesized by hypothalamic neurons whose release intothe hypothalamichypophyseal portal blood systemcontrols secretion of anterior pituitary hormones.



Renin:The enzyme released by cells of the juxtaglomerularapparatus when renal blood flow declines; it convertsangiotensinogen to angiotensin I.
Residual volume:The amount of air remaining in the lungs after maximumforced exhalation.
Resistance:Hindrance of flow of blood or air through a passageway(blood vessel or respiratory airway, respectively).
Resorption:The act or the process of resorbing.
Respiratory bronchiole:The smallest bronchiole (0.5 mm in diameter) thatconnects the terminal bronchiole to the alveolar duct.
Respiratory burst:The rapid release of reactive oxygen species (superoxideradical and hydrogen peroxide) from different types ofcells.
Respiratory capacities:The amount of air that can be forcibly expelled from thelungs following breathing in as deeply as possible.
Respiratory membrane:The membrane that consists of the epithelial cells of thealveolus, the endothelial cells of the capillary, and thetwo fused basement membranes of these layers. Gasexchange occurs across this respiratory membrane.
Respiratory pump:A mechanism by which changes in the intrapleuralpressures during the respiratory cycle assist the venousreturn to the heart; also called the thoracoabdominalpump.
Respiratory rhythmicity center:



An area of the brain stem that is involved in the controlof respiration.
Resting membrane potential:The voltage that exists across the plasma membraneduring the resting state of an excitable cell. Valuesrange from −50 to −200 mv, depending on cell type.
Reticular activating system (RAS):The name given to part of the brain (the reticularformation and its connections) believed to be the centerof arousal and motivation in animals. It is situated at thecore of the brain stem between the myelencephalon(medulla oblongata) and metencephalon (midbrain).
Reticulocyte:An immature erythrocyte.
Reticulorumen:The first chamber in the alimentary canal of ruminantanimals, it is composed of the rumen and reticulum.
Retina:A thin layer of neural cells that lines the back of theeyeball of vertebrates and some cephalopods.
Retinal:A carotenoid constituent of visual pigments. It is theoxidized form of retinol, which functions as the activecomponent of the visual cycle. It is bound to the proteinopsin, forming the complex rhodopsin. When stimulatedby visible light, the retinal component of the rhodopsincomplex undergoes isomerization at the 11‐position ofthe double bond to the cis‐form. This is reversed in“dark” reactions to return to the native transconfiguration.
Retinal isomerase:An enzyme that catalyzes the conversion of the transform of retinaldehyde to 11‐cis‐retinal, a reactionneeded in the regeneration of the visual pigments.



Retraction:The act of pulling apart, usually as part of a surgicalprocedure.
Retroperitoneal:Located behind or outside the peritoneal cavity. Forexample, both male and female reproductive tracts andthe kidneys are retroperitoneal.
Rhinencephalon areas:A part of the brain involved with olfaction.
Rhodopsin:Also known as visual purple, it is expressed in vertebratephotoreceptor cells. It is a pigment of the retina that isresponsible for both the formation of the photoreceptorcells and the first events in the perception of light.
Rhombencephalon:The portion of the embryonic brain from which themetencephalon and myelencephalon develop, includingthe pons, cerebellum, and medulla oblongata; also calledthe hindbrain.
Rib:One of a series of long, curved bones occurring in pairsand extending from the spine to or toward the sternum.
Right colic (hepatic) flexure:A bend in the colon that is adjacent to the liver, and istherefore also known as the hepatic colic flexure.
Rigor mortis:Muscular stiffening following death; also calledpostmortem rigidity.
Rods:Photoreceptor cells in the retina of the eye that canfunction in less intense light than can the other type ofphotoreceptor, cone cells.
Root canals:



The narrow extension of the pulp cavity that projectsinto the roots.
Rotation:Regular and uniform variation in a sequence or series,as in the recurrence of symptoms of a disease.
Rough endoplasmic reticulum (RER):The cellular organelle involved in translation of mRNAfor synthesis of proteins for secretion from cells. Itappears in transmission electron micrographs as parallelarrays of intracellular membranes studded withribosomes.
Round ligament:The fibromuscular band that is attached to the uterus oneither side in front of and below the opening of theuterine tube; it passes through the inguinal canal to thelabium majus.
Ruffini ending:One of the four main cutaneous mechanoreceptors.Named after Angelo Ruffini, they are slowly adaptingreceptors found in the dermis and subcutaneous tissueof the skin. These thin, cigar‐shaped encapsulatedsensory endings measure pressure when the skin isstretched. Their main function is thermoreception.
Rugae:Mucosal folds in the lining of the empty stomach thatdisappear as gastric distension occurs.
Rumen:The larger part of the reticulorumen, which is the firstchamber in the alimentary canal of ruminant animals.
Ruminant:Any hoofed animal that digests its food in two steps, firstby eating the raw material and regurgitating asemidigested form known as cud, and then eating thecud, a process called ruminating.



Rumination:An eating disorder characterized by having the contentsof the stomach drawn back up into the mouth, chewedfor a second time, and swallowed again. In someanimals, known as ruminants, this is a natural andhealthy part of digestion and is not considered an eatingdisorder.
Sacroiliac joint:The joint between the sacrum, at the base of the spine,and the ilium of the pelvis, which are joined byligaments. Inflammation of this joint is known as

sacroiliitis, one cause of disabling low back pain.
Sagittal plane:A sectional plane that divides the body into left and rightportions.
Saltatory conduction:Transmission of an action potential along a myelinatedfiber in which the nerve impulse appears to leap fromnode to node.
Sarcolemma:A thin membrane enclosing a striated muscle fiber.
Sarcomere:One of the segments into which a fibril of striatedmuscle is divided.
Sarcoplasm:The cytoplasm of a striated muscle fiber.
Sarcoplasmic reticulum:The endoplasmic reticulum found in striated musclefibers.
Satellite cells:Any of the cells that encapsulate the bodies of nervecells in many ganglia.
Scala media:



An endolymph‐filled cavity inside the cochlea, locatedbetween the scala tympani and the scala vestibuli,separated by the basilar membrane and Reissner’smembrane (the vestibular membrane), respectively.
Scala tympani:The name of one of the perilymph‐filled cavities in thecochlear labyrinth. It is separated from the scala mediaby the basilar membrane, and it extends from the roundwindow to the helicotrema, where it continues as scalavestibuli.
Scala vestibuli:A perilymph‐filled cavity inside the cochlea of the innerear. It is separated from the scala media by Reissner’smembrane and extends from the oval window to thehelicotrema where it joins the scala tympani.
Scapula:Either of two large, flat, triangular bones forming theback part of the shoulder. More commonly called theshoulder blade.
Schwann cells:Neuroglia responsible for the neurilemma thatsurrounds axons in the peripheral nervous system.
Sclera:The (usually) white outer coating of the eye made oftough fibrin connective tissue, which gives the eye itsshape and helps protect the delicate inner parts.
Scleral venous sinus (canal of Schlemm):A circular channel in the eye that collects aqueoushumor from the anterior chamber and delivers it into thebloodstream.
Seasonal anestrus:A period of anestrous produced by exposure of eithershort (mare) or long (ewe) photoperiods.



Seasonal polyestrus:The term for exhibiting multiple estrous cycles duringcertain times of the year.
Sebaceous ciliary gland:Holocrine glands found in the skin of mammals. Theysecrete an oily substance called sebum (Latin, meaning“fat” or “tallow”) that is made of fat (lipids) and thedebris of dead fat‐producing cells.
Second messenger:An intracellular molecule whose concentration changesas a consequence of a hormone binding to a cell surfacereceptor. The released molecule serves to carry thesignal of the hormone (first messenger) into the targetcell to elicit a reaction. The first second messengeridentified in conjunction with the effects of glucagonwas cyclic AMP.
Secondary hyperalgesia:Pain sensitivity that occurs in surrounding, undamagedtissues.
Secondary ossification center:About the time of birth, a secondary ossification centerappears in each end (epiphysis) of long bones. Periostealbuds carry mesenchyme and blood vessels in and theprocess is similar to that occurring in a primaryossification center.
Secretin:A hormone secreted by the duodenum that stimulatesthe production of buffers by the pancreas and inhibitsgastric activity.
Secretion:The process of segregating, elaborating, and releasingchemicals from a cell, or a secreted chemical substanceor amount of substance.
Segmentation:



A morphogenesis process that divides a metazoan bodyinto a series of semirepetitive segments.
Selectins:A family of transmembrane molecules expressed on thesurface of leukocytes and activated endothelial cells.
Self‐propagating:Propagating by one’s self or by itself.
Semicircular canals:A group of three half‐circular, interconnected tubeslocated inside each ear that are the equivalent of threegyroscopes located in three planes perpendicular to oneanother.
Semicircular ducts:Consists of three oval ducts arranged at right angles toone another; an integral part of the equilibriummechanism.
Seminiferous tubules:The highly convoluted tubules, located in the testes, thatproduce spermatozoa.
Sensations:A perception associated with stimulation of a senseorgan or with a specific body condition.
Sensory areas:The main cerebral areas that receive sensoryinformation from thalamic nerve projections.
Sensory input:Input that includes somatic sensation and specialsenses.
Sensory nerve:An afferent nerve conveying impulses that are processedby the central nervous system to become part of theorganism’s perception of itself and of its environment.
Sensory neurons:



Nerve cells within the nervous system responsible forconverting external stimuli from the organism’senvironment into internal electrical motor reflex loopsand several forms of involuntary behavior, includingpain avoidance.
Septum pellucidum:A thin membrane of nervous tissue that forms the medialwall of the lateral ventricles in the brain. It is also calledthe septum lucidum.
Serosa:

See serous membrane.
Serosal fluid:Clear, watery fluid secreted by cells of a serousmembrane.
Serotonin:A neurotransmitter in the central nervous system; acompound that enhances inflammation and is releasedby activated mast cells and basophils.
Serous cell:A cell that produces a serous secretion.
Serous membrane:A squamous epithelium and the underlying looseconnective tissue; the lining of the pericardial, pleural,and peritoneal cavities.
Serous pericardium:The lining of the pericardial sac composed of a serousmembrane.
Sertoli cells:Cells located in the seminiferous tubules of the testesthat are thought to control spermatogenesis. Theycontain FSH receptors and were named for the Italianreproductive physiologist Enrico Sertoli.
Serum:



The ground substance of blood plasma from whichclotting agents have been removed.
Sesamoid bone:A bone that forms within a tendon.
Sharpey’s fibers:A matrix of connective tissue consisting of bundles ofstrong collagenous fibers connecting periosteum tobone. They are part of the outer fibrous layer ofperiosteum, entering into the outer circumferential andinterstitial lamellae of bone tissue.
Short bone:A bone whose dimensions are approximately equal,consisting of a layer of cortical substance enclosing thespongy substance and marrow.
Short‐day breeders:Sexually mature females that begin to initiate estrouscycles during periods with reduced photoperiods, that is,short days.
Sigmoid colon:The S‐shaped portion of the colon, 18 cm long, betweenthe descending colon and the rectum.
Signal peptide:A small sequence of amino acids in the structure of anewly synthesized protein if the protein will betransported to the Golgi apparatus for packaging andsecretion from the cell.
Signal transduction:The relaying of a signal from one form to another. Inphysiological processes, this is the process wherebyextracellular signals are converted into intracellularresponses.
Signaling transducers and activators of transcription
(STATs):



Regulators that make a group of transcription factors(seven are recognized) that are sequestered in thecytoplasm until activated by the binding of a cytokine orgrowth factor receptor. Ligand binding causesaggregation of receptor (cytokine) subunits andinitiation of a cascade of tyrosine phosphorylationevents, during which receptor‐linked JAKs becomeactivated to cause phosphorylation of the receptor. Thiscreates a docking or binding site for a STAT that is, inturn, phosphorylated by the receptor. PhosphorylatedSTAT dissociates from the receptor, dimerizes, andtranslocates to the cell nucleus to interact with thepromoters of specific genes. For example, STAT‐5 isknown to be essential for the hormone prolactin toinduce production of mRNA for milk proteins.
Simple fracture:A bone fracture that causes little or no damage to thesurrounding soft tissues; also called a closed fracture.
Single‐unit smooth muscle:The most abundant type of smooth muscle. It is made upof muscle fibers that are interconnected by gapjunctions so that they become excited and contract as aunit; also known as visceral smooth muscle.
Sinoatrial (SA) node:The natural pacemaker of the heart. It is located in thewall of the right atrium.
Sinusoidal capillary:A capillary with a caliber of 10–20 μm or more; it islined with a fenestrated type of endothelium.
Sinusoids:An exchange vessel that is similar in general structureto a fenestrated capillary. The two differ in size(sinusoids are larger and more irregular in crosssection), continuity (sinusoids have gaps between



endothelial cells), and support (sinusoids have thin basallaminae, if they have them at all).
Skeletal muscle:Muscle composed of cylindrical multinucleate cells withobvious striations; the muscle(s) attached to the body’sskeleton; voluntary muscle.
Sleep spindles:A burst of brain activity, visible on an EEG, that occursduring stage 2 sleep. It consists of 12–16 Hz waves thatoccur for 0.5 to 1.5 seconds.
Sliding filament theory:The concept that a sarcomere shortens as the thick andthin filaments slide past one another in the muscle cell.
Slow oxidative fibers:Fibers that generate energy for ATP resynthesis bymeans of a long‐term system of aerobic energy transfer.They tend to have a low activity level of ATPase, aslower speed of contraction with a less‐developedglycolytic capacity. They contain large and numerousmitochondria, and, coupled with the high levels ofmyoglobin, that gives them a red pigmentation. Theyhave been demonstrated to have a high concentration ofmitochondrial enzymes, and thus they are fatigueresistant.
Slow‐wave sleep:A term used to describe stages 3 and 4 sleep.
Smell:The ability to perceive odors; also called olfaction.
Smooth muscle:Spindle‐shaped cells with one centrally located nucleusand no externally visible striations (bands). It is foundmainly in the walls of hollow organs.
Soft palate:



The fleshy posterior extension of the hard palate,separating the nasopharynx from the oral cavity.
Solitary nucleus:A slender compact bundle of primary sensory fibers thataccompany the vagus, glossopharyngeal, and facialnerves and convey information from stretch receptorsand chemoreceptors in the walls of the cardiovascular,respiratory, and intestinal tracts and impulses generatedby the receptor cells of the taste buds in the tongue.
Somatic afferent:Fibers that receive information from external sources.
Somatic efferent:Nerve fibers that are responsible for muscle contraction.
Somatic nervous system:That part of the peripheral nervous system associatedwith the voluntary control of body movements throughthe action of skeletal muscles, and also the reception ofexternal stimuli.
Somatic reflexes:Reflexes that activate skeletal muscle.
Somatomedin hypothesis:An older idea stating that nearly all of the effectsattributed to growth hormone were mediated by GHinduction of IGF‐I in the liver. When first isolated, IGF‐Iand IGF‐II were known as somatomedin A and B,respectively.
Somatostatin:A 14‐amino‐acid peptide produced in the hypothalamusand other brain areas as well as the pancreas and gut. Itis primarily known for its role in inhibiting the secretionof growth hormone, but it is also likely important in GItract–nervous system interactions.
Somites:



A segmental mass of mesoderm in the vertebrateembryo, occurring in pairs along the notochord anddeveloping into muscles and vertebrae.
Spatial summation:A summation of the local potentials in which two ormore action potentials arrive simultaneously at two ormore presynaptic terminals that synapse with a singleneuron.
Special senses:Any of the five senses related to the organs of sight,hearing, smell, taste, and touch.
Spermatogenesis:The process of creating spermatozoa. It depends onproliferation, meiosis, and differentiation of precursorcells (primary spermatocytes).
Sphenoid bone:A compound bone with winglike processes, situated atthe base of the skull.
Sphincter of the hepatopancreatic ampulla (sphincter
of Oddi):Controls secretions from the liver, pancreas, andgallbladder into the duodenum of the small intestine.
Spicules:A needlelike structure or part.
Spina bifida:A congenital defect in which the spinal column isimperfectly closed so that part of the meninges or spinalcord may protrude, often resulting in neurologicaldisorders; also called hydrocele spinalis.
Spinal nerves:Any of 31 pairs of nerves emerging from the spinal cord,each attached to the cord by two roots, anterior orventral and posterior or dorsal (the latter provided with



a spinal ganglion). The two roots unite in theintervertebral foramen but divide again into ventral anddorsal rami, or anterior and posterior primary divisions(the former supplying the foreparts of the body andlimbs and the latter the muscles and skin of the back).
Spinal reflex:A reflex arc involving the spinal cord.
Spinothalamic tract:A large ascending bundle of fibers in the ventral half ofthe lateral funiculus of the spinal cord, arising in theposterior horn at all levels of the cord and continuinginto the brain stem. It is composed in the spinal cord ofa lateral part that conveys impulses associated with painand temperature sensation and of an anterior part thatis involved in tactile sensation.
Spiral ganglion:Cell bodies of sensory neurons that innervate hair cellsof the organ of Corti are located in the spiral ganglion.
Spiral organ or organ of Corti:The organ in the inner ear of mammals that containsauditory sensory cells, or “hair cells.”
Splanchnic circulation:The blood vessels serving the digestive system.
Splanchnic nerves:Part of the sympathetic nervous system, which is part ofthe autonomic nervous system. Most sympatheticpreganglionic nerves synapse in the sympathetic trunklying beside the spinal cord, but splanchnic nerves passthrough the trunk, travel near their target organ, andsynapse in prevertebral ganglia.
S–T segment:The part of an electrocardiogram immediately followingthe QRS complex and merging into the T wave.



Stapedius muscle:The smallest striated muscle in the body. At just over 1mm in length, its purpose is to stabilize the smallestbone in the body, the stapes.
Stem cells:Primal undifferentiated cells that retain the ability toproduce an identical copy when they divide (self‐renew)and differentiate into other cell types.
Stercobilin:A tetrapyrrole chemical compound created by bacterialaction on bilirubin and subsequent oxidation.
Stereocilia:Mechanosensing organelles of hair cells, which respondto fluid motion or fluid pressure changes in numeroustypes of animals for various functions, primarily hearing.
Sternebrae:One of the four segments of the primordial sternum ofthe embryo, the fusion of which forms the body of theadult sternum.
Sternum:A long flat bone, articulating with the cartilages of thefirst seven ribs and with the clavicle, forming the middlepart of the anterior wall of the thorax, and consisting ofthe corpus, manubrium, and xiphoid process; also calledthe breastbone.
Stimulus transduction:The conversion of a stimulus from one form to another.
Streptokinase:An extracellular metallo‐enzyme produced by beta‐hemolytic streptococcus and used as an effective andcheap clot‐dissolving medication—in some cases, ofmyocardial infarction (heart attack) and pulmonaryembolism.



Stretch reflex:
See myotatic reflex.

Striated muscles:Muscles that are marked by stripes or bands.
Stroke volume (SV):The amount of blood pumped out of a ventricle duringone contraction.
Stroma:The supporting elements in a tissue or organ. Forexample, in the mammary gland this would be theconnective tissue elements that surround and supportthe ducts and alveoli.
Sty:An inflammation of the sebaceous glands at the base ofthe eyelashes.
Subarachnoid space:The space between the arachnoid membrane and piamater that is filled with cerebrospinal fluid and containsthe large blood vessels that supply the brain and spinalcord.
Submucosa:The region between the muscularis mucosae and themuscularis externa.
Submucosal glands:Glands that are situated below or underneath (sub) themucosal tissue.
Submucosal (or Meissner’s) plexus:A plexus of unmyelinated nerve fibers, derived chieflyfrom the superior mesenteric plexus and ramifying inthe intestinal submucosa.
Subscapular fossa:A depression in either of two large, flat, triangular bonesforming the back part of the shoulder or scapula.



Substance P:A short‐chain polypeptide that functions as aneurotransmitter, especially in the transmission of painimpulses from peripheral receptors to the centralnervous system.
Substantia gelatinosa:The apical part of the posterior horn of the gray matterof the spinal cord composed largely of very small nervecells and whose gelatinous appearance is due to its verylow content of myelinated nerve fibers. It functions inthe integration of sensory stimuli that gives rise to thesensations of heat and pain; also called Rolando’sgelatinous substance.
Substantia nigra:A layer of large pigmented nerve cells in themesencephalon that produce dopamine and whosedestruction is associated with Parkinson’s disease; alsocalled nigra.
Subthalamic nucleus:A circumscript nucleus that is located in the ventral partof the subthalamus, receives a massive projection fromthe lateral segment of the globus pallidus, and projectsto both pallidal segments and to the mesencephalon.
Sucrase:The enzyme involved in the hydrolysis of sucrose tofructose and glucose. It is secreted by the tips of the villiof the epithelium in the small intestines.
Sulci (singular = sulcus):Depressions or fissures in the surface of an organ, mostespecially the brain.
Summation:An accumulation of effects, especially those of muscular,sensory, or mental stimuli.
Superior cervical ganglion:



The largest of the cervical ganglia, it is placed oppositethe second and third cervical vertebrae. It is reddish‐gray, usually fusiform in shape, sometimes broad andflattened, and occasionally constricted at intervals. It isbelieved to be formed by the coalescence of fourganglia, corresponding to the upper four cervicalnerves.
Superior colliculi:The part of the brain that sits below the thalamus andsurrounds the pineal gland in the mesencephalon ofvertebrate brains. This structure comprises the rostralaspect of the midbrain, anterior to the periaqueductalgray and adjacent to the inferior colliculus. The inferiorand superior colliculi are known collectively as the

corpora quadrigemina, or four twins.
Superior oblique muscle:A fusiform muscle in the upper, medial side of the orbitwhose primary action is intorsion and whose secondaryactions are to abduct (laterally rotate) and depress theeyeball (i.e., make the eye move outward anddownward).
Superior rectus muscle:A muscle in the orbit. It is one of the extraocularmuscles.
Superior sagittal sinus:An unpaired dural sinus in the sagittal groove.
Superior vena cava:The vein that carries blood to the right atrium fromparts of the body that are superior to the heart.
Superovulation:The ovulation of an abnormally large number of ova for agiven species. This is usually a result of exogenoushormonal treatment. It is often used to produce ova for



embryo transfer, cloning, or transgenic manipulation ofanimals.
Supination:The rotation of the forearm such that the palm facesanteriorly.
Supporting cells:Cells that serve to provide support and protection forand perhaps contribute to the nutrition of principal orother cells of certain organs; such cells are found in thelabyrinth of the inner ear, organ of Corti, olfactoryepithelium, taste buds, and seminiferous tubules.
Suppressors of cytokine signaling (SOCS):Intracellular proteins that regulate the activity ofsignaling pathways, especially STAT‐associatedpathways.
Suprachiasmatic nucleus:A nucleus in the hypothalamus, so named because itresides immediately above the optic chiasm (OX). Itconsists of two nuclei, each of which lies on either sideof the hemisphere separated by the third ventricle (3V).Its principal function is to create the circadian rhythm,which regulates the body functions over the 24‐hourperiod.
Supraglenoid tubercle:A projection of bone located superior to the glenoidcavity. It is the attachment site for the tendon of thelong head of the biceps brachiim.
Supraspinous fossa:Smaller than the infraspinatus fossa, it is concave,smooth, and broader at its vertebral than at its humeralend; its medial two‐thirds gives origin to thesupraspinatus.
Surface tension:



The force at the liquid surface of an air–water interfaceresulting from the greater attraction of water moleculesto the surrounding water molecules than to the airabove the surface; it is a force that tends to decrease thearea of a liquid surface and resists stretching of thesurface.
Sympathetic chains:Chains that extend from the base of the skull to thecoccyx.
Sympathetic division:The division of the autonomic nervous system that isresponsible for “fight or flight” reactions; it is primarilyconcerned with the elevation of metabolic rate andincreased alertness.
Sympathetic subdivision:The subdivision that activates what is often termed the“fight or flight” response. This response is also known assympathetico‐adrenal response of the body; thepreganglionic sympathetic fibers that end in the adrenalmedulla (but also all other sympathetic fibers) secreteacetylcholine, which activates the secretion ofadrenaline (epinephrine) and to a lesser extentnoradrenaline (norepinephrine) from it.
Symporter:Also known as a cotransporter, it is an integralmembrane protein that is involved in secondary activetransport. It works by binding to two molecules at a timeand using the gradient of one solute’s concentration toforce the other molecule against its gradient.
Synapse:The junction across which a nerve impulse passes froman axon terminal to a neuron, a muscle cell, or a glandcell.
Synaptic bouton:



Axonal terminals; the bulbous distal endings of theterminal branches of an axon; also called synaptic knob.
Synaptic cleft:The fluid‐filled space at a synapse.
Synaptic delay:The period between the arrival of an impulse at thepresynaptic membrane and the initiation of an actionpotential in the postsynaptic membrane.
Synaptic plasticity:The ability of the connection, or synapse, between twoneurons to change in strength.
Synaptic vesicles:Small membranous sacs containing a neurotransmitter.
Syndesmochorial placenta:A type of epitheliochorial placenta in which endothelialepithelium becomes eroded so that maternal capillariesare exposed to the chorionic epithelial tissue.
Synergist:Muscle that aids the action of a prime mover byeffecting the same movement or by stabilizing jointsacross which the prime mover acts to preventundesirable movements.
Syrinx:The name for the vocal organ of birds. Located at thebase of a bird’s trachea, it produces sounds without thevocal cords that mammals have.
Systemic circuit:The vessels between the aortic valve and the entrance tothe right atrium; the system other than the vessels of thepulmonary circuit.
Systemic circulation:The closed loop of blood vessels carrying blood betweenthe heart and body systems.



Systems physiology:The study of the function of specific systems such as thecardiovascular, respiratory, or reproductive systems.
Systole:A period of contraction in a chamber of the heart, aspart of the cardiac cycle.
Systolic blood pressure:The peak arterial pressure measured during ventricularsystole.
T tubule (transverse tubule):The extension of the muscle cell plasma membrane(sarcolemma) that protrudes deeply into the muscle cell.
T wave:A deflection of the ECG corresponding to ventriculardepolarization.
Tapetum lucidum:A reflecting layer immediately behind, and sometimeswithin, the retina of the eye of many vertebrates (thoughnot humans); it serves to reflect light back to the retina,increasing the quantity of light caught by the retina.
Tarsal plates:Two thin, elongated plates of dense connective tissue,about 2.5 cm in length; one is placed in each eyelid, andcontributes to its form and support.
Taste:One of the most common and fundamental of the sensesof animals. It is the direct detection of chemicalcomposition, usually through contact withchemoreceptor cells.
Tectorial membrane:A gelatinous membrane, attached to the bony spirallamina, which overlies the hair cells within the cochleaof the inner ear.



Tectum:A rooflike structure of the body, especially the dorsalpart of the mesencephalon.
Tegmentum:A part of the midbrain consisting of white fibers runninglengthwise through gray matter.
Telodendria:The terminal axonal branches that end in synapticknobs.
Temporal lobe:The lowest of the major subdivisions of the corticalmantle of the brain, containing the sensory center forhearing and forming the rear two‐thirds of the ventralsurface of the cerebral hemisphere. It is separated fromthe frontal and parietal lobes above it by the fissure ofSylvius.
Temporal summation:The summation of the local potential that results whentwo or more action potentials arrive at a single synapsein rapid succession.
Tendon:A band of tough, inelastic fibrous tissue that connects amuscle with its bony attachment and consists of rows ofelongated cells; minimal ground substance; and denselyarranged, almost parallel, bundles of collageneousfibers.
Tendon reflex:A myotatic or deep reflex in which the muscle stretchreceptors are stimulated by percussing the tendon of amuscle.
Tensor tympani muscle:A muscle that originates from the cartilagenous wall ofthe eustachian tube (also called the auditory tube) andthe bony wall surrounding the tube.



Terminal bouton:An enlarged axon terminal or presynaptic terminal.
Testosterone:The major male sex steroid, it is produced in theinterstitial tissue of the testes by Leydig cells.
Tetrodotoxin:A potent neurotoxin, found in many puffer fish andcertain newts.
Thermoreceptors:A sensory receptor that responds to heat and cold.
Thick filament:A cytoskeletal filament in a skeletal or cardiac musclecell, it is composed of myosin, with a core of titin.
Thin filament:A cytoskeletal filament in a skeletal or cardiac musclecell, consists of actin, troponin, and tropomyosin.
Third ventricle:A narrow, vertically oriented cavity in the midplanebelow the corpus callosum that communicates with eachof the lateral ventricles through the interventricularforamen.
Thoracic cavity:A cavity that is surrounded by the ribs and muscles ofthe chest.
Thoracic inlet:The superior thoracic aperture refers to the superioropening of the thoracic cavity. It is referred toanatomically as the thoracic inlet and clinically as thethoracic outlet.
Thorax:The chest.
Threshold:



The transmembrane potential at which an actionpotential begins.
Thromboplastin:A protease that converts prothrombin to thrombin in theearly stages of blood clotting; also called thrombokinase.
Thrombopoietin (TPO):A glycoprotein hormone, produced mainly by the liverand the kidney, that regulates the production ofplatelets by the bone marrow. It stimulates theproduction and differentiation of megakaryocytes, thebone marrow cells that fragment into large numbers ofplatelets.
Thyroid:An endocrine gland whose lobes are lateral to thethyroid cartilage of the larynx.
Thyroxin:Also called T4, it is a hormone produced by the thyroidgland; it is less potent than T3 triiodothyronine, which isalso produced in lesser amounts by the thyroid gland.
Tidal volume (TV):The volume of air moved into and out of the lungs duringa normal, quiet respiratory cycle.
Tissue factor (TF):A protein present in subendothelial tissue, platelets, andleukocytes necessary for the initiation of thrombinformation from the zymogen prothrombin. Thrombinformation ultimately leads to the coagulation of blood.
Tissue plasminogen activator:A thrombolytic agent (clot‐busting drug). It is approvedfor use in certain patients having a heart attack orstroke. This drug can dissolve blood clots, which causemost heart attacks and strokes.
Titin:



A giant 3 MDa muscle protein and a major constituent ofthe sarcomere in vertebrate striated muscle. It is amultidomain protein that forms filaments approximately1 μm in length spanning half a sarcomere. Titin has anumber of functions, including the control of assemblyof muscle thick filaments, a role in muscle elasticity, andthe generation of passive tension.
Trabecula:A connective tissue partition that subdivides an organ.
Trachea:The windpipe, an airway extending from the larynx tothe primary bronchi.
Transcriptomics:Study and evaluation of the entire complex of RNAmolecules produced by a cell, tissue, organ, or animal.
Transducin:The name given to the heterotrimeric G protein that isnaturally expressed in vertebrate retina rods and cones(a different transducin gene is expressed in each celltype).
Transferrin:A plasma protein that transports iron through the bloodto the liver, spleen, and bone marrow.
Transforming growth factor β (TGF‐β):One of a number of structurally related growth factorsinvolved in the regulation of growth, differentiation, anddevelopment of the many organ systems.
Transverse:Lying across the long axis of the body or of a part.
Transverse colon:The part of the colon from the hepatic flexure (the turnof the colon by the liver) to the splenic flexure (the turnof the colon by the spleen). The transverse colon hangs



off the stomach, attached to it by a wide band of tissuecalled the mesocolon. The transverse colon is mobile(unlike the parts of the colon immediately before andafter it), and it is very mobile in the abdomen of someindividuals.
Transverse fissure:A short but deep fissure, about 5 cm long, extendingtransversely across the undersurface of the left portionof the right lobe, nearer its posterior surface than itsanterior border.
Transverse fracture:A fracture in which the line of break forms a right anglewith the axis of the bone.
Triad:The transverse tubule, and the terminal cisternae oneach side of it, in a skeletal muscle fiber.
Tricuspid valve:The right atrioventricular valve, which prevents thebackflow of blood into the right atrium duringventricular systole.
Trigger zone:A specific area that, when stimulated by touch, pain, orpressure, excites an attack of neurologic pain.
Triglyceride:A lipid that is composed of a molecule of glycerolattached to three fatty acids.
Trypsin inhibitor:Chemicals that reduce the bioavailability of trypsin, anenzyme essential to nutrition of many animals.
Tuber cinereum:A prominence of the base of the hypothalamus,extending ventrally into the infundibulum and pituitarystalk.



Tunic:One of the enveloping layers of a part; one of the coatsof a blood vessel; one of the coats of the eye; one of thecoats of the digestive tract.
Tunica externa:The outermost layer of connective tissue fibers thatstabilizes the position of a blood vessel.
Tunica interna:The innermost layer of connective tissue fibers in ablood vessel; it consists of the endothelium plus anunderlying elastic membrana.
Tunica media:The middle layer of connective tissue fibers in a bloodvessel; it contains collagen, elastin, and smooth musclefibers in varying proportions.
Tympanic membrane:Colloquially known as “the eardrum,” it is a thinmembrane that separates the external ear from themiddle ear. Its function is to transmit sound from the airto the ossicles inside the middle ear.
Type I alveolar cells:The single layer of flattened epithelial cells that formsthe wall of the alveoli within the lungs.
Type II alveolar (or septal, cells):The cells within the alveolar walls that secretepulmonary surfactant.
Ultradian rhythms:The regular recurrence in cycles of less than 24 hoursfrom one stated point to another, as certain biologicactivities which occur at such intervals, regardless ofconditions of illumination.
Undershoot:



A temporary decrease below the final steady‐state valuethat may occur immediately following the removal of aninfluence that had been raising that value.
Unipennate:Of or being a muscle whose fibers are attached obliquelyto one side of a lateral tendon.
Unipolar neuron:A neuron in which embryological fusion of the twoprocesses leaves only one process extending from thecell body.
Unmyelinated axon:An axon whose neurilemma does not contain myelin andacross which continuous propagation occurs.
Upper respiratory system:The nasal cavity, pharynx, and associated structures.
Upstroke:The rising or depolarization phase of the actionpotential.
Urobilin:A compound derived from urobilinogen and ultimatelyfrom the bilirubin excreted in bile.
Urobilinogen:A colorless product of bilirubin reduction. It is formed inthe intestines by bacterial action. Part of it is resorbedand returned to the liver, while the rest is excreted infeces. Trace amounts can be detected in urine.
Uterus:A hollow, tubular organ with layers of smooth muscleand internal epithelial lining. It connects the cervix andthe oviducts. It is responsible for sperm transport to thesite of fertilization in the oviducts, accepts the earlyembryo, and houses the fetus during gestation.
Uvea:



The middle of the three concentric layers that make upan eye.
Vagus nerve:Also called pneumogastric nerve or cranial nerve X, it isthe tenth of twelve paired cranial nerves, and is the onlynerve that starts in the brain stem (within the medullaoblongata) and extends, through the jugular foramen,down below the head, to the abdomen. The vagus nerveis arguably the single most important nerve in the body.
Variable:A quantity that is capable of assuming any of a set ofvalues.
Varicosities:A varicose enlargement or swelling.
Vascular endothelial growth factor:A substance made by cells that stimulates new bloodvessel formation, a mitogen for vascular endothelial(vessel lining) cells.
Vascular tunic:The middle of the three concentric layers that make upan eye; also called the uvea.
Vasoconstriction:A reduction in the diameter of arterioles due to thecontraction of smooth muscles in the tunica media, itelevates peripheral resistance and may occur inresponse to local factors through the action ofhormones, or from stimulation of the vasomotor center.
Vasodilation:An increase in the diameter of arterioles due to therelaxation of smooth muscles in the tunica media, itreduces peripheral resistance and may occur inresponse to local factors through the action ofhormones, or after decreased stimulation of thevasomotor center.



Vasomotor center:The chief dominating or general center, which suppliesall the unstriped muscles of the arterial system withmotor nerves, situated in a part of the medullaoblongata; it is a center of reflex action, by the workingof which afferent impulses are changed into efferent,vasomotor impulses leading either to dilation orconstriction of the blood vessels.
Vasomotor nerve fibers:Sympathetic nerve fibers that cause the contraction ofsmooth muscle in the walls of blood vessels, therebyregulating blood vessel diameter.
Vasomotor tone:A relatively constant frequency of sympathetic impulsesthat keep blood vessels partially constricted in theperiphery.
Venous return:The volume of blood returned to each atrium per minutefrom the veins.
Venous valves:A multicuspid structure located inside a vein. The valvecusps are attached to the vein wall and grow in aconjoined state.
Ventral:Pertaining to the anterior surface.
Ventral respiratory group:The area that controls expiration and acts to increasethe force of inspiration.
Ventral root:The efferent motor root of a spinal nerve. At its distalend, the ventral root joins with the dorsal root to form amixed spinal nerve.
Ventricles:



A fluid‐filled chamber; in the heart, one of the largechambers discharging blood into the pulmonary orsystemic circuits; in the brain, one of four fluid‐filledinterior chambers.
Vermis:The narrow middle zone occurring between the twohemispheres of the cerebellum.
Vestibular apparatus:The sensory system that provides the dominant inputabout one’s movement and orientation in space.
Vestibular membrane:A membrane inside the cochlea of the inner ear. Itseparates scala media from scala vestibuli.
Vestibular nystagmus:Rapid involuntary rhythmic eye movement, with the eyesmoving quickly in one direction (quick phase), and thenslowly in the other (slow phase).
Vestibule:An enlarged area at the beginning of a canal, that is,inner ear, nose, larynx.
Visceral afferent:A pathway coming into the central nervous system thatcarries subconscious information derived from theinternal viscera.
Visceral pleura:Serous membrane investing the lungs and dipping intothe fissures between the several lobes.
Visceral serosa:The part of the double‐layered membrane that lines theouter surfaces of organs within the ventral body cavity.
Vision:Visual perception via the visual system; one of thesenses.



Visual pigments:Chemicals functioning in the visual cycle in retinal rodcells. Through excitation by visible light, a series ofcomplex molecular changes occur that serve to trigger,in the optical nerve endings, an impulse transmitted tothe brain, resulting in the perception of vision.
Vocal ligament:The band that extends on either side from the thyroidcartilage to the vocal process of the arytenoid cartilage.
Voltage‐gated channels:Channels in the plasma membrane that open or close inresponse to changes in membrane potential.
Voluntary striated:Also called skeletal muscle.
Wandering macrophages:The macrophages that migrate to a wound to effectcellular defenses against invading pathogens.
Wave summation:An increase in the frequency with which a muscle isstimulated, which increases the strength of contraction.
White blood cells (WBCs):Leukocytes; the granulocytes and agranulocytes ofblood.
White matter:Whitish nerve tissue, especially of the brain and spinalcord, chiefly composed of myelinated nerve fibers andcontaining few or no neuronal cell bodies or dendrites;also called alba, substantia alba, or white substance.
White muscle fibers:Those fibers that contain low levels of myoglobin andoxygen‐storing proteins and have a white appearance.
White rami:



A bundle of nerve fibers that connect a sympatheticganglion with a spinal nerve and are divided into twokinds, one consisting of myelinated preganglionic fibers.
Withdrawal reflex:A spinal reflex intended to protect the body fromdamaging stimuli. The classic example is when youtouch something hot and withdraw your body part fromthe hot object.
Woven bone:Bony tissue characteristic of the embryonic skeleton inwhich the collagen fibers of the matrix are arrangedirregularly in the form of interlacing networks; alsocalled nonlamellar bone or reticulated bone.
Xiphoid cartilage:The posterior and smallest of the three divisions of thesternum, below the gladiolus and the manubrium; alsocalled xiphoid or xiphoid process.
Xiphoid process:The cartilage at the lower end of the sternum; alsocalled ensiform cartilage, ensiform process,xiphisternum, or xiphoid cartilage.
Yellow bone marrow:Bone marrow in which the meshes of the reticularnetwork are filled with fat.
Z discs (or Z lines):Delicate membranelike structures found at either end ofa sarcomere to which the actin myofilaments attach.
Zonular fibers:A ring of fibrous strands connecting the ciliary bodywith the crystalline lens of the eye.
Zygomatic arch:The arch formed by the temporal process of thezygomatic bone and the zygomatic process of the



temporal bone; also called zygoma.
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Circulatory system   467, 505Circumduction 193t, 224Circumvallate papillae   338CIRD, See Controlled internal drug release deviceCitric acid cycle 70, 81Classical neurotransmitters 259, 262Clathrin‐coated pits 42, 52t, 55Clavicle 173, 180, 188Clavodeltoid muscles, of thoracic limb 227tClaws 139, 151, 188Clearance rate 554Cleidocephalicus muscle 226t, 227tClitoris 326t, 665Cloaca 685Cloacal kiss 685Cloning 686, 688– 690
Clostridium botulinum 208Clot, blood 445–447Club hair 147Clutches, eggs 683Coagulation 326t, 445, 446Coat color 149, 150tCochet‐Bonnet aesthesiometer 418, 419tCochlea 355, 356Cochlear duct   356, 357



Cocks 682Codon 22, 88Coenzyme Q 71Coenzymes 47, 64, 70, 71Coffin bone 152, 184Colchicine 25, 31t‘Cold’ hormones 386Collagen 37, 117, 118, 121Collecting duct 542–544, 547Collie, skull of 176Colloid osmotic pressure 465Colon 571, 594, 595, 605Colony‐stimulating factors 444, 525Colostrum 399 (Box 12.3), 515 (Box 15.1), 613 (Box 17.3),636, 640Columnar epithelial cells 105, 107, 660Commissural fibers 277Commissure   282, 291, 342, 343Common pathway, blood clotting and 447, 477Communicating junctions 113Compact bone 126, 127, 160Complement 436, 521t, 528Complete blood count 443 (Box 13.2)Complete fracture 198Composite tissues 127



Compound alveolar glands 116Compound fracture 198Compound microscope 19Compound tubular glands 116Concentric contraction 214, 215Conceptus 672, 675Conchae 487, 488Conducting pathway anatomy 489larynx 489oropharynx and laryngopharynx   488pharynx and nasopharynx   488trachea and bronchi   490, 491Conduction system, cardiac   455Condyloid joint 192Conesstructure of   346, 351visual information processing and 349, 352, 353visual pathway 353, 354Congestive heart failure 450 (Box 13.5)Conjunctiva 342, 345



Connective tissues 117classification of 117components of 118, 121, 122sheaths in skeletal muscle   202Sirus Red‐stained 120specialized 122–125, 127Connexins 244, 245Connexons   245Consensual light reflex 290tContinuous capillaries   463, 481Contour feather 154Contractile proteins 204, 447Contractility 459muscle and 461, 480Contraction phase, muscle twitch   212Control center 5, 6Controlled internal drug release devices 671Conus medullaris   290Convergence, of neuronal pools   247Convergent fascicle arrangement   223Coracobrachialis 227tCoracoid 181Coracoid process 181Cori cycle 68, 69Corium 152



Cornea 344, 345layers of 108sectioned, image of 108, 109Corneal nerves, diabetes and 418, 419tCorneal reflex 290tCorneal touch threshold, in diabetic and normal dogs 419tCornual diverticulum 488, 489Corona radiata   669Coronary arteries   453Coronary circulation 478Coronary groove   449Coronary sinus   449, 451Coronet 152Corpora albicantia 661, 692Corpora quadrigemina   283, 284Corpus callosum 273, 279Corpus luteum 403, 405 (Box 12.4)   664Corpus striatum 278, 279Cortexof adrenal 412, 413of kidney 540, 541Corticosterone 412, 414, 428, 445 (Box 13.3)Cortisol 155, 412, 414Costal arch 180Costochondral joints 193



Costovertebral joints 193Cotyledons   675, 676Coxal articulation 195C peptide 416Cranial 7t, 9tCranial bones 174tCranial cavity 9Cranial cruciate ligament 195, 196Cranial nerves 8, 242, 288, 289tCranial reflexes 290tCraniosacral division of ANS 322, 332Cranium 173, 174Creatine 215, 216Creatine phosphate   216Cricoid cartilages 489, 490Crista ampularis   358Cristae 21, 22Crop 580Crop milk 580Crossed‐extensor reflexCrus cerebri   283, 284Cryptorchidism 678Cubital joint 181Cuboidal cells 98, 103Cumulus oophorus   669



Curare 208Cushing’s syndrome 415Cyclic adenosine monophosphate 80, 427Cyclic GMP 373Cyclins 35Cyclopentanohydrophenanthrene 42Cystorelin 405 (Box 12.4)Cytochrome C 71Cytokine receptors 524Cytokinesis 34Cytology 97Cytoskeleton 24, 26, 113Cytotoxic T cells 532

dDale’s principle 259Dalton’s law 496–497Deciduous teeth 575, 576Defensins 140, 142, 146 (Box 5.1)Dehorning 152Dehydration, polycythemia and   436Deiodination enzymes 407, 410Deltoid muscles 181, 227tDeltoid tuberosity 181, 182Demyelinating diseases 257 (Box 8.3)



Denatorium, bitter taste and 340Dendrites   243, 246Dendritic cells 522, 523, 531Dendritic spines 243Dendritic tree 243Dens 178Dense bodies, in smooth muscle   220Dense bone 126Dense connective tissue 225Dense irregular connective tissue 118, 120Dense regular connective tissue 120, 121Dental pad 577Dentate gyrus 576Dentes 575Dentin 576Deoxyribonuclease 600tDeoxyribose 40Depolarization, heart contraction   455, 456Dermal papillae 143, 144Dermis 141Desmin 220Desmosomes 25, 114Dewclaw 7t, 171, 188



Diabetes 53, 417, 418type I 417type II 417, 428Diabetes insipidus 397Diabetes mellitus 417Diacylglycerol 209, 251, 265, 370Diagnostics, reflexes used in 317, 318Diaphragm 9, 208, 260, 472Diaphysis 159, 160Diarthrotic joints 190Diastolic blood pressure 466, 467Dicrotic notch 458, 460Diencephalon   273Dietary energy, processing of 63Diffuse placenta 676Diffusion 50, 52t, 53capillary exchange and 54osmosis and 49, 50Digestible energy 63Digestion 567hormonal control of 652Digestive enzymes 600tDigestive organs, blood supply of 570



Digestive system 567, 599enteric nervous system and 586, 608tfunctional anatomy of 571, 592, 601accessory organs 603esophagus 580large intestine 608, 609mouth 574pharynx 578small intestine 593, 596, 598stomach 583Digital cushion 152, 153Digits 184, 189Dihydroxyacetone phosphate 66Dipeptidase 600t, 619Dipeptides 36, 601, 619Diploe 161Directional terms, in anatomy 7tDirect light reflex 290tDisaccharides 39–41Discoid placenta 676Displaced fractures 167Distal 7tDistal convoluted tubule 548, 549Distal phalanx 152, 184D‐isomers 40



DNA 87, 88chromatin structure and 86double‐stranded, creation of 43, 44histone and 28, 29information transfer from RNA to 88, 90 (Box 3.3)mammary, measure of 30tprotein synthesis and 36, 88, 89sexed semen and 688structure and function of 42transgenic animals and 420, 512 (Box 15.2), 689, 698Dogsantigen groups or blood types in 448axial and appendicular skeleton in 179, 183, 185blood cell numbers in 438theart worms in 459 (Box 13.7)hypothyroidism in 409number of teeth in 577tDolly (cloned sheep) 11, 673, 689Dopamine 260t, 261, 265t, 302 (Box 10.1)Doping, blood 436 (Box 13.1)Dorsal cavity 9Dorsal column‐medial lemniscal pathway 305Dorsal (positional term) 7tDorsal ramus   291, 300, 321Dorsal root ganglion 328



Dorsiflexion 225tDuctus arteriosus 451Ductus deferens 677– 679Duodenum 106, 569, 586Duplex uterus 665tDural sinuses 292Du Vigneaud 395Dwarfism 167, 399, 411Dyneins 25Dystocia 232
eEaranatomy of 354– 356inner ear 355middle ear   357outer ear 354Earwax 354Eccentric contraction 237Eccrine glands 145, 151 (Box 5.3)Eclampsia 411Ectoderm 624EEG wave patterns   286Effectors 5



Efferent fibers 299, 318of autonomic NS  318, 319of somatic nervous system 318Egg cell, cloning and 688, 689Egg‐laying fatigue, in birds 169Egg production, photoperiod and 683Eggschicken, parts of   685pores in 683production of 683release of 683Eggshell formation 683Eicosanoids 41Elastase 600t, 604Elastic arteries 121, 462Elastic cartilage 125, 137Elastin 137Elbow flexion, stay apparatus of horse 231, 235Electrical synapses 244t, 257Electrical transmission, synaptic transmission and 244tElectrocardiogram 256, 457Electrolytes 436, 549, 574Electron microscope 19, 131, 137Electrons 12, 13, 45, 46, 71Electron transport chain 71, 72t



Elevation 225tmuscle contraction and 225tELISAs, See Enzyme‐linked immunosorbent assaysEllipsoidal joint 192Embden‐Meyerhof pathway 65Embolus 446Embryos 405 (Box 12.4), 672, 687Embryo transfer 687Emesis 498 (Box 14.4), 584Emmetropic eye 348, 349Enamel, tooth 576Encapsulated dendritic endings 143t, 311End diastolic volume 458, 460Endochondral bone 164, 165Endocrine glands 115, 388Endocrine pancreas 416Endocrine signaling 80, 372



Endocrine system 5, 80, 367, 388tadrenal gland   406, 412– 414cell signaling   369– 380EGF family 419, 422endocrine and growth factor signaling 369tendocrine pancreas 416FGF family 424hormones of the anterior pituitary 390thormones of the hypothalamus 391t, 392thormones of the posterior pituitary 389, 392thypophyseal‐pituitary axis 388IGF‐family 399, 419lactogenesis, lactation and 402, 634, 638leptin 426measuring circulating hormone concentrations   384–
386mechanisms of cell surface hormone signaling 369t–
377mechanisms of internal hormone cell signaling  378–
380thyroid gland   407, 408transforming growth factor beta family 425Endocytosis 52t, 55, 57Endoderm 673Endometrium 665t, 666, 692, 694Endomysium 129, 130



Endoneurium 299, 300Endoplasmic reticulum 22, 23Endosome 24, 56, 57, 612 (Box 17.3)Endosteum 160, 161, 163Endothelial cells 2, 103, 462, 463Endothelial‐derived relaxation factor   471Endothelium‐derived factors, blood pressure regulationand   469, 471End systolic volume   458, 460Energy of maintenance 63Enkephalins 260t, 325Enteroendocrine cells 582, 586Enteric nervous system 616Enterocytes 11, 602, 611, 641 (Box 18.2)Enterogastric reflex 586Entropy 61Enzyme‐linked immunosorbent assays 383, 387, 427Enzymesaction of 49classification of 48tdigestive 600tnaming 48significance of 47Eosinophils 129, 437t, 438t, 441, 534tEpendymal cells 135, 247, 295



Epicardium 448, 449Epidermal growth factor 419t, 422Epidermis 139, 141, 144Epididymal duct   678Epididymis   678Epiglottic cartilage 490Epiglottis 574, 579, 580Epimysium 129, 130Epinephrine 260t, 261, 322, 325Epineurium 299, 300Epiphyseal plate 126, 161, 166Epiphysis 166, 197, 283, 284Epithalamus 296Epithelial cells 98Epithelial cell shapes, classification 99Equilibrium 335, 354, 355, 358ErbB family of receptors 422Eructation 591Erythemia 469Erythrocytes 128, 436 (Box 13.1)   437Erythropoietin 418, 440Esophagus 580Estrogen   388, 404Estrous cycles   404, 666, 667t, 670Estrus cycle 692



Estrus synchronization 671Eukaryotic cells 27, 87Excitation‐contraction coupling 207, 237Excitatory postsynaptic potentials 253Exercisecarnitine and 75, 219 (Box 7.1)lactic acid and   216, 237muscles and   216Exhalation 494Exocrine glands 11, 107, 111, 115Exocytosis 115, 257, 268Exons 39, 87Expiration 229tExtracellular matrix 99Extrafusal muscle fibers   314– 316Extraocular muscles 343Extrapyramidal system 277, 278Extrinsic eye muscles 343, 360Eyeballanatomy of 344, 345fibrous tunic and 360lens   345, 361retina (sensory tunic)   345, 346, 361vascular tunic and   345, 346, 360Eyebrows 360



Eyelashes 360Eyelids 360
fFacial bones 159, 174tFacial cranial nerve   288, 289Facilitated diffusion 52t, 54, 619F‐actin (filamentous actin)   206Factor X   446, 447Facultative reabsorption 550Falciform ligament 569, 605Falx cerebelli   292Far point of vision 348Fascicles 130, 202Fast glycolytic fibers 217Fast Green stain 119Fast muscle fibers 217Fat mobilization, in lactating cows 78Fatty acids 14, 15tFatty liver syndrome 81 (Box 3.2)Feathers 151Feedback systems 5, 6Femur 160, 171Fenestrated capillaries   463, 464Fertilization 685, 687



Fever 6, 518, 520Fibrin 446Fibrinolysis 447, 477Fibroblast growth factor 424Fibroblasts 33, 37, 117, 118Fibrocartilage 125Fibula 171, 186, 187Field of vision 349, 350Fight‐or‐Flight response   242, 318, 320, 322, 406Filiform papillae 337, 338Filtration 465, 466, 541, 545Filum terminale 290First antibody 385First law of thermodynamics 61Flat bones 161, 197Flavin adenine dinucleotide 70, 71Flexion 192, 193t, 224Flexor reflex 317, 319tFloating ribs 171, 180Floating teeth 578tFluid mosaic model 14Foliate papillae 337, 338Folic acid, birth defects 271 (Box 9.1)



Follicles 403, 407, 611, 660development of 666, 667in bovine 667, 670tertiary   670laying hen ovary 683, 684Follicle‐stimulating hormone 403, 670Follicular phase 403, 670Follicular waves, in estrous cycle 403Foramen of Magendie 275, 276Forebrain   278, 280Forestomachs, in ruminants 587, 618Fornix   279, 281Fornix vagina, bovine 663Fossa ovalis   450Fovea capitis 170t, 186, 195Fractures 198Frank‐Starling law, of the heart 459Free dendritic nerve endings 143t, 307, 310tFree fatty acids 80, 601, 619Frog 152–154Frontal (dorsal) plane 8Frontal lobe, brain 273, 274Frontonasal suture 173, 174Frosty (calf), birth of 686Fructose 40, 41, 66



Fundus, stomach 581Fungiform papillae 337, 338Funiculi, in spinal cord 291Furstenberg’s rosette 519
gGABA, See Gamma‐aminobutyric acidGalactopoiesis 397, 639, 650, 653Galactose 41Galactosyltransferase 635, 644 (Box 18.3)Gallbladder 567, 605, 607, 608tGamma‐aminobutyric acid 260t, 263, 265tGamma motor neurons   314–316, 318Ganglia 278, 301, 318Gap junctions 114, 132, 219, 220Gastric emptying 585, 586Gastric glands 582Gastric inhibitory peptide 586Gastric pits 582Gastrin 582, 583, 585Gastrointestinal (GI) tract 11, 612 (Box 17.3)Gastrulation 271G Cells 582, 583Generator potential 309Germinal epithelium 661, 678, 681



Gigantism 167Ginglymus joint 192Gizzard 593, 594Glandsclassification of 115, 116exocrine 115, 116lacrimal 343– 345Glans penis   679Glaucoma 264, 347Glenoid cavity 181Globular protein 15, 38, 206Globus pallidus 278, 279Glomerular capsule 542–544Glomerular filtration rate 545, 549calculating 545serum creatine and 554Glomerulus 412, 542–544Glossopharyngeal cranial nerve   288, 289t, 322Glucagon 79, 416, 417Glucocorticoids 387, 415ACTH and   406, 412, 414mammary cell differentiation and 636, 638, 639parturition and 494 (Box 14.2)Gluconeogenesis 65t, 72–74 (Box 3.1)



Glucose 39, 40homeostasis and concentrations of 3, 4hypothalamus and 326insulin infused in cows after   416storage of 40, 42, 65t, 75Glucose‐1‐phosphate 72, 73Glucose‐6‐phosphate 66, 67Glutamate 86, 259, 263, 307, 340, 341, 352Glutaraldehyde 17Glycerol 14, 15, 79Glycogen, structure of 42Glycogenesis 65tGlycogenolysis 65tGlycogen phosphorylase 73Glycolysis 65tGlycoproteins 39, 477Glycosaminoglycans 39, 409GNRH 391t, 392t, 428Goblet cells 105, 106, 115Goldman equation 250Golgi apparatus 22–24Golgi tendon apparatus   317Golgi type I neurons 246Golgi type II neurons 246Gonadotropin‐releasing hormone 391t, 392t, 428



G proteins 251, 339, 352, 370, 373Granulocyte colony‐stimulating factor 525Granulocytes   437basophils   437eosinophils   437neutrophils   437Granulosa cells   668Gray area, of spinal cord   290, 291Gray matter 244Greater trochanter 186Growth factors 418, 419tGrowth hormone 390t, 397Growth hormone releasing hormone 391t, 392t, 428Guanylate cyclase 375Guanyl cyclase‐linked receptors 369t, 370Guard hairs 147Gustation 302, 337, 339taste 339bitter taste   340salty taste   340sour taste   340sweet taste   339umami   341taste pathway   339, 340tongue 337



Gustatory system 337Gustducin 340Gut microflora 610Gyri 273, 274G0 phase, in cell cycle 27, 32
hHabenula 283Habenular commissure 283Hair 146, 147Hair beds 146Hair bulb 147Hair cellsof inner ear 302t, 356, 357macula and   358Hair color 149, 150tHair follicles 148 (Box 5.2)Hair growth cycle 148Hair shaft, regions of 146Hard palate 487Hardware disease 588Haversian canal 126, 127, 162HCL, regulation of secretion 583Heap, Walter 687Hearing 354



Heartanatomy of   449blood pathways through 451cardiac muscle and conduction   455, 458coronary circulation   453coverings 449external structure of   449internal structure of   450layers of 449pericardium 448pulmonary circulation 452systemic circulation 453Heart chambers and vessels   450atria 451ventricles 451Heart murmurs 458Heart rate 458Heart sounds 457Heart worms, canine 459 (Box 13.7)Heat, detection of 671Helicotrema 356, 357Helper T cells 517, 531, 534tHematocrit 475Hematology 437Hematoma 149, 168



Hematopoiesis 443, 444Hemidesmosomes 113, 114Hemochorial placentation 676, 694Hemoglobin   439Hemostasis 476Henry’s law 497, 509Heparin 447Hepatic artery 606Hepatic duct 606Hepatic portal system 606Hepatic vein 606Hepatocytes 606Hepatoduodenal ampulla 593, 595, 607Hepatoduodenal ligament 569Herceptin 422Heregulins 422Heterophils 445 (Box 13.3)Hexokinase 65, 67Hillock 136, 243, 253Hindbrain 272, 273Hip dysplasia 195 (Box 6.2)Hippocampus   276, 279Hippuric acid 549Histamine 260t, 263, 307, 437t, 582, 583Histones 28, 29



Hock 186, 200Holocrine secretion 115Homeorhesis 398Homeostasis 3, 4Hoof 153Hooke, Robert 44Horizontal cells 346, 352Hormone sensitive lipase 80Horns 152Humeral capitulum 181, 182Humeral condyle 181, 182Humeral trochlea 181, 182Humoral immunity 515, 518Hyaline cartilage 125, 161Hydrogen bonds 12, 13Hydrolases 48tHydrophilic molecules 13Hydrophobic molecules 13Hyoid bone 173Hypercalcemia 411Hypercapnia 468, 501Hyperglycemia 417Hyperopia 348, 362Hyperplasia 29, 32Hyperpolarization   254, 258, 353



Hypertrophy 29, 166, 218Hypoglossal cranial nerve   288Hypophyseal‐pituitary axis   388, 390Hypophyseal portal system   390, 465, 482Hypothalamus   281, 282Hypothyroidism 408Hypertonic solutions 50, 51H zone   204–206

iI band, sarcomere   204, 205ICAM‐1, 525Ileum 593–595IgA 529IgD 529IgE 529IGF‐1, 419IFGBPs 421IGF family of growth factors 419IGF‐II 419IgG 529IgM 529Ileocecal valve 596, 608, 610, 620Ileum 593, 594, 596Iliac wings 170t, 185



Immunity 515acquired, types of 518blood and 529cell‐mediated 518, 531complement 528digestive tract and 611, 612humoral 518innate or nonspecific 518passive 518specific 528, 531Immunocytochemistry   380, 443 (Box 13.2)Immunoglobulins 448, 515 (Box 15.1), 448, 529Immunology 515Incisors 576, 577, 616Incomplete break 168Incus 355, 356Indirect calorimetry 63Indoleamine 261, 262Infections, response to 520, 521tInferior colliculi   283Inferior mesenteric ganglia   322Inferior vena cava 472, 484Inflammation 520, 521t, 522, 526Infraorbital glands 145Infraspinatus muscle 228



Infraspinous fossa 156, 228tInfundibulum   281, 282, 392Inguinal ring 677Inhalation 493, 508Inhibitory postsynaptic potential 253, 254Inner cell mass 673, 675Inner ear 354– 356Inositol phospholipid signaling 368, 370, 372, 375, 470Insertion, muscle   224, 225tInspiration 493, 496Insula   274, 587Insulin 79, 384, 416, 604Integumentary system 4, 139, 521 (Box 15.2)dermis 141, 142, 144epidermis 139hair 146, 147leather 139nails, claws, hoofs, and feathers 151–152other skin glands 145sebaceous glands 145skin and hair color 149, 150tskin cell types and layers 140, 141sweat glands 143vitamin D metabolism 150, 151Intercalated discs 219, 222t, 454



Intercostal muscles 222, 500Interferons 524Interleukins 524Intermediate fibers 237Intermediate lobe, pituitary   389, 406, 428Internal respiration 493, 497Internasal suture 173, 174Interneurons 524Interoceptors 143, 303Interphase periods, in cell cycle 32Interstitial bone 126, 197Interstitial cells of Cajal 584Interstitial fluid 48, 50Interstitial growth 126, 165Intervertebral articulations 193Intervertebral disc 198Intestinal villi 596, 597Intrafusal muscle   314Intramembranous ossification 164Intraocular muscles 344Intraperitoneal organs 569Intrinsic pathway, blood clotting   446, 447Introns 39, 87Inulin 549Involuntary muscle 201, 203, 219



Iodine 407Ionic bonds 44, 45Iris 326t, 342, 345Irregular bones 159Ischial bones 185Ischiatic tuberosity 185Ischium 185Islets of Langerhans 416, 604Isomerases 48tIsometric versus isotonic contraction   215Isotonic solutions 51Isthmus 407
jJAK2, See Janus tyrosine kinase 2, 371, 377JAK tyrosine kinases 371Jaundice, skin color 149Jejunum 593, 594Joints 189, 190t, 191Juxtacrine 368Juxtaglomerular apparatus 543, 544Juxtaglomerular nephrons 543
kKallikrein 521t, 522



Kangaroo rats 551 (box 16.2)Kennedy, G.C. 426Keratin 109, 110, 519in hair 146streak canal 141, 142, 519Keratinocyte 139Keratinocyte growth factor 424Keratin sulfate 125Keto acid 36, 85Ketogenesis 81Ketone bodies 81, 417Ketosis 73 (Box 3.1), 81, 82Kevorkian, Jack 251 (Box 8.1)Kidney osmotic gradient 550Kidneysanatomy of 539–541avian 560, 561, 563blood flow to 541, 542blood supply to 541, 542excretion of wastes and pH control 549, 554, 555, 557renin‐angiotensin system of   469, 470Kidney tissue 548Killer T cells 443 (Box 13.2), 518, 532 (Box 15.3)Kilocalorie 62Kinases 47, 268, 369, 371, 374, 381 (Box 12.1)



Kinesins 25Kinetochores 33Kinins 521t, 522Knee (stifle joint) 186, 187, 195Krause’s corpuscles 311tKrebs cycle 68, 69Krouze, N. K. 397K‐selection animals 659Kupffer cells 442
lLabyrinth (inner ear) 355, 356Lacrimal apparatus 360Lacrimal canals 489Lacrimal caruncle   488Lacrimal gland   345, 360Lacrimal puncta 360Lactase 599, 600tLactate 68, 69Lactate dehydrogenase 48t, 66Lactating cowsfat mobilization in 77–80GH and insulin in 79



Lactationenergy costs of 77thormonal control of   396overview of 624thyroid gland and maintenance of 409–411Lactation curves 648Lacteal 596, 619Lactic acidCori cycle and 68, 69exercise and 68, 69Lactocrine hypothesis 677Lactoferrin 519, 521Lactogenesis 634alveolar cell differentiation and 641, 642tendocrine system and 634–640stages in 634Lactose 23, 24, 41Lactose synthesis 402t, 635, 638tLacunae 125, 127, 162Lamellae 162, 163Lamellipodia 25Lamina propria 490, 570, 611Langerhans, Paul 416Lanolin 518



Large intestineanatomy of 594, 608chemical digestion in 610, 621functions of 610histology of 609Laryngopharynx   488, 489Larynx 489Latent phase, muscle twitch   212Lateral canals 162Lateral condyles 186Lateral horns of spinal cord   291Law of mass action 381, 427Leather, tanning process for 155Lens   345Lentiform nucleus 278, 279Leptin 282, 391, 419tLesser trochanter 186Lethal injection 251 (Box 8.1)Leukocytes   437t, 440Leversclasses of 223, 224muscles as 223–225Leydig cells 405, 678Lidocaine 252 (Box 8.2)Ligamentum arteriosum 451, 453



Ligand‐induced receptor homodimerization  377Ligand‐receptor interaction 381–384Ligases 48t, 425Light, eye and adapting to 353Light transduction, by photoreceptors 349– 352Limbic system 273, 279Lingual frenulum 337Lipemia 82Lipid digestionrumenal 592, 599, 601in small intestine 601, 602Lipogenesis 75, 77t, 79Lipolysis 79, 80Lipoproteins 41, 437, 602, 608Liveranatomy of 606blood supply of 606, 607functions of 607histology of 606lobules of 606Lobar arteries 541, 542Loop of Henle 543, 544Loose connective tissue 117–119Lordosis 671Lumbar vertebrae 171, 172, 177



Lungsalveoli 491, 492avian 501, 502blood supply to 471, 472carbon dioxide transport in 496, 497compliance of 495pleural membrane 508Luteinization 403, 669Luteolysis   670Lyases 48tLymph 466Lymphatic system 535Lysosomes 24, 52t, 57Lysozyme 518, 521 (Box 15.2), 574, 597, 644 (Box 18.3)
mMachine milking 141, 404Macrophages 52t, 56, 438t, 442Macula 543Macula adherens 113Macula lutea 346Magnum, in chicken reproduction 683, 684Maintenance energy of 63Major histocompatibility complex 523, 532, 533 (Box15.3)



Male reproductive function   677– 682Males, lactation in 623 (Box 18.1)Malleus 355, 356Maltose 41, 599Mammary alveolus 634Mammary band 624Mammary buds 624Mammary development 624, 625, 632Mammary glandsnumber of, among species 624tstem cells and 627variation in location, number 624tMammary growth 625, 630tMammary involution 651Mammogenesis 629Mandibular salivary glands 322, 573–575Mannus 182, 184Masseter muscles 223, 226t, 231Mast cells 443, 447, 520, 521t, 529Mastitis 17t, 521 (Box 15.2), 526Meatuses 170t, 354, 355, 488Mechanical nociceptors 302



Mechanoreceptors 143t, 310tbaroreceptors 303, 304depolarization of   310proprioceptors 303, 305tactile receptors 303Medial 7tMedial forebrain bundle 282Medial plane 8Mediastinum 448, 491Medulla of kidney 540Medulla oblongata 273, 283– 285Medullary cavity 159, 160Medullary cones 562Medullary lamina 280Meissner’s corpuscles 303, 304Melanin 142, 149, 150tMelanocortin 149, 150t, 406Melanocyte‐stimulating hormone   406Melanosomes 142, 149Memory cells, (B and T cells) 518, 530, 534tMeninges 271, 272, 292Meocrine glands and secretion 115, 643Merkel cells 142t, 310Mesaticephalic skulls 176Mesencephalon 272, 273, 283



Mesenchymal cells 122, 164, 425Mesenteries 569Messenger RNA 22, 87–89, 612 (Box 17.3)Metabolic acidosis 557Metabolism energy 61–63Metaphase 33, 34Metaphysis 159, 160Metencephalon   273, 284Micelles 16, 23, 601, 602Microbiome 602 (Box 17.2), 613, 614Microtubules 24, 25t, 26, 27Microfilaments 24, 26Microglia 247, 248Microtome 18Midbrain 272, 273Middle ear 354– 356Midsagittal plane 8Milkcomposition of 625, 644t, 653hormones in 399 (Box 12.3)Milk ejection reflex   395, 396Milk fever 411, 415



Milkingkeratin loss 141, 142prepartum 366serum oxytocin at   396Milking machine 404Milk productionlactation strategies 649 (Box 18.4)milk somatic cell count 17, 525, 527somatotropin in 397after suppression of prolactin   403Milk somatic cell count 17, 527Milk synthesis 640Milk yield‐body weight equations 649Mineralocorticoids 40, 412Mitochondria 21, 22Mitosis 26, 32, 34Mixed nerves 289, 299M‐line   205, 207Monoclonal antibodies 516 (Box 15.1), 530Monocular vision 349Monocytes  437Morula 673, 674Motilityof ruminant stomach 590in small intestines 598



Motor areas, cortex 276, 277Motor cranial nerves 289t, 290tMotor endplates 134Motor neurons 136, 207, 208Mouth 495 (Box 14.3)Mucin 573, 597Mucosa 11, 490, 570Mucous glands 335Mucous neck cells, in gastric glands 582Multilocular adipose tissue 122Multinucleated cells 161, 203, 476Multiunit smooth muscle 220Muscarine 265t, 323Muscarinic receptors 323, 325, 583Muscle contraction 207, 209Musclesattachment types for 225cardiac 132, 133eye 343, 344functions and attachments of 222, 225tproperties   204– 207skeletal   202, 204smooth   219– 221tongue 337–338, 359, 573, 574, 616Muscle spindles 311, 315



Muscle tone 214, 317Muscle twitch   212Muscularis externa 134, 570Muscularis mucosa 570, 611Myelinated nerve fibers 135Myeloid stem cells 444Myenteric plexus 571, 585, 586Myoblasts   203Myocardium 449, 453, 477Myofibrils   203, 204Myofilaments   203, 236Myoglobin 456Myogram   212Myometrium 665Myopia 362Myosin 132, 204
nNADH 66, 68, 70NADPH 83, 84Nail body 151Nail fold 151Nail root 151Nails 151Nares   488, 507



Nasal cavity 487, 488Nasal glands 322Nasal septum 487, 488Nasopharynx   488Natural killer T cells 518Natural selection 294Navicular bone 152, 153Near point of vision 348Nearsightedness 348Nebulin 206Necropsy, defined 97Necrosis 301Needle teeth 578tNegative feedback loops 5, 6Neocortex 276, 295Nephrons 539, 542, 543Nernst equation 249



Nerves 299classification of   299connective tissue of   300cranial   288, 289tdegeneration and regeneration of 257 (Box 8.3), 301,302 (Box 10.1)mixed 328spinal 299, 300vagus 322Nervous systemautonomic nervous system 318peripheral nervous system 299, 300Nervous tissue 135, 136Net energy 61–63Neural tube 271 (Box 9.1)   272Neurocoele 271, 272Neuroendocrine messengers 393t, 414Neurofilaments 25Neuroglia 95Neurohypophysis 281Neuromuscular junction   208, 244, 260Neuronal pools, diverging and converging  247, 258



Neuronsaxon   243cell body   243cholinergic   261classification of   246, 247dendrites   243, 246pre‐and postganglionic  323synapse 244tNeuropeptides 325Neurotransmitter receptors 264, 265tNeurotransmitters 260t, 262agonists and antagonists 265tamines 259, 260tacetylcholine 260 (Box 8.4)adenosine 324tcatecholamines   261indoleamine   262peptides 262, 263unconventional 262– 264Neurotrophic factors   301Neurulation   272Neutral fats 14Neutrophils   437tNiacin 47Nicotinamide adenine dinucleotide 48, 68



Nicotine   208, 265tNicotinic receptors   208, 265tNictitating membrane   343, 344Nitrogenous waste 560, 561Nociceptors 302, 306, 307Node of Ranvier   242, 256Nonesterified fatty acids 77, 398Norepinephrine 80, 260t, 261Notarium 188Notochord 271, 272Nuclear envelope 27Nuclear lamina 28Nuclear matrix 28Nucleic acids 43Nucleoli 28Nucleotides 43, 90 (Box 3.3)Nucleus 28Nucleus cuneatus   306Nucleus gracilis  306

oObligatory transport 551Occipital condyle 170t, 175Occipital lobe   274Occluding junctions 113



Ocular reflexes 327Oculomotor cranial nerve 289t, 348Off‐center area 352, 353Off‐center bipolar cells 352, 353Oil gland 139, 145Olecranon fossa 170t, 182Olecranon process 170t, 183Olfaction 335, 336 (Box 11.1)Olfactory bulb   284, 336Olfactory cortex   276Olfactory epithelium 246, 335–337, 359Olfactory pathway 337Olfactory receptors 359Oligodendrocytes 135, 244Omasum 572t, 587Omentum 569On‐center area 352, 353On‐center bipolar cells 352, 353Oocytes 403, 661, 668Oogenesis   668, 683Opsin 349, 351Optic chiasma 353, 354, 392Optic nerve 289t, 348Optic tract   354Ora serrata   345



Orbicularis oris muscle 223, 226tOrganelles 20Organ of Corti 356, 357Ornithine‐urea cycle 560, 561Osmosis 50, 52tOsmotic pressure 50Ossification 125, 127, 164Osteoblasts 164–166Osteoclasts 164–166Osteocytes 164–166Osteomalacia 169Osteon 197Otolithic membrane 358, 358, 364Otoliths   358Ova 660Oval window 355Ovarian follicles   668, 683Ovarian medulla 661, 692Oviducts 659, 660Ovulation   668, 683Ovum 660Oxidases 24Oxidative phosphorylation 66, 71, 91Oxygen‐hemoglobin dissociation   499Oxygen transport   497– 500



Oxytocin 367, 392t, 394– 396 (Box 12.2)Oxytocin receptors 374, 384
pPacemaker cells 137, 584Pacinian corpuscles 141, 143t, 144, 304Paget’s disease 411Pain pathway 306, 307Palate 337, 338, 340Palpebrae   342PAMPs 517, 522, 611Pancreasfunction of 416, 417, 619histology of 604Pancreatic secretions 600t, 604Paneth cells 597, 611Panniculus adiposus 122Panting 145Papillary layer, dermis 143, 144Papillary reflex 348Pap smear 1, 16Para‐aminohippuric acid 554Paracloacal vascular bodies 685Paracrine action 368, 419, 524Parenchymal tissue 30



Parasagittal plane 8Parasympathetic division of ANS   242, 320Parathion 260 (Box 8.4)Parathyroid hormone 413Paraventricular nucleus   281, 282Paravertebral chain 321, 322Parenchyma 30Parietal cells 582Parietal lobe, brain   274Parietal peritoneum 568, 569Parotid salivary glands 616Pars distalis 388, 389Pars intermedia   389Pars nervosa   389Pars tuberalis   389Parturient paresis 169Parturition 676Passive immunity 515 (Box 15.1)Passive transport 52Patella 159, 160, 186Pathology 97Pelage cycles 147Pelvic symphysis 185, 195Pennae 154Pentose phosphate pathway 74



Perforin 532 (Box 15.3) 534Perianal glands 149Pericardial cavities 9, 477Pericarditis 477Perimysium 129, 130Perineal reflex, in diagnostic 317, 319tPerineurium   300Periosteal bone 165Peripheral nervous system 299, 301Peritoneal cavity 567, 568Peritubular cells 681Peroxisomes 24Peyer’s patches 145, 535Phagocytes 518, 520, 522Phalanges 171, 184Pharynx 487–489Pheromones 335, 336 (Box 11.1)Phosphate buffer systems 556, 557Phosphodiesterase  340, 352Phosphofructokinase 65, 67Phospholipase C 209, 370, 469Phospholipids 14, 15Photoperiod 147, 403, 667, 682Photopigments 349, 351Photoreception 351– 353



Phrenic nerve 500Pia mater   290, 292Piebald spotting 150t, 157Pineal body 283Pinocytosis 57, 612 (Box 17.3)Pituitary gland 388anatomy   389endocrine regulation of milk production 640hormones   390t, 392tlobes   389Placenta 672Placental lactogen (PL) 636, 676Placentas 676Placentomes 676, 694Plane joint 195Plantar 7t, 154, 225tPlasma   436Plasma cells   442, 518, 530Plasma membranes 15, 53 (Box 2.2)Plasmin 447Plasminogen 447Platelet‐derived growth factors 33, 369t, 446Pleural cavities 9Pleural membrane 491, 508Pleurisy 508



Plexus of Auerbach 571Plica 596, 609PMN, See Polymorphonuclear leukocytes, neutrophilsPneumatic bones 502Pneumotaxic center 500, 511Pneumothorax 508Polar molecules 13Polyclonal antibodies 516, 530, 536Polycythemia 435, 436Polyestrous species 666, 667Polymorphonuclear leukocytes 129, 526, 534tPolyribosomes 20, 23Pons   273, 283, 284, 288Pontine‐geniculate‐occipital (PGO) 287, 288Pontine respiratory group 288Portal systems 464Positive feedback systems 7Posterior pituitary   389hormones of   392t, 393, 394Postganglionic neurons 319, 322, 323Postpartum alveolar structures 635Postpubertal mammary development 626, 632tPostsynaptic membrane 244, 245Postsynaptic potentials 253, 254Power stroke, sliding filament theory and  210, 211



P‐Q interval, in electrocardiogram   457Precapillary sphincters   463Preen gland 146Preganglionic neurons 319, 331Pregnancy 639Pregnant mare serum gonadotropin 676Premature infants, surfactant production 14Preovulatory center 405Preovulatory LH center 405Prepartum alveolar structures 634Preprohormones 262, 263Prepubertal mammary development 626, 628, 630Presbyopia 348Presynaptic inhibition and facilitation   258, 287Presynaptic membrane 244, 245, 257, 268Primary antibody 244, 245Primary sprout 625Proacrosin   672Progesterone   404, 414Prolactin 401, 403, 428Pro‐opiomelanocortin   406Prophase 32–34Propionic acid 40, 68, 592Proprioceptors 143, 300, 303Prostaglandins 42, 307, 521t



Prothrombinase   446Proventriculus 593, 594Proximal 7tPseudostratified epithelial cells 111Pubertyfarm animal management 667tin females 666Pubic symphysis 190tPuffer fish 252 (Box 8.2)Pullets 682Pulmonary arteries 451Pulmonary circulation   452, 471Pulmonary embolism 476Pulmonary gas exchange 597Pulmonary valves 452Pulmonary veins 493Pulmonary ventilation 493Pupil 290t, 345Purine 43, 44Purkinje fibers   455, 479Purring, in cats 490 (Box 14.1)Putamen 278, 279P wave in electrocardiogram   457Pygostyle 188, 189Pyloric region 581, 582



Pyloric sphincter 581Pyramidal system 277, 278Pyrimidines 43, 44Pyruvate carboxylase 74 (Box 3.1)Pyruvate kinase 67, 68t
qQRS complex, in electrocardiogram   457Q‐T interval, in electrocardiogram   457Q wave, in electrocardiogram   457

rRachis 154Radial fossa 181Radioactivity, disintegrations per minute and 382Radioimmunoassay (RIA) 384Radius 183, 188, 199Ramp retina, in horses 348Rapid eye movement (REM) sleep 286, 287, 296Receptive field   304Receptor assay   381Receptor downregulation 383Receptor ligand 38Receptor‐mediated endocytosis 52t, 57Receptor potential 309, 310



Receptor subtypes 372, 425Recombinant bovine somatotropin 398Recombinant human proteins 385, 417, 418, 420, 691tRectum 595, 608Red blood cells 51, 436Red bone marrow 127, 163, 440Red tide 252 (Box 8.2)Reduced hemoglobin 498Referred pain 307, 308Reflex arch 312Reflexesacquired 330cardiovascular 327classification of 313in diagnostics 319tenterogastric 327monosynaptic 314polysynaptic 317, 331spinal 314, 330tendon 319tvisceral 327Refraction 347of light rays 348problems with   349Refractory period   255



Renal capsule 539, 540Renal clearance 554Renal corpuscle, appearance 544, 548Renal pyramids 550Renal regulation of blood pressure 545, 553Renal vein and artery 541, 542Renin‐angiotensin‐aldosterone system 553Reproduction 659in birds 682avian female system 683avian male system 685estrous cycles, uterus, and ovulation 666fertilization and pregnancy 671overview of male reproductive tract 677spermatogenesis 678, 680sperm storage, maturation, delivery   678, 679, 681puberty in females 666, 667tendocrinology of   670Reproductive technologies 685–690Resistance, vascular 466, 467



Respirationaerobic 216expiration 494external 493, 497inspiration  496t, 502, 504, 508internal 493, 497Respiration rate 331, 332, 501, 509Respiratory acidosis 557Respiratory bronchioles 487, 490, 492Respiratory burst 441Respiratory membrane 492, 497alveolar sacs and layers of 491, 492Respiratory volumes and capacities   496t, 509Resting membrane potential 248, 251 (Box 8.1), 254Rete fluid 681Rete tubules 678, 681Reticular activating system 285Reticular formation   278, 283, 285Reticulum 569, 572t, 587Retina   345, 346Retinoids 378Rhodopsin 349, 351Rhombencephalon 272, 273Riboflavin 47Ribose 40



Ribosomal RNA 21Ribosomes 21Rickets 151 (Box 5.3)Rigor mortis 211Rods   346structure of   351visual information processing and 349, 351, 352Root hair plexus 141, 143t, 311Rostral 7tRough endoplasmic reticulum 20, 22, 23, 635tRound window, middle ear 357r‐selection animals 659Ruffini’s corpuscles 143t, 305, 311Rugae 574, 581, 590Ruminants 571, 572t, 575Rumination 591
sSaccule 355, 358Sacral vertebrae 171, 177Sacrum   290Sagittal plane 7tSaliva 336 (Box 11.1), 341 (Box 11.2), 573Salivary glands 574, 575Salt glands, avian 563



Sarcolemma 201, 203Sarcomeres   204, 205Sarcoplasm 203Sarcoplasmic reticulum   204Satellite cells 203, 247–248Saturation binding, Scatchard plot 382, 383Scapula 159, 170Schwann cells   243, 244Sclera   344, 345Scrotum 677, 678Seasonal breeding 283Sebaceous glands 145, 148, 343Sebum 145Second law of thermodynamics 61Second messenger mechanisms 372, 374, 427Secretin 585, 586Segmental artery 541Sella turcia 389Selye, Hans 412Semen extenders, artificial insemination 686Semen, sex‐sorted 688Semilunar valves 452Seminal fluid 671Seminiferous tubules 678– 680Sensory areas, cortex   278



Sensory cranial nerves 289tSensory receptors 302Septic shock 471Septum pellucidum 275Serosa 9, 568Serotonergic neurons 247, 262Serotonin   262, 265tSerous glands 116Sertoli cells 678Sesamoid bones 159, 171, 184Seven‐transmembrane domain receptors 370, 371Sexed semen 688Sickle cell anemia 497Signal recognition particles 23, 39Signal transducers and activator of transcription (STAT) 377Simple epithelium 102, 103Sinoatrial (SA) node 327, 458Sinusoidal capillaries   463Sinusoids 465, 606Sirius Red stain 120Skatole 610



Skeletal muscles 222tconnective tissues 130, 202contraction of   207, 211isometric versus isotonic 214, 215length‐tension relationships   212muscle twitch   212neuromuscular junction   208sliding filament theory   209summation   213treppe   213cross section 130, 131excitation‐contraction coupling of   209fiber types and classification of 217, 218tfunctions of 201–202metabolism of 218tmyofibrils 218tsarcomeres   204, 205sarcoplasmic reticulum   204sliding filament theory   209– 211thick filaments 206thin filaments   207Skeletal system 159



Skeletonappendicular 173avian 188axial 173types of cartilage 172Skinas defense mechanism 142biochemical properties 142, 149color of 149hair 146–148, 150tkeratinization of 141vitamin D metabolism 151Slaty mutation 150tSleep 282, 283, 286Slow fibers 217Slow waves 584



Small intestine 593accessory organs 603adsorption in 599, 601anatomy of 571, 572t, 594, 595carbohydrate digestion in 599chemical digestion in 598digestive enzymes 600thistology of 570, 597intestinal juices and brush‐border enzymes 598lipid digestion in 599mechanical digestion and motility in 598nutrient absorption in 599pancreas 604protein digestion in 599, 601smooth muscle 134Smell 335–337, 341 (Box 11.2), 359Smooth muscle 134, 219cell   230contraction of 221, 222t, 230neural innervation of   230structure of   230types of   220, 221, 230Sodium‐potassium ATPase pumps 55, 547tSoft palate 337Solitary nucleus, in medulla oblongata 285



Somatic cell nuclear transfer   689Somatic reflexes   313Somatomedin hypothesis 399Somatosensory system 303t, 306, 307, 309Somatostatin 391t, 392tSomatotropin 397Somites 272Specialized connective tissues 122Special sensesgustation 337– 341hearing 354– 358olfaction 335– 336vision 342– 354Specific immunity 528–534Sperm   677– 682avian 685capacitation and   672storage, maturation of 686Spermatogenesis 681Sphincter of Oddi 593, 595Spicules 159, 163Spinal column 199Spinal cord  290Spinal nerves 299, 300, 323Spinal reflexes 314, 315



Spleen 436, 536, 569, 605Squamous cells 99, 102, 103STAT5  377Stereocilia 112, 356, 358Steroids 42, 379, 387, 405 (Box 12.4)   406Stimulus intensity 257, 304Stomach 572t, 581bird anatomy 593, 594four regions of 581gastric motility and 584, 585gastric secretions 582, 583, 585phases of 586histology of 582monogastric, anatomy of 581ruminantanatomy of 587inside of 588–590motility of 590ruminant vs. monogastric 592secretion of HCL by 583Stratified epithelium 99, 107–113Stratum, basale 140, 141Stratum corneum 140, 141Stratum germinativum 140, 141Stratum granulosa 140, 141



Stratum lucidum 140, 141Stratum spinosum 140, 141Streak canal 141–142, 519, 647Stress 155, 169, 320, 326 (Box 11.1)adrenal glands   406, 412milk ejection reflex and 395Stress response   406, 412Stroke volume, regulation of 459, 460Stroma, defined 30Subarachnoid space   275, 276, 292Submental glands 156Substance P 260t, 306, 307Suckling reflex 313Summation 213multiple motor unit summation 214wave summation   213Superior colliculi 283Superior vena cava 451, 472Superovulation 676, 687, 689Surface acting receptors 52t, 57, 369t, 370Sweat, primary function of 5, 13, 143Sweat glands 143, 156, 323Sweet taste   339Sympathetic chain and pathways   321, 322Sympathetic nervous system   321



Synaptic bouton   208, 257Synaptic membrane 257, 266Synaptic transmissionchemical   245electrical   245ionotropic   251metabotropic   251modulation   254, 258voltage gated channels   252 (Box 8.2)Synovial joints 190t, 191, 193 (Box 6.1)classification of 192movements 192, 193tSystem and   325, 327, 331, 333Systemic circulation   452, 453, 472Systolic blood pressure   460, 482
tTactile hairs 147Tactile receptors 303– 305, 310Talus 187, 188Tapetum lucidum 345, 350 (Box 11.3)Tarsal glands 342Tarsal joint 196



Taste 338, 357bitter   340salty   340sour   340sweet   339umami   341Taste buds   338T cells 443 (Box 13.2)Teat canal 141, 517, 518, 523Teat cistern 625, 646, 647Teatscows, internal structure of 647number, arrangement of 624tskin of 646Teat stimulation, Prl secretion after   404Teethof dog 577tof horse 577tnomenclature for 578tnumber of, in various species 577tTelodendria   243, 244Telophase 33, 34Temperature, hypothalamus 282, 325Tendon reflex 331Tendons 121, 203, 305



Tenia coli 609Tentorium cerebelli 292Terminal cisterna   204Testes 405, 677, 678Testosterone 41, 42, 379, 388t, 405 (Box 12.4)Tetany 411Thalamus   273, 278– 280Theca externa 668, 669Theca interna   669Thermoreceptors 143t, 303t, 307, 308, 310Thin filaments 131, 132, 205Thorax 179Thrombin   446, 447Thrombocytes 127, 444Thymidine 30, 31, 43, 421Thymus 443Thyroid gland 407histology of   407iodination reactions  410Thyroid hormonesbiological effects of 407secretion of   409T3   408T4   408Thyroglobulin iodination and reabsorption   408



Thyroid‐stimulating hormone 405–406Tidal volume 495, 496tTight junctions 113, 114Toll‐like receptors 90 (Box 3.3), 517Transcription overview of 87, 88Transducin   352Transferases 48tTransgenic animals 233, 420, 521 (Box 5.2)   689Transverse (or T) tubules   204, 222tTreppe   213TRH 361t, 392t, 406Tricuspid valve 451Triglycerides 14, 75, 79Trochlear cranial nerve (IV) 238Trypsinogen 600t, 604Tubulin 24, 26Tympanic reflex 290tType I alveolar cells 493Type I diabetes 417, 418Type II diabetes 418Tyrosine 27t, 260, 261
uUdder 525, 535, 635, 645Umami taste   341



Unicellular glands 115Unilobar kidneys 540Unipolar neurons   246Uracil 43Urea 85, 86Urea cycle 560Ureters 540, 564Urethra 564, 663Uricotelic animals 85Urinary filtration 546tUrinary system 539Urineformation of 545pH of 539Urobilin 439Urobilinogen 439Urogenital reflexes 328Ureotelic species 560Uterine horns 664, 692Uvula 489
vVaccinations 515 (Box 15.1), 528Vagina, bovine   662, 663Vaginal smears 17



Vagus nerve  288, 322Vallate papillae   338Vasa recta 543, 544, 551, (Box 16.2)Vascular resistance   457Vasoconstriction 467– 469, 470Vasodilation 468– 470Vasopressin 282, 292t, 393t, 394Veins   462, 464cardiac   449, 453pulmonary   453Venous blood flow 464Ventilation 493–497Ventricles of brain   275, 276Ventrolateral nucleus, of thalamus   280Venules 453, 461, 464, 467Vermiform appendix 608, 610Vertebrae 171, 172number of 176texamples of 177, 179Vertebral arch 177Vertebral body 177Vertebral cavity 177Vertebral column 176Vertebral foramen 177, 178Vesicular bodies 612 (Box 17.3)



Vesicular gland 677Vestibuleof inner ear 355, 357of nasal cavity 487, 573, 574Vestibulo‐ocular reflex 290tVilli 596, 597Vinculin 113Visceral afferent nerves 299Visceral efferent nerves 299Visceral motor zones, of spinal cord   321Visceral nervous system   322, 323Visceral pericardium 9Visceral reflexes 327Visceroceptors 143Visionnear and far points 348physiology of 347accommodation   348field of vision 349, 350 (Box 11.3)light or dark adaptation 353photoreception 349, 350pupil diameter 362refraction   348, 349retinal processing   346, 352, 353visual pathway 353, 354



Vitamin A 346, 349, 362Vitamin D 150, 151 (Box 5.3), 411Vitamin K 447, 610Vitelline block   672Vitelline membrane 683Vitreous humor   345, 347Vocal cords 489, 490 (Box 14.1), 507Volkmann’s canals 126, 162Voltage regulated gates 45Vomiting 584

wWandering cells 48, 117, 442, 493, 517, 534tWater 12hydrogen bonds 12, 13, 43physiologically important properties 13Western blotting 117 (Box 4.2), 420, 421Wet salting process 155White adipose tissue 78, 123, 282Wirsung’s duct, pancreas 604Wishbone 189Withdrawal reflex 317, 318Wool, prolactin and 147Woven bone 162



xXylene 17
yYellow bone marrow 163Yolk, egg 683, 685Yolk proteins 683, 685Yolk sac 443, 534, 667, 673
zZinc‐finger arrangement 378Z‐line, sarcomeres and 131, 132, 205Zona adherens 113Zona block 672Zona fasciculata 412, 413Zona glomerulosa 412, 413Zona pellucida 671, 672Zona reticularis 412, 413Zonary placentas 676, 694Zone of calcified cartilage 166, 233Zone of hypertrophy 166Zone of proliferation 166Zone of reserve cartilage 166Zygote 689, 693
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